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tion of microphase-separated
structures in polymeric materials using dissipative
particle dynamics and persistent homology for
machine learning applications†

Yukito Higashi,a Koji Okuwaki, bc Yuji Mochizuki, bd Tsuyohiko Fujigaya *aef

and Koichiro Kato *ae

Recently, materials informatics (MI) has gained attention as an efficient approach for materials

development. However, its application to polymers has been limited owing to the complexity and

significance of the higher-order structures unique to these materials. This study focuses on

microphase-separated structures, among the higher-order structures, as they influence many

functional polymeric materials that support modern society. To implement MI that accounts for

specific higher-order structures, such as microphase-separated structures, these structures must be

quantified and converted into features. This approach addresses a gap in current materials

informatics, in which traditional methods do not adequately account for the complex structures of

polymers. Persistent homology (PH), a topological data analysis method, was used to extract features

from the microphase-separated structures of polymeric materials. A coarse-grained simulation

method known as dissipative particle dynamics (DPD) was used to generate the microphase-

separated structures for PH analysis. The method was validated using electrolyte membranes for fuel

cells, where microphase-separated structures are critical. Topological feature extraction was

successfully performed on Nafion™ and its analogs, Aquivion® and Flemion™. Additionally, the

correlation between the extracted features and proton conductivity was analyzed using unsupervised

machine learning, which indicated that these features can be used to predict proton conductivity. The

combination of DPD and PH can effectively convert microphase-separated structures into features.

This method may be applicable to a wide range of polymeric materials influenced by microphase-

separated structures, as it is not limited to proton exchange membranes or proton conductivity. This

research marks a significant step toward advancing polymer informatics by incorporating the

microphase-separated structures of polymers.
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1. Introduction

Materials informatics (MI) has recently received considerable
attention owing to its ability to predict various material prop-
erties based on either experimental or calculated materials
data.1 MI has the potential to replace conventional material
development, which oen involves labor-intensive synthesis
and measurements.2 The application of MI to polymeric mate-
rials has been limited despite many successful applications of
MI for inorganic materials and small molecules.3,4 One of the
reasons for this is that the properties of polymeric materials
depend on their monomer structure and their higher-order
structures, such as microphase-separated structures. For
certain properties (glass transition temperature, band gap,
dielectric constant, gas permeability, etc.), monomer-based
features can provide acceptable prediction accuracy.5,6

Although several attempts have been made to predict properties
Digital Discovery, 2025, 4, 1339–1351 | 1339
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Fig. 1 Chemical structures and coarse-graining method for Nafion™,
Aquivion®, and Flemion™. The green (segment A) represents the
perfluorinated backbone, the yellow (segment B) corresponds to the
branching structures, and the gray (segment C) denotes the sulfonic
acid (–SO3H) or carboxylic acid (–CO2H) functional groups, which play
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by considering experimental conditions and other factors as
surrogates for higher-order structures,5,7–9 a new methodology
for predicting the properties of polymeric materials based on
higher-order structures is needed.

Persistent homology (PH)10–12 is a topological data analysis
method that can extract features from complex, high-
dimensional data. PH has recently been used in materials
research to analyze complex structures, such as silica, metals,
proteins, and polymer melts.13–21 In this study, we focused
specically on microphase-separated structures as the higher-
order structures of interest. To apply PH to these structures,
data representing microphase-separated structures must be
generated and analyzed; the data can be efficiently obtained via
simulations. Simulations of polymeric materials range from
atomic-scale approaches such as classical molecular dynamics
(MD) methods to mesoscale techniques such as coarse-grained
(CG) simulations. In general, exploring microphase-separated
structures in atomic-scale simulations over long periods and
distances is computationally expensive, even with the most
advanced computers.22 By contrast, CG simulations, which
include coarse-grained molecular dynamics (CGMD), self-
consistent mean eld theory (SCF theory),23–25 and dissipative
particle dynamics (DPD),26–28 offer a computationally efficient
approach to studying these structures.

Proton exchange membranes (PEMs) are an important class
of materials strongly inuenced by microphase-separated
structures. PEMs, such as peruorosulfonic acid (PFSA)-based
polymers, including Naon™,29 are crucial for proton
exchange membrane fuel cells (PEMFCs) and play a vital role in
the transition to a hydrogen-based, low-carbon energy society.
Despite their importance, few studies have explored PEM
materials using MI, and none have considered higher-order
structures,30,31 highlighting an opportunity for further develop-
ment. Extensive experimental data are available for these
materials,32–37 and CG simulations38 have been previously used
to investigate their phase-separated structures and properties.
Among the three coarse-grained simulation methods, CGMD is
advantageous for analyzing detailed nanoscale behavior, while
SCF theory excels in equilibrium state analysis and, in its
dynamic form, can handle time-dependent processes. However,
considering the balance of computational cost, ease of param-
eter determination, and the ability of DPD to effectively repre-
sent dynamic processes and large-scale structures, this study
focuses on DPD. DPD simulations have been previously used to
investigate their microphase-separated structures and
properties.39–48 In these simulations, particle interactions are
represented by the Flory–Huggins c parameter,27 typically esti-
mated using empirical methods based on contact energy49 or
solubility parameters.50–52 However, the c parameter calculated
using empirical molecular mechanics (cMM) does not account
for complex quantum mechanical effects, such as hydrogen
bonding and charge transfer. Consequently, cMM may not
suffice to represent the behavior of water-cluster networks. In
Naon™ and other PEMs, water–water and water–polymer
interactions impact the behavior of phase-separated structures
with water.
1340 | Digital Discovery, 2025, 4, 1339–1351
In this study, we unprecedentedly applied PH to CG particle
data generated by DPD. We used the fragment molecular orbital
(FMO) method,53,54 a quantum mechanical approach, to eval-
uate the c parameter (cFMO)55–57 to accurately represent the
behavior of water-cluster networks in Naon™ and other PEMs.
Aer examining the effects of quantum mechanics on the c

parameter and the resulting phase-separated structures, we
performed feature extraction using PH. For comparison
purposes, we also included Aquivion®34 and Flemion™.58

Furthermore, we demonstrated the effectiveness of the features
derived from PH to predict proton conductivity using unsu-
pervised machine learning.

2. Methods and models

In previous studies,39,56 Naon™was coarse-grained by dividing
it into three parts (Fig. 1): the main chain (A), root of the side
chain (B), and end of the side chain (C). In this study, we fol-
lowed the same segmentation approach for Naon™ as that
used previously. For Aquivion® and Flemion™, we applied
a segmentation approach based on the segmentation of
Naon™, as shown in Fig. 1. Prior to calculating the c param-
eters, structural optimization calculations were performed with
Gaussian16 (ref. 59) for each segment using B97D,60 which is
a functional with dispersion correction and a 6-31G(d,p)61 basis
set. The c parameters in the polymer and water segment (W,
corresponding to four water molecules) were then calculated
using the FMO-based chi-parameter estimation workow
system (FCEWS).55,57 In FCEWS, we estimated the interaction
energy by performing parallelized FMO-MP2 calculations62–64

with the 6-31G(d0) basis set65 using the ABINIT-MP program.54,66

Driving forces fi in DPD simulations comprise four forces
(eqn (1)): the conservative force FCij, dissipative force
FDij representing hydrodynamic drag, random force
FRij representing thermal uctuation, and harmonic force
FSij, which is calculated for particles directly connected with
spring bonds.67

f i ¼
X
jsi

�
FC

ij þ FD
ij þ FR

ij þ FS
ij

�
(1)
a key role in phase separation.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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FCij imposes a so repulsion action according to eqn (2), where
aij is the repulsion force between particles i and j, rc is a cutoff
radius, and the related denitions are rij = rj − ri and nij =
rij/jrijj.

FC
ij ¼

8><
>:

�aij
�
1�

��rij��
rc

�
nij

��rij��\rc

0
��rij��$ rc

(2)

A uniform cutoff distance of rc = 1 was applied for all pair-
wise interactions, which is a standard setting in DPD
simulations.

The repulsion parameters between different types of parti-
cles correspond to the mutual solubility provided by the c

parameter set. When the density r is assumed to be 3, a linear
relationship with c is usually established as expressed using
eqn (3).

aij = aii + 3.27c (3)

In this study, the self-interaction parameter was set to
aii = 25. The dissipative force (FDij ) and random force (FRij) are
represented by

FD
ij ¼

(
�guD

���rij����nij$vij�nij ��rij��\rc
0

��rij��$ rc
(4)

and

FR
ij ¼

(
suR

���rij���zijDt�1=2nij ��rij��\rc
0

��rij��$ rc
(5)

where vij = vj − vi, s is the noise parameter, g is the friction
parameter, and zij is the random number based on the Gaussian
distribution. s and g are connected by the uctuation-
dissipation theorem s2 = 2gkBT, where kB is the Boltzmann
constant and T is the temperature. uD and uR are r-dependent
weight functions given by

uDðrÞ ¼ 	uRðrÞ
2 ¼
8><
>:
�
1�

��rij��
rc

�2 ��rij��\rc

0
��rij��$ rc

(6)

FSij is estimated using eqn (7), where C is the spring constant
and r0 is the equilibrium length.

FS
ij = −C(jrijj − r0)nij (7)

As DPD was used in this study to generate microphase-
separated structure data at a low computational cost, long-
range electrostatic interactions were not explicitly considered.
In high-ionic-strength environments such as hydrated electro-
lyte membranes, Coulomb interactions are effectively screened,
leading to predominantly short-range interactions. As discussed
in previous studies,68 the Donnan approximation describes this
screening effect, explaining how electrostatic interactions
become suppressed at high ionic strengths. Mao et al. also
© 2025 The Author(s). Published by the Royal Society of Chemistry
noted that incorporating explicit electrostatic interactions in
DPD simulations presents technical challenges due to the so-
core nature of the model, making effective short-range poten-
tials a widely used alternative.68 For PFSA-based polymers,
microphase-separated structures that are consistent with
experimental observations can still be obtained without
explicitly including long-range electrostatic interactions.69–71

This approach has also been shown to effectively handle
lipids72–75 and charged side chains in peptides, such as
chignolin76 and peptoids,77 demonstrating its applicability
across various so-matter systems. By omitting long-range
electrostatic interactions, the method simplies parameteriza-
tion while maintaining broad applicability. While electrostatic
interactions play a crucial role in ion conduction, this study
focuses on analyzing microphase-separated structures rather
than directly computing ion conductivity. Importantly, the
persistent homology (PH)-based framework introduced here
remains applicable even if explicit electrostatic interactions are
incorporated in future models, making it adaptable for
extended studies. Given the importance of computational effi-
ciency in materials informatics (MI), this approach was
considered appropriate for the present study.

DPD simulations of Naon™, Aquivion®, and Flemion™
were performed using the calculated cFMO parameters. Calcu-
lation conditions were set to 100 000 steps (at least 700 ns),
a particle density of r = 3, and a cell size of 32Rc (Rc is the DPD
unit length and corresponds to 0.71 nm), corresponding to
22.7 nm. To model polymer chain connectivity and rigidity, we
followed the approach described by Vishnyakov et al.,78 incor-
porating both bond stretching and torsional rigidity. The
primary bond interaction was described using eqn (7) with
a spring constant of C = 160 and an equilibrium bond length of
r0 = 0.86Rc. This equilibrium bond length was determined
based on the DPD volume constraint, where each DPD particle
occupies a volume of Rc

3/3, leading to a particle radius of 0.43Rc

and an expected equilibrium distance of 0.86Rc when uniformly
distributed. To introduce torsional rigidity, we applied
a secondary spring to second-nearest-neighbor beads with
a spring constant of C = 80 and an equilibrium bond length of
r0 = 1.72Rc. This method effectively restricts excessive chain
bending and enhances backbone stiffness, which is particularly
relevant for PFSA polymers, known for their high backbone
rigidity due to uorine-rich main chains. Simulations were
conducted for water contents ranging between 10 and 30% in
2% increments. All the DPD simulations were performed using
the COGNAC program.79,80 The polymer models used are shown
in Fig. S1;† only Aquivion® has a different equivalent weight
(EW). For a detailed analysis of DPD, the snapshot, water
density distribution, radial distribution function, small-angle
scattering pattern, and water diffusion coefficient were calcu-
lated using J-OCTA.79,80 The scattering pattern was calculated via
the Fourier transform of the radial distribution function, and
the diffusion coefficient was evaluated based on the mean-
square displacement of CG particles using the following
relationship:

(r(t) − r(0))2 = 6Dt (8)
Digital Discovery, 2025, 4, 1339–1351 | 1341
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An overview of PH is shown in Fig. 2. In PH, a circle (or
sphere) centered at each data point is rst considered. Speci-
cally, the coordinates of individual atoms, obtained using MD,
are oen regarded as data points in the context of PH in
materials research. Subsequently, circles are centered on the
individual atoms, and their radii gradually and simultaneously
increase. When a certain radius is reached (e.g., r = r2 in Fig. 2),
the circles intersect, and a hole (or void) is generated at the
center by connecting multiple circles in a ring shape. As the
radius of each circle increases further, the hole at the center of
the ring becomes smaller and eventually disappears (e.g., r = r3
in Fig. 2). The radius at which multiple circles connect in a ring,
resulting in the formation of a hole, is referred to as the birth
radius. Conversely, the radius at which the hole disappears is
known as the death radius. If the ring created by the data points
is a regular polygon, the birth radius is equal to the radius of the
inscribed circle, and the death radius is equal to the radius of
the circumscribed circle (see Fig. S2†). The persistence diagram
(PD) plots the birth radius on the horizontal axis and the death
radius on the vertical axis (Fig. 2(b)). The concepts of birth
radius and death radius are sometimes expressed as birth time
and death time, respectively. Each point on the PD corresponds
to a ring formed by data points, such as atomic coordinates. The
position of each point on the PD represents the persistence
(birth and death) of the hole situated at the center of the ring.
The farther the points on the PD are from the diagonal, the
longer the persistence of the hole. Therefore, the presence of
points situated away from the diagonal line on the PD suggests
the existence of characteristic features within the data points.
Fig. S3† further illustrates how birth and death radii correspond
to geometric structures in persistent homology analysis. The
persistence diagram (le) represents a distribution of topolog-
ical features, where each point corresponds to a specic birth–
death pair. The right panels show inverse analyses of repre-
sentative points in the persistence diagram, providing insight
into the spatial structures they describe. Features with a smaller
birth radius correspond to closely spaced points, while a similar
death radius indicates that the overall hole size remains
comparable. This suggests that persistent features with
different birth values can represent varying levels of local
structural connectivity while maintaining similar large-scale
topological characteristics. In three-dimensional space,
Fig. 2 (a) Schematic illustration of birth and death radii in Persistent H
circles indicate gradually increasing filtration radii. As the radius expands
subsequently disappear at specific radii. (b) The corresponding Persisten
where the x-axis represents the birth radius, and the y-axis represents th

1342 | Digital Discovery, 2025, 4, 1339–1351
persistent homology is computed using an alpha complex,
which is a subcomplex of the Delaunay triangulation. This
method allows for a more precise representation of topological
features in point clouds, ensuring that the birth and death radii
accurately reect the geometric and connectivity properties of
the structure. By leveraging this approach, our analysis effec-
tively captures the hierarchical organization of water clusters in
hydrated polymer membranes.

The water particle coordinates were then extracted from the
phase-separated structure obtained using DPD, and a PD was
calculated. The PD is a typical plot obtained by PH analysis,
showing the relationship between birth and death radii of holes
at the center of rings, and is composed of given data points. An
inverse analysis81 was also conducted to determine the corre-
spondence between each point on the obtained PD and the
individual rings within the phase-separated structure. In addi-
tion, to transform the PD into a vector suitable for machine
learning, the PD was converted into a persistence image (PI).82

The PI was obtained by assigning weights to each point on the
PD based on its distance from the diagonal. Specically, the PI
r(x, y) was obtained using the following equation that incor-
porates the information of each point on the PD:

rðx; yÞ ¼
Xl

k¼1

wðbk; dkÞexp
 
� ðdk � xÞ2 þ ðbk � yÞ2

2s2

!
(9)

w(bk, dk) = arctan(C(bk − dk)
p) (10)

where dk and bk are the death and birth radii of the k-th ring,
and l is the total number of points in the PD, which is the same
as the total number of rings in the analyzed data. We set s= 0.2,
C = 0.01, and p = 2. The PI conversion was performed by
dividing the PD into a grid of 128 squares, focusing on the
regions in which the birth and death radii of the PD were in the
range between 0 and 3, respectively. Dimensional reduction, an
unsupervisedmachine-learningmethod, was then performed to
detect detailed differences in the PI depending on the polymer
type and water content. Two types of dimension reduction
methods exist: linear methods, such as principal component
analysis (PCA),83 and nonlinear methods, such as uniform
manifold approximation and projection (UMAP).84 PCA is
simple; however, it cannot easily detect complex data features.
omology (PH). Red dots represent coarse-grained particles, and blue
, topological features such as loops (holes A and B) are generated and
ce Diagram (PD) encodes the birth and death radii of these features,
e death radius.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Conversely, UMAP is expected to capture these features, but
nonlinear approaches, including UMAP, tend to be computa-
tionally expensive. To solve this problem, a combination of PCA
and UMAP was used. We rst compressed the 8256-dimensional
PI data into 32 dimensions using PCA. We then compressed the
32 dimensions into three-dimensional coordinates using
UMAP. We achieved two-dimensional mapping of anion
exchange membrane materials by using a combination of PCA
and UMAP.85 However, separation of distinct clusters using PCA
and UMAP alone proved difficult. Therefore, we decided to use
the same combination technique in this study. HomCloud
soware86 was used for the PD calculation and inverse analysis,
scikit-learn87 for PCA, and umap-learn88 for UMAP. In the UMAP
setting, we set the number of nearest neighbors (n_neighbors)
to 8, while the minimum distance (min_dist) and metric were
kept at their default values in umap-learn (0.1 and Euclidean
distance, respectively).
3. Results and discussion
3.1 c parameter evaluation

Table 1 lists the cFMO values of Naon™, Aquivion®, and
Flemion™ and cMM of Naon™ from ref. 39, where A, B, C,
and W represent the CG segments of the main chain, root and
end of the side chain, and water, respectively. The c parameters
between segments with identical structures have the same
values (for example, A–W, B–W, and A–B). The results of the
Naon™ cFMO are comparable to those reported in a previous
study.56 The absolute value of cFMO is higher than that of cMM,
because quantum chemical effects, such as hydrogen bonding
and charge transfer, were considered in cFMO. For A–C, A–W, B–
C, and B–W in cMM and cFMO, the values are positive, indicating
repulsion between the segments. It is reasonable that the
hydrophobic uorinated segments (i.e., A and B) exhibit clear
repulsion to the hydrophilic water segment (i.e., W) and repre-
sent large cFMO values (>20). Conversely, negative values for A–B
and C–W indicate the attractive interactions between the
segments. Specically, C–W has a larger absolute value than
that of A–B, indicating a greater interaction in C–W than that in
A–B. The order of cFMO for C–W is Naon™ > Aquivion® >
Flemion™. The trend can be explained as follows: (1) the
electron-withdrawing property of the uoroalkyl chain
increases as its length increases, and C in Naon™ has
a stronger electronegativity than C in Aquivion®, leading to the
Table 1 Values of cFMO for Nafion™, Aquivion®, and Flemion™ and
values of cMM for Nafion™ from ref. 39

Label
Naon™
cMM

Naon™
cFMO

Aquivion
cFMO

Flemion
cFMO

A–B 0.02 −0.256 −0.112
A–C 3.11 5.472 7.285 1.738
A–W 5.79 20.378
B–C 1.37 5.837 7.813 2.112
B–W 4.90 21.356 27.647
C–W −2.79 −7.885 −3.275 −2.622

© 2025 The Author(s). Published by the Royal Society of Chemistry
larger absolute cFMO value; and (2) the lower polarity of the
carboxyl group in Flemion™ compared with that of the sulfonic
groups in Naon™ and Aquivion® yields a lower affinity
between C and W.
3.2 Dissipative particle dynamics simulations

Fig. 3(a–d) show the snapshots and water density distributions
in Naon™ as a function of the water content. The water
density distribution is shown on the isosurface, in which the
regions with a fraction of water particles$40% are indicated in
yellow. For cFMO, at a water content of 10% (Fig. 3(a)), the
structure had small water clusters that were uniformly distrib-
uted, but as the water content increased to 20–30% (Fig. 3(b and
c)), these small water clusters connected, forming a large water
cluster network. The water density distribution of DPD at 20%
water content (Fig. 3(b)) closely resembled that of the cryo three-
dimensional (3D) transmission electron microscopy image of
Naon™ reported by Allen et al.89 The changes in the phase-
separated structure of Naon™ with respect to the water
content, obtained in this study, were similar to those reported
in previous studies using cFMO.56 By contrast, for cMM, no clear
phase-separated structure was observed under our simulation
conditions (Fig. 3(d)). However, in ref. 39, a phase-separated
structure was observed at 20 vol% water content using cMM,
which differs from our ndings. This discrepancy can be
attributed to multiple factors. While the absolute value of cMM

is smaller than that of cFMO, differences in polymer chain
exibility, system size, and the number of polymer repeat units
compared to ref. 39 may also contribute to the observed
differences. In ref. 39, a lower bond stiffness and shorter poly-
mer repeat units (5 units) were used, which may have facilitated
phase separation by allowing greater polymer mobility. In
contrast, our simulations employed a greater number of poly-
mer repeat units (8 units) and a stiffer backbone by introducing
stronger bond forces and additional second-neighbor bonds.
Specically, we used a primary bond with a stiffness of 160 and
a secondary bond with a stiffness of 80 to introduce torsional
rigidity, following the approach described by Vishnyakov et al.78

This enhanced polymer stiffness may have restricted polymer
exibility and suppressed the formation of percolated water
networks, contributing to the differences observed between our
results and those reported in ref. 39. Additionally, PFSA poly-
mers, such as Naon™, exhibit high backbone rigidity due to
the presence of uorine atoms along the main chain. To better
represent this characteristic, our model incorporated enhanced
polymer stiffness, which may have further inuenced phase
separation behavior. These ndings indicate that when a model
with higher backbone rigidity, more representative of PFSA
polymers, is used, cFMO successfully reproduces a microphase-
separated morphology, whereas cMM does not. This suggests
that cFMO's ability to account for stronger polymer–water
interactions contributes to its effectiveness in simulating rigid
polymer systems. One key reason for this effectiveness is that
cFMO incorporates quantum mechanical effects, such as
hydrogen bonding and charge transfer, which play a crucial role
in accurately capturing polymer–water interactions. These
Digital Discovery, 2025, 4, 1339–1351 | 1343
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Fig. 3 Water-content-dependent morphologies (left) and isosurface representations of water particles at a density greater than 40% (right) for
Nafion™ obtained using the cFMO values at (a) 10 vol% of water, (b) 20 vol% and (c) 30 vol% of water, (d) using the cMM values at 20 vol% of water,
(e) for Aquivion® using the cFMO values at 20 vol% of water, and (f) for Flemion™ using th cFMO values at 20 vol% of water. Segment A (main chain),
segment B (side chain root), segment C (side chain end), and segment W (water) are represented in green, yellow, gray, and blue, respectively.
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effects are particularly important in PFSA-based membranes,
where the interplay between water clustering and polymer–
water affinity signicantly inuences the microphase-separated
morphology. By capturing these interactions more accurately,
cFMO enables the reliable prediction of phase separation in
systems where electrostatic and hydrogen-bonding interactions
are dominant.

Fig. 3(e and f) show the snapshots and water density distri-
butions for Aquivion® and Flemion™ at 20% water content.
Water channels are well developed in Aquivion®, whereas large
spherical water clusters are formed in Flemion™. These
differences may arise from the differences in c between the side
chain end (C) and the other parts (A, B, and W) in Naon™,
Aquivion®, and Flemion™. These differences are thought to
depend mainly on whether the side chain ends are sulfonic or
carboxylic acids. Larger cFMO values for A–C were obtained in
Naon™ and larger absolute values for C–W were obtained in
Aquivion® compared to Flemion™ (see Table 1); this nding
indicates stronger attractions between the side-chain ends (C)
and water (W). Additionally, the repulsion between the side-
chain ends (C) is sufficient to cause the formation of contin-
uous water channels in Naon™ and Aquivion®, while the
weak attraction (C–W) and repulsion (A–C) in Flemion™ result
1344 | Digital Discovery, 2025, 4, 1339–1351
in its ambiguous separation structure. For Aquivion® and
Flemion™, structures similar to those in Fig. 3 were observed at
different water contents (Fig. S4 and S5†).

The small-angle scattering patterns obtained from the DPD
structure of Naon™ at different water contents using cFMO

and cMM are shown in Fig. 4(a and b). A peak near 1.0 to 2.5
nm−1 was assigned as an ionomer peak29 originating from the
water clusters. For cFMO, the ionomer peaks appear between 1.0
and 2.0 nm−1, and their shape and water content dependencies
are similar to those seen in the small-angle X-ray scattering
(SAXS) experimental data.34 By contrast, for cMM, the scattering
intensity is weaker and the peaks appear on the right side of 2.0
nm−1. Furthermore, the ionomer peaks are almost independent
of the water content, which does not match the SAXS experi-
mental data.34 These results support the validity of the c

parameter calculation using the FMOmethod. The lower q peak
(∼11 nm) observed in SAXS experiments corresponds to the
characteristic spacing of crystalline polymer domains and
remains nearly unchanged with hydration.34 Since this peak
primarily reects the polymer matrix structure rather than the
morphology of water channels, it is not directly relevant to the
analysis of water diffusivity and proton conductivity. Moreover,
accurately reproducing this peak in DPD simulations would
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Water-content-dependent small-angle scattering patterns for Nafion™ obtained from dissipative particle dynamics (DPD) simulations
using (a) cFMO and (b) cMM. (c) Water diffusion coefficient obtained fromDPD simulations using cFMO and cMM. Experimental values reported in ref.
54 are also plotted. (d) Water diffusion coefficients of Nafion™ (red), Aquivion® (blue), and Flemion™ (green). Values are averages from five DPD
simulations.
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require a larger simulation box, making it computationally
challenging.

We also calculated the diffusion coefficient of water in
Naon™ using cFMO and cMM, and the water content depen-
dences are plotted in Fig. 4(c). The plots indicate that the values
based on cFMO are closer to the experimental values90 than those
based on cMM, particularly at low water contents. Fig. 4(d)
shows the water diffusion coefficients for each polymer. The
water diffusion coefficients of Naon™ and Aquivion®
increased with increasing water content, whereas that of
Flemion™ remained constant. The trend agreed well with the
water cluster connectivity discussed above; namely, smaller
water clusters were connected to form a larger water cluster
network as the water content increased for Naon™ and
Aquivion® (Fig. S4 and S5†); by contrast, for Flemion™, the
water cluster size increased with increasing water content, but
the clusters remained isolated (Fig. 3). As the water channels
developed, water particles moved around the water-cluster
network, resulting in large diffusion coefficients. The water
diffusion coefficients obtained from DPD simulations followed
the order Aquivion® > Naon™ > Flemion™ at all water
contents, consistent with the expected trend based on EW
differences. Previous studies have shown that lower EW leads to
higher water diffusivity due to increased sulfonic acid group
density and enhanced water network connectivity.42 Regarding
proton conductivity, experimental data indicate that Naon™
and Aquivion® exhibit similar proton conductivities under
comparable conditions, particularly at the same water uptake,
as reported in previous studies.34 In contrast, Flemion™
exhibits lower proton conductivity than Naon™, which has
© 2025 The Author(s). Published by the Royal Society of Chemistry
been attributed to differences in polymer architecture, phase-
separated morphology, and water-channel connectivity, all of
which inuence ion transport efficiency.91–93 Previous studies
have shown that ionomers with peruorocarboxylic acid (PFCA)
groups exhibit lower proton conductivity than PFSA ionomers
due to the weaker acidity of carboxylate groups and their effect
on water network formation.94 For instance, Naon membranes
containing PFCA groups exhibit signicantly lower water
permeability and moderately reduced proton conductivity
compared to their PFSA counterparts. The lower proton
conductivity of PFCA-type ionomers has been attributed to the
decreased acidity of carboxylate groups, reduced water uptake,
and modications in the phase-separated morphology.95 Given
that the Flemion model used in our DPD simulations corre-
sponds to a PFCA-type ionomer, its proton conductivity is ex-
pected to be lower than that of Naon™ and Aquivion®. This
aligns with experimental trends, which indicate that the
sequence of proton conductivities follows Naon™ z Aqui-
vion® > Flemion™. While water diffusivity alone does not fully
determine proton conductivity, the DPD method used in this
study does not explicitly account for electrostatic interactions,
making it impossible to directly compute proton conductivity
from these simulations. Nevertheless, our results demonstrate
that key structural properties, including SAXS peak positions
associated with microphase separation and water diffusivity,
are in good agreement with previous studies. This indicates that
the microphase-separated morphology captured by our DPD
simulations is physically meaningful. Given this consistency,
we propose that persistent homology (PH)-based feature
extraction of microphase-separated structures could provide
Digital Discovery, 2025, 4, 1339–1351 | 1345
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a pathway for linking structural characteristics to proton
conductivity, even though direct calculation of proton transport
is beyond the scope of our current model.
3.3 PH analysis

Since the proton conductivity is closely linked to the structure of
the water cluster network, we focused on the PH of CG water
particles to extract the topological features. The PDs of water in
the three polymers with 10, 20, and 30%water content are shown
in Fig. 5. In each PD, three characteristic sets of points are
observed, and we designated those regions A, B, and C. Region A
was observed in all polymers and with all water contents. In
region B, many points were also observed; however, as the water
content increased, the point density decreased. By contrast,
region C was not observed for Flemion™. An inverse analysis of
the PD was performed to identify the locations of the CG water
particle rings in the DPD corresponding to regions A, B, and C.
Fig. 6 shows the inverse analysis results for these regions in the
PD for Naon™ at water contents of 10, 20, and 30% (for the
Fig. 5 Persistence diagrams (PDs) of water particles in (a, d and g) 10,
Aquivion®, and (g–i) Flemion™. The color bar represents the number of
(red) indicating higher densities and cooler colors (blue/green) indicatin

1346 | Digital Discovery, 2025, 4, 1339–1351
other polymers the water content is 20%, see Fig. S6†). The PD
represents the birth and death radii of holes appearing in the
data points, and these holes originate from the CG particles
distributed in a ring shape. Therefore, each point in the PD can
be associated with a ring constructed of CG particles by inverse
analysis. Fig. 6 shows that each point in region A corresponds to
a small ring sparsely distributed inside the water cluster or
channel. Conversely, the points in region B correspond to rings
spread over the surface of the water clusters and channels. In
terms of changes in water content, an increase in the number of
rings can be observed in region A along with the enlargement of
the water cluster or channel at increasing water contents. This
phenomenon is thought to be due to the increase in the number
of CG water particles inside the water cluster or channels. In
region B, the presence of rings on the channel surface is
emphasized by the development of water channels at increasing
water contents (Fig. 6(h)). The formation of thicker channels
reduces the surface area, and thus the distribution of rings
appears to be sparser. The number of rings also corresponds to
the changes in PD intensity. In region C, the corresponding CG
(b, e and h) 20, and (c, f and i) 30 vol% hydrated (a–c) Nafion™, (d–f)
topological features in each region of the diagram, with warmer colors
g lower densities.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Inverse analysis results for PDs of Nafion™ at water contents of (a–c) 10 vol%, (d–f) 20 vol%, and (g–i) 30 vol% for region A (a, d, and g),
region B (b, e, and h), and region C (c, f, and i). The light blue dots represent the positions of all water particles, while the dark blue dots indicate
water particles identified through inverse analysis based on persistent homology (PH).
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water particles are connected to form an elongated ring. This
suggests that the elongated ring represents an expanded inter-
face between water and the polymer, which in turn indicates the
formation of water channels that inuence water diffusion and
proton conduction. The absence of a point in region C in
Flemion™ (with low proton conductivity) is also consistent with
this interpretation. To further illustrate the spatial distribution
of persistent features, Fig. S7† provides multiple perspectives of
the inverse analysis results for Naon™ at 20 vol% water
content. The gray points represent all CG water particles, while
the red, blue, and green points correspond to particles extracted
from regions A, B, and C, respectively. This visualization
conrms that features in region A are sparsely distributed within
the water phase, features in region B are localized at the water–
polymer interface, and features in region C form elongated
structures indicative of extended water channels. These results
highlight how different topological features in the persistence
diagram correspond to distinct structural elements within the
hydrated polymer membrane.
© 2025 The Author(s). Published by the Royal Society of Chemistry
We transformed the PDs into PIs to extract feature vectors
representing proton conductivity from microphase-separated
structures.82 A PI is a vector smoothed by weighting each
point on the PD by its distance from the diagonal. In the PD,
points farther away from the diagonal represent more signi-
cant features, therefore, the PI emphasizes these points more
and can be visualized similarly to the PD. Fig. 7 shows the PIs
obtained from each PD in Fig. 5. The color scale of the PI
illustrates the distinctive features of the PD, with the darker red
shade indicating more prominent characteristics. In Fig. 7, the
red regions are positioned in a manner consistent with the
arrangement of regions A, B, and C in the PD. Thus, we
successfully obtained a vector PI that preserves the character-
istics of the PD. Herein, we used PCA83 and UMAP;84 these are
unsupervised machine-learning methods used to compress the
PI into a three-dimensional coordinate, which allows us to
visually and numerically compare the differences in the PIs in
the same coordinate system. The PI is a vector whose elements
are the counts of data points in each grid when each gure in
Digital Discovery, 2025, 4, 1339–1351 | 1347
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Fig. 7 Persistence images (PIs) of (a–c) Nafion™, (d–f) Aquivion®, and (g–i) Flemion™. The water contents are 10 vol% (a, d, g), 20 vol% (b, e and
h), and 30 vol% (c, f and i). The color bar represents the persistence image function r(x, y), obtained using eqn (9).

Fig. 8 Plots of Nafion™ (red), Aquivion® (blue), and Flemion™ (green)
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Fig. 7 is divided into a 128 × 128 grid; because of the nature of
the PD, only considering the upper le portion of the diagonal
suffices, and the dimension of the PI is 8256. Each PI was rst
compressed into 32 dimensions using PCA, as the dataset
consists of 33 samples, and PCA can reduce dimensionality to at
most 33. The cumulative explained variance conrmed that 32
dimensions retained 100% of the variance, ensuring no loss of
information in this step. The data were then further
compressed into three dimensions using UMAP. The compres-
sions were performed for three polymers with different water
contents and plotted in a three-dimensional coordinate system
(Fig. 8). Each point in Fig. 8 corresponds to one PI, and a total of
33 PIs are mapped for each of the three polymers with 11
different water contents (10 to 30% in 2% increments). As
shown in Fig. 8, the PCA-UMAP 3D representation effectively
captures key structural trends related to proton conductivity.
Naon™ and Aquivion® cluster similarly, while Flemion™
forms a distinct group, reecting their known experimental
proton conductivity trends34,93,95 (Naon™ z Aquivion® >
Flemion™). Additionally, within the Naon™ and Aquivion®
clusters, data points shi systematically with increasing water
1348 | Digital Discovery, 2025, 4, 1339–1351
content, consistent with the experimentally observed increase
in proton conductivity with water uptake. In contrast,
Flemion™ remains largely unchanged, which aligns with
previous ndings that carboxyl-terminated Flemion™ main-
tains low proton conductivity regardless of water uptake. We
with different water contents in three dimensions.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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also tested an alternative 2D UMAP projection (Fig. S8†) and
found that while the overall distribution trends were similar,
the third dimension (PCA_UMAP3) contained additional varia-
tions that could be useful in capturing structural differences
between polymers. For this reason, we adopted the 3D repre-
sentation in this study. Because experimental proton conduc-
tivity data are not available for every specic water content,
a supervised learning approach is not feasible. Instead, we
applied unsupervised learning (PCA-UMAP) to uncover mean-
ingful structural patterns in the feature space, independent of
explicit conductivity labels. The fact that the resulting 3D
representation naturally aligns with known proton conductivity
trends validates the effectiveness of the extracted PI-based
features. This structural mapping approach has signicant
implications for polymer screening. By applying the same
methodology to new proton-conducting polymers, their struc-
tural features can be mapped onto the 3D PCA-UMAP space to
estimate their proton conductivity. This provides a novel, data-
driven method for predicting and screening high-performance
proton-conducting polymers before synthesis, which could
accelerate PEM research and development. These ndings
suggest that PIs of CG water particles serve as robust structural
descriptors that effectively encapsulate features related to
proton conductivity in microphase-separated structures.
Furthermore, this methodology is not limited to PFSA-based
polymers. By leveraging quantum chemistry-derived c parame-
ters, this framework can be extended to other polymeric
systems, offering a computationally efficient method to char-
acterize mesoscale structures and their impact on material
properties.

4. Conclusions

In this study, we developed a method to extract microphase-
separated structural features of polymeric materials by inte-
grating DPD and PH, using PEMs (Naon™, Aquivion®, and
Flemion™) as examples. The usefulness of the obtained
features was then evaluated using machine learning. First,
microphase-separated structures of Naon™, Aquivion®, and
Flemion™ with different water contents were successfully
reproduced by DPD simulation, consistent with experimental
results. More importantly, we found that the DPD simulations
using the c parameters calculated based on the FMO
method55–57 exhibited greater similarity to the experimental
SAXS results34 compared with those based on empirical
molecular mechanics. The water channels and clusters in the
phase-separated structures obtained by DPD were transformed
into features using PH, revealing three distinct regions
(regions A, B, and C) in the PD. Specically, region C was
identied to contain features associated with elongated water
channels through inverse analysis. The expansion of the water
channels, which depends on both the water content and
polymer type, indicated a strong correlation between region C
and proton conductivity. To quantify the features within the
PD, the PDs were vectorized, and the resulting PIs were
compressed into three dimensions using the unsupervised
machine learning methods PCA and UMAP. This approach
© 2025 The Author(s). Published by the Royal Society of Chemistry
produced three-dimensional plots that were consistent with
the experimental order of proton conductivity.34,95 These
results demonstrate the successful extraction of feature vectors
from the microphase-separated structures of polymeric mate-
rials by integrating DPD and PH. Notably, the present method
is not limited to PEMs but is applicable to various functional
polymeric materials that form microphase-separated struc-
tures. Therefore, we believe these results should promote
advancements in polymer informatics using microphase-
separated structural features.
Data availability

The data supporting the ndings of this study, including the
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PFSA_Topological_Features_Extraction. A snapshot of the
repository has been archived on Zenodo and assigned the
following DOI: https://doi.org/10.5281/zenodo.15222535.
Additional data and materials can be provided by the
corresponding authors upon reasonable request.
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