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odels for knowledge graph
extraction from tables in materials science

Max Dreger, *a Kourosh Malekab and Michael Eikerling abc

Research in materials science increasingly harnesses machine learning (ML) models. These models are

trained with experimental or theoretical data, the quality of their output hinges on the data's quantity and

quality. Improving data quality and accessibility necessitates advanced data management solutions.

Today, data are often stored in non-standardized table formats that lack interoperability, accessibility and

reusability. To address this issue, we present a semi-automated data ingestion pipeline that transforms

R&D tables into knowledge graphs. Utilizing large language models and rule-based feedback loops, our

pipeline transforms tabular data into graph structures. The proposed process consists of entity

recognition and relationship extraction. It facilitates better data interoperability and accessibility, by

streamlining data integration from various sources. The pipeline is integrated into a platform harboring

a graph database as well as semantic search capabilities.
1 Introduction

Materials science is increasingly implementing data-driven
approaches, marking the much-quoted shi towards the
fourth paradigm.1,2 The use of emerging articial intelligence
(AI) tools in materials research promises to accelerate materials
discovery by guiding efficient and time-saving exploration
through high-dimensional materials parameter spaces.3–7 In the
growing eld of autonomous experimentation, machine
learning models are deployed to plan experiments8–11 while
computer vision tools automate imaging analysis.12–15

The quality and availability of data are crucial in this realm.
Data generation in materials science is frequently tied to short-
term projects and is considered time-consuming and costly,
leading to the creation of many small and scattered datasets.16,17

Data management in research labs typically relies on relational
databases or le systems, predominantly lled with tables.
Those tables are rich data assets; however, information on how
data points across different columns are interconnected is oen
only implicitly provided. The lack of data management stan-
dards, therefore, leaves valuable data silos scattered with very
limited accessibility and interoperability among labs or
institutions.18–20

Several recent papers have emphasized the need for openly
accessible databases; however, data heterogeneity due to
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varying length scales and structural complexity of materials
presents intricate technical challenges.21,22 Consequently,
databases are oen limited to single length scales, highly
domain-specic, and focused on chemical elements and
compound properties that do not depend on
microstructure.23–30 Thus, the materials science community is
experiencing a trend toward information silos separated by
domain, design, or exploration space, hindering the full
potential of AI methods.31 This separation complicates nding
answers to generic research questions. Filtering a corpus of
materials for desired properties or identifying processing
conditions associated with desired materials properties oen
requires consulting domain experts or scientic literature.32

Knowledge graphs are promising data structures, respond-
ing to these challenges. They consist of nodes and relationships
forming a network of connected entities.33 These relationships
make information and contextualized data machine-readable,
facilitating the integration of tools to analyze, organize, and
share information. Furthermore, graphs excel in representing
highly heterogeneous data due to their focus on connectivity,
which provides a high degree of exibility.34,35 Materials science
increasingly uses knowledge graphs to integrate and organize
data from literature, databases, and ontologies.35–37 To elevate
them to viable data management solutions on lab-scale and
beyond, these tools need to be broadly appealing to materials
science.

Attractive data management solutions provide intuitive
mechanisms for data storage and retrieval, streamlining the
process for data owners by removing unnecessary complexity.
Moreover, they ought to reduce their usage barrier, ensuring
smooth integration into the user's routine data practices, with
minimal interruption.17 The capacity to mine existing data,
Digital Discovery, 2025, 4, 1221–1231 | 1221
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derive insights, and integrate them into one's data assets is
a crucial feature of data management systems. Thus, broad
adoption of graph-based data management solutions requires
tools that facilitate the migration from existing tabular data
assets to knowledge graphs. Knowledge extraction is an
emerging eld aiming to extract information from structured
and unstructured sources38 and is increasingly applied in the
materials science domain.39,40 Recent advances in natural
language processing through the availability of Large Language
Models (LLMs) provide novel disruptive tools in this eld.41,42

LLMs excel in inferring context and meaning of unseen data
without the need for expensive training. This eases the imple-
mentation of LLM-enabled knowledge extraction tools, making
them attractive for data management solutions.

In a recent publication, we proposed a data model for graph
databases43 that follows the logic of the Elementary Multi-
perspective Material Ontology (EMMO).44 An ontology is
a structured framework that denes and categorizes the
concepts, entities and their relationships within a specic
domain. The proposed data model is able to represent experi-
mental workows in materials science with any desired degree
of granularity. Entities within the database are labeled via
a semantically connected system of nodes that span a wide
range of processes, matter and quantities (see Fig. 1). These
labels are based on the EMMO and BattINFO, a domain-specifc
EMMO extension focused on batteries and their characteriza-
tion.45 The database aims to help research groups manage their
data assets in an intuitive way while making it interoperable
with other data vendors.

In this study, we introduce a knowledge graph extraction
pipeline to improve the efficiency of populating graph data-
bases with existing table data. The pipeline semi-automatically
transforms tables into connected knowledge graphs that follow
the data model we proposed in Fig. 1. The extraction process
utilizes LLMs to infer meaning from headers and extract
information from tables. We divided the process into four
stages, which can be veried by the user through a graphical
user interface, ensuring the high quality of the knowledge
graph. To enhance the cost efficiency and scalability, we inte-
grated various caching strategies to streamline the extraction
process from known tables.

Comparatively, alternative solutions—such as Microso's
GraphRag46 and manual data transformation approaches—
oen require expertise in database querying languages or
extensive iterative prompt engineering. While these methods
are viable, they tend to be labor-intensive and face scalability
challenges due to their technical complexity. In contrast,
Fig. 1 Schema of the proposed graph data model (a) and example of
the labeling system (b).

1222 | Digital Discovery, 2025, 4, 1221–1231
enterprise cloud data management platforms like Databricks,47

Google Cloud,48 and Splunk49 are designed to integrate seam-
lessly with standard workows, providing streamlined and
robust data operations. However, their architectures are
generally optimized for more homogeneous data, which makes
it difficult for them to natively handle the high complexity and
heterogeneity inherent in scientic data. Consequently, effec-
tive data management in the scientic domain should seam-
lessly integrate into existing data handling routines. Thus, data
management should not impose signicant technical overhead
or require specic expertise from researchers, while allowing
them to accommodate the full complexity and interconnected
nature of their data.

In the following, we thoroughly discuss the methodologies
and metrics of the extraction procedure and its results. This
article is relevant to those interested in using our data
management system or engaging in knowledge extraction in
different scientic domains.
2 Methods

The generation of a knowledge graph involves two key
processes, node extraction and relationship extraction. Node
extraction from tables is a multi-step procedure. Initially, each
column is assigned a node type (e.g., matter, property). Next, the
attribute type of each column is identied (e.g., Name, Value).
Finally, columns representing different attributes of the same
node are aggregated.

The entities extracted through this process are then used to
infer relationships, constituting the build-up of a knowledge
graph. The following sections provide an overview of the data
types encountered in this study, introducing the input and
output and delineating the specics of the extraction pipeline.
2.1 The input: tables

The pipeline is designed to transform tables, which are the
most common format for researchers to store, analyze, and
communicate their data. It accepts CSV les as input and
requires the tables to be at—that is, each row represents a data
record and each column contains specic values (e.g., numbers,
strings, or dates). In contrast, nested tables allow columns to
contain sub-tables or arrays. We tested and validated our
pipeline on a dataset of 15 at tables. We minimized bias in our
test dataset by ensuring high heterogeneity; the dataset
comprises data from various subdomains of materials science,
with data from measurements, syntheses, simulations, prop-
erties, organizational data, and single processing steps. We also
varied the data sources by incorporating tables from self-driving
labs and from different research groups. Table 1 shows an
excerpt of one such table that can be transformed into a graph.
The pipeline was tested on tables with between 4 and 90
columns. Since only the table headers paired with sample rows
are used in the transformation, the total number of rows does
not affect the process. The tables are available in our GitHub
repository.50
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Excerpt of a table from the dataset we used to test and
evaluate our pipeline. The whole dataset can be a accessed in our
GitHub repository

Drymilltime
(h)

Drying T
(°C) Catalyst Ionomer Equiv. weight I/C

6 55 F50E-HT Aquivion 790 0.7
24 55 F50E-HT Aquivion 790 0.7
48 55 F50E-HT Aquivion 790 0.7
6 55 F50E-HT Aquivion 790 0.9
24 55 F50E-HT Aquivion 790 0.9
48 55 F50E-HT Aquivion 790 0.9
6 55 F50E-HT Aquivion 790 1.1
24 55 F50E-HT Aquivion 790 1.1
48 55 F50E-HT Aquivion 790 1.1
« « « « « «
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In materials science, these tables typically describe entities
such as materials, components, devices, chemicals, properties,
measurements, manufacturing steps, and processing condi-
tions. The goal is to extract these entities and contextualize
them by inferring relationships among them.

For example, the excerpt in Table 1 contains a column titled
“Ionomer” immediately followed by a column labeled “Equiv-
alent Weight” that holds numerical values. To retrieve mean-
ingful information, the pipeline must extract a matter node
representing the ionomer cell “Aquivion” and connect it to
a property node labeled “Equivalent Weight”, which carries the
numerical value of 790 and the unit g mol−1. Given the signif-
icant variations in table structures and header terminologies,
our pipeline is designed to be agnostic to both structure and
terminology, enabling it to process a wide range of tables
without prior knowledge of their layout. The pipeline leverages
LLMs to extract data within the domain of materials science,
with a particular focus on energy materials.
Fig. 2 Schematic overview of the extraction pipeline on the example
of a specific table. The pipeline consists of a node type extraction (see
Section 2.3.1), node attribute extraction (see Section 2.3.2), node
extraction (see Section 2.3.3), and relationship extraction (see Section
2.3.4).
2.2 The output: knowledge graphs

The graph model we introduced in a previous publication
follows the logic of the Elementary Multiperspective Material
Ontology (EMMO). The graph model consists of the node types
and relationships shown in Fig. 1.43 These nodes and their
relationships are capable of representing materials and
processes in materials science. To capture domain-specic
terminologies and ensure data interoperability, we introduced
a labeling system for our graph database. This labeling system
comprises classes such as matter, property, parameter,
measurement, simulation, and manufacturing, along with their
subclasses. These tree-like structures were derived from EMMO
and its domain-specic extensions like BattInfo. Each ingested
data point is labeled by linking it to a label node via an IS_IN-
STANCE relation (see Fig. 1(b)). Label nodes are semantically
connected via IS_A relations to indicate parent/child relation-
ships. The label nodes form taxonomies of the matter,
manufacturing, property, and property nodes. This structure
semantically embeds alternative labels in a tree format, as each
node is connected to a specic label node and indirectly linked
to all its sub- and parent classes. The labeling of each node via
© 2025 The Author(s). Published by the Royal Society of Chemistry
a semantically contextualized label is the foundation for
a semantic search functionality that allows for highly specic
and very broad querying of the knowledge graph. Additionally,
we introduce a tool for the dynamic extension of the labeling
system (see Section 2.4). The labeling system is available on our
GitHub repository as .owl les.51
2.3 The pipeline

Transforming table data into a knowledge graph requires
extracting implicit information, which involves domain
knowledge and understanding of table structures. Due to the
variety of table structures, rule-based algorithms are insuffi-
cient. We utilize LLMs for their domain knowledge and ability
to interpret table content and structures. To address scalability,
we implemented caches (look-up tables) for tables and columns
to reduce LLM usage for known data. The latter allows known
table structures to be processed without the use of LLMs.
Feedback loops and validation functions enhance accuracy and
determinism. Our pipeline processes only the table headers and
a sample row with altered numerical data to ensure data secu-
rity while using the APIs of OpenAI. The transformation task is
divided into four sequential steps, each adding context and
information. Fig. 2 provides a schema of the full pipeline.

2.3.1 Node type extraction task. Each table column is
assigned to a specic node type (e.g., matter, property, property)
by converting the header and a sample cell into embeddings.
Embeddings are high-dimensional vector representations of
human language. These embeddings are compared to a static
pool of various examples for the different node types. Non-
classiable or ambiguous headers are agged for user
assignment.

We use the OpenAI embedding generator as it has shown
high accuracy in benchmarking, especially in classication
tasks. To improve the accuracy of this step, the table header of
each validated classication is transformed into an embedding
and added to the pool of node examples. The candidate selec-
tion uses cosine similarities to nd the most similar vector in
the pool of examples.

The process is encapsulated into a classier Python class
that iterates over all table headers, creates embeddings from the
Digital Discovery, 2025, 4, 1221–1231 | 1223
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Fig. 3 Schematic representation of an Extractor, Validator, and
Corrector class.
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table header and the sample cell, identies the best match from
the pool of examples, and returns a dictionary with each header
representing a key with its node type as the value. As the node
type assignment of each header is an isolated task, it can be
easily parallelized.

Fig. 2 presents an example for the node type extraction. The
assignments of the correct node types to the columns that
contain matter nodes are straightforward as they contain
headers that are semantically very close to matter and can
therefore be easily assigned to an example for the node type
matter. A challenge can arise with the heading “Method” as it
has a high semantic overlap with measurement and
manufacturing and could therefore be attributed to both node
types. Since manufacturing steps and measurements have
different methods (e.g., “mixing”, “imaging”, etc.) both node
types show a high semantic overlap with the word “Method”
alone. For that reason, the header and sample cell are trans-
formed into an embedding. The word “mixing” is less ambig-
uous and, therefore, the embedding from the header and the
sample cell can successfully be assigned to the node type
manufacturing.

2.3.2 Attribute extraction task. Aer assigning node types,
the next step identies node attributes in each column. The
AttributeClassier generates embeddings for headers and
sample cells by comparing them to a pool of candidates. The
best match is identied following the same logic as the node
type extraction.

In Fig. 2, we illustrate the attribute extraction process. In the
example, columns containing Identier attributes contain “ID”
in their headers, while those listing material names reference
well-established materials in the cells and headers. Columns
with property and parameter values display numerical entries
that can be directly associated with the corresponding attribute,
value. Because the node type of each column is determined in
the rst step, the range of possible attributes is constrained. For
example, matter, manufacturing, and measurement nodes
include an identier attribute, whereas parameter and property
nodes do not. Thus, knowledge of the node types, along with the
unambiguous headers and cell contents, makes the assignment
of each column to the correct attribute straightforward.

2.3.3 Node aggregation task. The third step aggregates
columns into nodes, combining attributes of the same entities
to form cohesive nodes. We leverage LLMs to overcome limi-
tations of rule-based approaches. We implemented a NodeAg-
gregator, NodeEvaluator, and NodeCorrector class for each
node type, which use Chat-GPT-4-o. The node extraction is
executed in parallel for each node type, with results validated
and corrected iteratively.

2.3.3.1 NodeAggregator. Each NodeAggregator of a specic
node type consists of a prompt generator and an LLM agent.
The NodeAggregator transforms the given table data into a list
of nodes that follow a node-type-specic JSON schema (see
Fig. 3). The prompt generator of a specic NodeAggregator
accepts all table columns that contain attributes of its node
type, along with the context provided by the user and all table
headers as additional context. From this input data, it generates
a prompt that requests transforming the given table headers
1224 | Digital Discovery, 2025, 4, 1221–1231
into a list of nodes while considering the context and the table
structure. The generated prompt is used to initialize an LLM
agent with a node-type-specic setup message.

The agent is given the following information:
(1) Introduction and general task (system message).
(2) Explanation of the expected output (schema).
(3) Context provided by the user (user input).
(4) Examples (few-shot).
Each agent is initiated with a xed system message

explaining the task and providing general input and guidelines.
Additionally, we employ few-shot learning by generating an
articial conversation history in which the agent was given
a table and produced the correct nodes. These examples serve as
valuable guidelines on how to aggregate nodes correctly and
which format to follow. The actual prompt is automatically
generated and contains the table headers, a sample row, and
a string of additional context provided by the user. Fig. 3
represents the general structure of an LLM-enabled pipeline
containing extractor, validator, and corrector classes. Node
aggregation and relationship extraction are implemented
following this general structure and vary only in inputs and
static components.

2.3.3.2 NodeValidator. The NodeAggregator's output is for-
warded to a corresponding NodeValidator instance, which
analyzes the output for logical mistakes. The specic validation
functions depend on the node type and can be checked in the
GitHub project. In general, the validation consists of logic
checks implemented in a rule-based approach that aim to
improve the determinism of the NodeAggregator output. They
check for typical mistakes the LLM agent makes, such as
assigning the same column to attributes of different nodes.
Additionally, the NodeValidator checks for any violation of the
graph data model. For example, a property or quantity node
always needs the attribute name, value, and unit to be non-null.
Each validation function returns the wrongly aggregated nodes
or True, if the agent did aggregate correctly, considering the
specic aspect that the validation function inspects. Aer all
validation functions are executed, the NodeValidator creates
a dictionary containing each validation function and its output.

2.3.3.3 NodeCorrector. These validation results are used by
the NodeCorrector class to rene the NodeAggregator results.
Each validation function is mapped to one correction function
© 2025 The Author(s). Published by the Royal Society of Chemistry
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that generates a prompt, asking for revision by providing the
incorrectly aggregated nodes along with an explanation of the
error, as well as optional error-specic context. Each mistake
detected by the NodeEvaluator is transformed into a revision
prompt resulting in a list of revision prompts. This list of revi-
sion prompts is merged into a single prompt to the LLM that
lists all mistakes and asks for revision. This prompt is given to
an agent initiated with an identical conversational memory as
the agent of the initial aggregation. The NodeCorrector gener-
ates a revised list of nodes that can be validated and corrected
again in an iterative rening process.

To clarify the node aggregation procedure, we will follow the
aggregation of all matter nodes in the example of Fig. 2. The
agent of the MatterNodeAggregator receives a prompt contain-
ing the table, user context, and instructions to transform
columns 1, 2, 3, and 6 into nodes. The agent should then
correctly assume that the table provides information about the
fabrication of a catalyst ink, and therefore propose the creation
of three matter nodes per row: one for the ionomer, one for the
catalyst, and one for the catalyst ink. The catalyst name and
identier must be extracted from columns 1 and 2. The matter
node representing the ionomer has a name that is taken from
column 3. The node representing the catalyst ink has an iden-
tier in column 6. Since no column provides a name for the
catalyst ink and it is a crucial attribute, the agent needs to infer
it (for example, “catalyst ink”) from the header of column 6.
Each row of the table can thus be transformed into three matter
nodes, with attributes varying by row, except for the name of the
catalyst ink node, which is inferred from the table headers. If
the MatterNodeAggregator does not infer the name “catalyst
ink” for the matter node representing the catalyst ink, the
MatterNodeValidator would detect this during its sanity check.
In that case, the MatterNodeCorrector would be invoked to
correct the error by inferring the missing name attribute.

2.3.4 Relationship extraction task. The current state of the
table transformation represents the table as a list of nodes, with
all columns aggregated into nodes of various types. However, to
form a complete graph, relationships must be inferred from the
table's content. Since most tables contain these relationships
only implicitly, extracting them requires an understanding of
the information hidden within the data. The implementation of
relationship extraction follows the same structure as node
extraction (see Fig. 3).

2.3.4.1 RelationshipExtractor. For each relationship type,
a specic RelationshipExtractor was implemented that extracts
an initial list of relationships from the table. Each instance
consists of an LLM agent and a prompt generator. An instance
of a specic RelationshipExtractor is initialized with two lists of
nodes, the context provided by the user, the table headers, and
a sample row. The prompt generator generates a query that
requests reasonable relationships to connect pairs of nodes. As
each relationship type is extracted separately, only nodes with
the correct types are given as possible candidates. The
“HAS_PROPERTY” relationship connects a matter node with
property nodes, which means that the HasPropertyExtractor
receives a list of matter nodes and a list of property nodes as the
main input. Since a knowledge of the complete table structure is
© 2025 The Author(s). Published by the Royal Society of Chemistry
crucial for a successful relationship extraction, the prompt also
contains the table's header and rst row as well as the context
given by the user. The LLM-agent of each extractor instance is
initiated with a relationship type-specic setup message con-
taining an explanation of the task, the input data, relationship-
specic rules and tips, as well as examples with a chain of
thought to further improve accuracy.

2.3.4.2 RelationshipValidator. For each relationship type,
one RelationshipValidator class was implemented. Depending
on the relationship type, these classes execute a number of
validation functions to check the output for logical errors. These
validation functions check graph logic, such as the connectivity
of the graph or its nodes, or the cardinality of certain relation-
ships. Each validator generates a dictionary containing the
executed validation functions and their results. The classes'
structure is therefore very similar to the NodeValidator, as both
run validation functions and return the results as a dictionary.

2.3.4.3 RelationshipCorrector. Each evaluation function has
a corresponding correction function that generates a prompt
specifying the identied mistakes and requesting a revision.
The RelationshipCorrector uses the output of the validator and
generates a list of prompts that are concatenated into a single
prompt that lists all extraction errors. The corrector then
initializes a new agent with the same conversational memory as
the RelationshipExtractor and requests a revision of the results,
stating all detected errors. The output is a rened list of rela-
tionships that can be evaluated and corrected again.

The relationship extraction in Fig. 2 can be illustrated using
the example of the HasPropertyRelationshipExtractor. This
class extracts the HAS_PROPERTY relationships that connect
matter and property nodes. In this example, the extractor would
receive a list of all matter nodes (e.g., the ionomer, the catalyst,
and the catalyst ink) as well as a single property node (e.g., the I/
C ratio). The agent must then decide to which matter node the
property node belongs. This can be inferred either by recog-
nizing that “I/C” stands for “ionomer to catalyst ratio”—indi-
cating it is a property of the catalyst ink, or by analyzing the
table structure, since the property node's column is directly
adjacent to the catalyst ink node's column.
2.4 Label assignment

To make the data searchable and interoperable, the extracted
nodes need to be labeled correctly. Labeling data means that
each Name attribute within the extracted nodes is processed
and mapped to a label node within the graph database's
labeling system. If no adequate label can be found within the
database, an LLM agent is used to create a new label node and
extend the existing labeling system. This step is essential to
enable effective querying of the database later on. It requires
different instances of the same kind to be assigned the same
label, so that they can be searched and found with the same
queries. To enhance interoperability, the used labels should
follow lingo and terminology that at least parts of the commu-
nity already agreed on.

2.4.1 Generation of the labeling system. As a basic labeling
system, we ingested the matter, Quantity, and Process branches
Digital Discovery, 2025, 4, 1221–1231 | 1225
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Fig. 4 Schematic overview of the labeling workflow.
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of EMMO and its BattInfo extension into the graph database.
These branches form a taxonomy of label nodes that can be
used to classify the extracted data. A branch here is a tree
structure that contains each top-level label node and its
subordinate nodes. For each label node within the branches, we
generated a list of alternative labels as well as a short descrip-
tion. As the three branches contain more than 1000 label nodes,
adding alternative labels and descriptions to each node is done
automatically using the Chat-GPT-4-turbo module of OpenAI.
The label node's name, its alternative labels, and the descrip-
tion are then used to generate embeddings that capture the full
semantic bandwidth of each label node. The embeddings are
generated by the OpenAI API and stored in the graph database
as vector nodes connected to the label nodes.

2.4.2 Similarity-based classication. Finding the appro-
priate label for an extracted node is a classication task and
requires nding the most similar label node within the
taxonomy (e.g., the labeling system). Identifying the correct
label is done using embeddings and Chat-GPT-4-turbo. The
name of the node that needs to be labeled is transformed into
an embedding. The embedding is then compared to the
embeddings stored within the labeling system of the database,
and the best matching label node is identied by calculating
and comparing cosine similarities. If the highest similarity
score does not exceed a threshold value of 0.95, it is very likely
that no label node sufficiently represents the given name.

2.4.3 LLM-assisted extension of the taxonomy. In that case,
we employ an LLM agent with the task of nding a matching
label node or extending the taxonomy dynamically. The agent is
initiated with a node-type-specic setupmessage containing the
task, relevant hints, rules, and examples. Furthermore, the
agent receives the node name that needs to be labeled, as well as
the most similar label nodes as possible candidates. The agent's
task is to identify a label node from among the candidates that
either adequately describes the node or could describe one of its
“child” or “parent” label nodes. This prompt can lead to three
different outcomes:

(1) No match found: if none of the candidates is a suitable
label node, or a child or parent class of the unlabeled node, the
agent is given all possible labels of the given node type. If the
unlabeled node is a matter node, this means all label nodes that
are children of the label node named “matter” are forwarded to
the agent. Among them, the agent chooses a label node that
represents a parent label of the unlabeled node. Then, the agent
is asked to suggest a new label and additional child labels—if
necessary—to seamlessly extend that branch. The output of the
agent is used to create new label nodes within the graph data-
base. They are used to label the unlabeled node and extend the
existing taxonomy.

(2) Adequate match found: if one of the candidates repre-
sents an adequate label for the node, the task ends and the node
gets assigned the label chosen by the agent.

(3) Subclass/parentclass found: if one of the candidates is
a parent or child label of the unlabeled node, the agent is given
all parent or child labels of that candidate. The agent then has
to identify the semantically closest label node and generate
a new label node that adequately represents the extracted node.
1226 | Digital Discovery, 2025, 4, 1221–1231
To improve the quality of the extension, the agent can suggest
additional labels to smooth the branching. The output of the
agent is used to create new label nodes, connecting them to the
existing taxonomy. The unlabeled node is then stored within
the graph database and linked to the newly generated label
node.

The complete procedure is depicted in Fig. 4. As the correct
extension of the labeling system is crucial to make the data
retrievable and interoperable, all newly added label nodes are
agged for curation by the database admins.
2.5 Caching

Currently, using the pipeline is slow and expensive for unseen
tables. To compensate for that drawback, we implemented look-
up tables to allow wide adoption of the pipeline. These look-up
tables are a means to cache graphs for recurring tables or table
parts. If a known table needs to be transformed, the cache can
be used to bypass the LLM usage, which is the time- and cost-
determining part of the graph extraction. Tables and their
parts are only added to the cache and look-up tables if their
transformation has been validated by the user and the admin.

Two ways of caching have been implemented:
Single-column cache: single-column caches contain the

headers of individual columns and the assigned node types and
attributes. Columns that contain already known table headers
can be cached, and the rst two steps of the transformation
pipeline can be skipped. Additionally, table headers with
already correctly extracted labels and attributes are transformed
into embeddings and added to the pool of examples for the
labels and attributes they represent. These additional embed-
dings facilitate type and attribute extraction of headers with
similar wording and therefore help boost the accuracy of the
rst two steps of the pipeline.

Table cache: as researchers or self-driving labs oen
generate the same table structures, caching full graph extrac-
tion is crucial to enhance the scalability of the pipeline. We
implemented look-up tables that store the table headers and the
resulting graph of each validated extraction. If already cached
tables need to be transformed into graphs for ingestion into the
database, the cache is activated and the correct graph can be
directly requested from the look-up table.

All look-up tables are within an SQL database and accessible
via the django-admin user interface. Each transformation
procedure generates one single-column cache for each table
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 2 Results of the node type and attribute type classification

Node type Table dataset Articial dataset

Attribute type Precision Recall F1 Precision Recall F1

Matter 0.97 1.0 0.99 0.95 0.98 0.96
Property 0.98 0.90 0.94 0.94 0.99 0.96
Parameter 0.91 0.96 0.94 0.98 0.98 0.98
Measurement 0.88 1.0 0.93 0.96 0.93 0.95
Metadata 0.94 0.94 0.94 1.0 0.92 0.96
Manufacturing 1.0 0.92 0.96 0.99 0.99 0.99
Identier 0.95 1.0 0.97 0.91 0.97 0.94
Value 1.0 0.94 0.97 0.96 0.97 0.97
Name 1.0 0.97 0.98 0.97 0.95 0.96
Unit 1.0 1.0 1.0 1.0 0.97 0.98
Error 0.89 1.0 0.94 1.0 0.96 0.98
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column and one table cache entry for the full table. These new
cache entries are directly validated by the user through the GUI.
Through the django-admin interface the cached tables can be
checked and validated by the admin. Aer validation by the
database administrator, the columns and tables are fully
cached.

3 Results

The pipeline operates in a semi-automated fashion, requiring
the user to verify the results of each step when the table to be
ingested is unknown. Successful extractions are cached, allow-
ing fully automated graph extraction for known table structures.
The semi-automated approach ensures high-quality graph
extraction, as the transformation from a table to graph can
result in multiple possible graphs if the table headings and
structure are ambiguous. This uncertainty accommodates the
diverse and unrestricted nature of table structures and termi-
nology that we allow as users' inputs.

To set up a robust pipeline, it is necessary to optimize each
step. The rst two steps are classication tasks, to assign a node
type and node attribute to each column. Optimizing node type
and attribute extraction (see Sections 2.3.1 and 2.3.2) requires
optimization of:

� Examples: each column is assigned to a node type and
node attribute by a similarity comparison to a pool of examples
(e.g., examples for the node type Parameter might be: “Oper-
ating Condition”, “Process Parameter”, “Heating Speed”).

� Input: depending on the format and structure of the
examples, the input for the classication can be optimized (e.g.,
Heading:Sample_Cell, Heading, “Key”: Heading, Value:
“Sample Row” are different ways to generate input for a simi-
larity comparison and will lead to different results).

� Matching: the logic of how the correct node type/attribute
is chosen can be varied (e.g., a naive approach is to select the
example with the highest similarity).

The subsequent steps, which extract nodes and relation-
ships, mainly depend on prompt engineering. The accuracy
here was improved by prompt engineering and iterative
tweaking of the input to the LLM agent. Prompt engineering is
very expensive; therefore, we optimized the prompts on tables
with high complexity that contain nodes and relationships of all
types and most labels. Increasing accuracy requires optimiza-
tion of the following:

� System message: the system message contains the general
information and task the LLM Agent is given (e.g., “You are
a world-class node extracting algorithm.”).

� Prompt: the actual prompt the agent is given to extract
nodes/relationships from a given input.

� Examples: examples that are given to the agent that show
how to correctly extract data from a given input.

� Schema: the desired output format that contains small
descriptions of the parts of the output.

� Input data: the input data is part of the prompt. It is
important to include it in a way that is easy to process and
contains exactly the information and context that is needed to
solve the given task.
© 2025 The Author(s). Published by the Royal Society of Chemistry
The nal parameters for every step are made available on our
GitHub repository.52
3.1 Evaluation

3.1.1 Evaluation of the classication tasks. The node type
and node attribute extraction are evaluated using precision,
recall, and the F1 score as metrics:

P ¼ TP

TPþ FP
; R ¼ TP

TPþ FN
; F1 ¼ 2$

P$R

Pþ R
(1)

We evaluated the classication tasks on the headings of all
tables listed in the data repository. Additionally, we created an
articially generated dataset of 100 heading/sample_cell pairs
for each node/attribute type. The accuracy of the classication
task is given in Table 2.

The classication part of the pipeline yields F1 scores from
0.90 to 1.0. Especially, the classication of the node types was
challenging, as the parameter and property types have a high
semantic overlap that complicates distinguishing them.

3.1.2 Evaluation of the node extraction task. Node extrac-
tion involves aggregating the tables' column data into nodes,
with attributes inferred from the context or the entire table.
Evaluating this step requires comparing a list of nodes to the
ground truth. To assess the similarity between two lists of
nodes, we dene a metric that compares each node's attributes
and optimally matches nodes from one list to the other. This
approach has been previously used to evaluate the accuracy of
knowledge graph pipelines.53,54 The steps are as follows:

(1) Pairwise similarity calculation
We compare the attributes of each pair of nodes ni and nj

from the lists L1 and L2. Let Ai and Aj be the attributes of nodes ni
and nj, respectively.

If Ai
k and Aj

k are strings, their similarity Sij
k is computed

using cosine similarity:

Sij
k ¼ cosðqÞ ¼ Ai

k$Aj
k

kAi
kkkAj

kk

If Ai
k and Aj

k are numerical, their similarity Sij
k is:
Digital Discovery, 2025, 4, 1221–1231 | 1227
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Fig. 5 Evaluation of the node extraction segregated by node type.
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Sij
k ¼

(
1 if Ai

k ¼ Aj
k

0 if Ai
ksAj

k

The overall node similarity Sij is the weighted average of
attribute similarities; unpaired attributes are given a similarity
of 0:

Sij ¼ 1

jK j

0
@X

k˛Kij

Sij
k

1
A

where K is the set of all attribute keys, Kij is the set of common
keys in Ai and Aj, and Kmiss is the set of keys missing in either
node.

(2) Optimal matching
The similarity comparison of each possible combination of

nodes from themodel output and the ground truth generates an
n ×mmatrix, with dimensions equal to the number of nodes in
the model output and the ground truth, where each value
represents the similarity of a pair. To yield the overall similarity
between the output and its ground truth, we need to map the
elements of both lists one-to-one while optimizing the overall
similarity of the pairs. This assignment problem can be solved
with the Hungarian method.

The Hungarian method, also known as the Kuhn–Munkres
algorithm, is an optimization technique used to nd the
optimal one-to-one matching in a weighted bipartite graph,
minimizing the total cost.55 It iteratively improves the matching
through augmenting paths until the best possible assignment is
achieved.

(3) Similarity score calculation
The total similarity score S is the sum of the similarities of

the matched pairs Stotal, normalized by the length of the longer
list max(jL1j, jL2j):

S ¼ Stotal

maxðjL1j; jL2jÞ

This evaluation metric ensures a comprehensive comparison
of node lists, optimally matching nodes while accounting for
missing attributes and different data types.

The results of the evaluation are given in Fig. 5, and the
pipeline was tested on a total of 500 columns from various
materials science tables. Additionally, the pipeline was tested
on tables from different scientic publications across different
domains. To test the exibility of the pipeline, tables from
chemistry were used as well.

As can be seen, accuracies range from 0.95 to 1.0. Inaccur-
acies occurred when the table was missing the units of physical
quantities or when a table contained duplicate table headings.
In case of a missing unit, the pipeline tries to infer the unit from
the content of the table and makes an educated guess. Dupli-
cate table headings introduce ambiguity to the table and
therefore uncertainty to its transformation. In both cases, the
LLM agent has to make a guess, which is intrinsically error-
prone.
1228 | Digital Discovery, 2025, 4, 1221–1231
3.1.3 Evaluation of the relationship extraction task. The
evaluation of relationship extraction was conducted using
precision, recall, and F1 score metrics, as detailed in Section
3.1.1. Both the model output and the ground truth contain lists
of relationships that connect the input nodes. Since relation-
ships are dened solely by their type and the source and target
node IDs, their evaluation is binary.

The results are depicted in Fig. 6.
The relationship extraction achieved F1 scores ranging from

0.92 to 1.0. The validation tables contain up to 98 columns and
may list the same fabrication technique multiple times, pre-
senting a signicant challenge for relationship extraction.
Generally, most tables yield high F1 scores, while more complex
tables tend to produce F1 score outliers.
3.2 Qualitative evaluation

Graph extraction works well in principle; however, certain table
headings or structural properties remain especially challenging
for the proposed pipeline. The rst two steps, the assignment of
the correct node type and attribute type, are classication tasks
that employ embeddings.

Analyzing the results of these classication tasks, we realized
that recurring problems could be traced back to the widespread
use of abbreviations in tables. These abbreviations are highly
challenging for embedding-based classication tasks, as they
are oen ambiguous and require context to be understood.
Examples include the name of a commercial catalyst, “F50E-
HT”, the abbreviation for an ionomer, “AQ”, or its equivalent
Fig. 6 Evaluation of the different extracted relationship types.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 This figure shows the table size in columns vs. time (a) and table
size vs. costs (b).
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weight, “EW”. Such abbreviations demand domain knowledge
as well as an understanding of the general content of the table
and can lead to incorrect classications. Another challenge
arises from inherently ambiguous column headings, such as
“Column1”, which cannot be assigned to the correct node types
or node attributes. A third issue involves column headings
containing too much information, such as “RH sensitivity at
85C”, which implies both a sensitivity measurement and
a specic operating condition—two separate nodes within the
graph. Node extraction uses the table, along with the previously
assigned node and attribute types, to transform the table into
a list of nodes. Similar to the classication tasks, the LLM can
struggle to interpret ambiguous table headings or cell contents,
especially abbreviations. Because the task is handled by Chat-
GPT-4-o and entails providing the full table headings and
sample rows to the LLM, its robustness toward these abbrevia-
tions is somewhat improved. Nonetheless, abbreviations not
well established in the domain, such as “NOC” for normal
operating condition in a fuel cell, may still lead to errors.
Another example is the ambiguous abbreviation “I/C”, which in
the context of fuel cell fabrication oen denotes the ionomer-to-
catalyst ratio, but can also mean ionic conductivity. Beyond
semantics, the structure of tables presents additional hurdles.
Large tables, for instance, inate the number of columns and
broaden the range of possible nodes. Additionally, large tables
necessitate a larger context window for the LLM, which can
invite inaccuracies due to its susceptibility to information
overload.

The nal step, converting a list of disconnected nodes into
a graph, faces the same challenges as the earlier stages.
Furthermore, it requires deep domain knowledge, since rela-
tionships are usually only implicitly present within tables and
must be inferred. In conclusion, the pipeline is a robust tool to
extract information from tables by transforming them into
graphs. It is limited by the content and structure of the given
table and, similarly to a human, it can make errors. These errors
are oen caused by the ambiguity of the table data, as tables are
frequently created and used internally, tying their interpreta-
tion to knowledge about the underlying scientic procedures
they represent.

To conclude, the biggest challenge in table transformation is
dealing with ambiguities in table structures and terminology.
These ambiguities oen arise because researchers typically
imply important context when creating tables. As a result,
achieving a correct transformation may require feedback from
the original data generators. Recognizing that extracting graphs
from tables inherently involves uncertainty, we implemented
the pipeline in a semi-automated way that incorporates feed-
back at every step.
3.3 Cost evaluation

The proposed pipeline transforms a table into a JSON-formatted
graph, ingests the graph into a Neo4j graph database, and
assigns semantically meaningful labels to each node. Perform-
ing these steps manually would require familiarity with the
Neo4j query language and signicant time investment.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Fig. 7 shows the costs of the table transformation. Note that
this gure neglects the rst two steps of the pipeline and
focuses solely on the last two steps, which are the main inu-
ences on overall costs and processing time, while the rst two
steps are negligible in cost and time. Fig. 7(a) illustrates the
time required for both node extraction and relationship
extraction, as well as the combined duration of these steps.
Since the extraction procedures for the different node types and
relationship types are independent, they are executed in
parallel. As a result, the overall time cost is determined by the
extraction process that takes the longest—effectively becoming
the bottleneck of the operation. The costs are calculated as the
sum of all node and all relationship extractions. The error bars
show the standard deviation of the results, as each table was
transformed three times to account for the nondeterministic
nature of LLMs. Large standard deviations arise if the initial
extraction is not correct and the output needs to be corrected. In
that case, the token consumption is increased by a factor of two,
approximately. The number of rows does not affect the trans-
formation as the LLM agents are solely given the table headings
and a sample row. The gure shows that the costs for the node
and relationship extraction increase with an increasing table
size. A contributing factor is the increasing uncertainty, caused
by the complexity introduced by larger table sizes. A clear trend
is difficult to determine, though, as the table size is only one
factor for the duration and costs of the transformation. The
table structure and table lingo also contribute to the complexity
of the task and therefore inuence cost and duration as well.
4 Conclusions

In this article, we have presented a semi-automated table
transformation pipeline designed to extract knowledge graphs
from at tables using LLMs in conjunction with rule-based
Python logic. Integrated within a Django application, this
pipeline actively populates a native Neo4j graph database.
While the extensive use of LLMs for graph extraction and logic
application results in higher costs and reduced speed, the
pipeline's caching capabilities help minimize redundant LLM
usage.

This pipeline, coupled with semantic search capabilities and
integrated within a user-friendly graphical interface, signi-
cantly enhances data management for small research groups or
within research projects. It simplies complex data manage-
ment tasks, making data ingestion and transformation intui-
tive. By extracting relationships and adding valuable context, it
increases the overall value of the data.
Digital Discovery, 2025, 4, 1221–1231 | 1229
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LLMs have proven to be valuable tools in data extraction and
graph construction, as they do not require intensive training.
The rapid advances in the eld of LLMs imply that our pipeline
will continue to improve in accuracy, speed, and cost-efficiency
by incorporating the latest models. Currently utilizing GPT-4,
our evaluation shows that it extracts graphs with high accu-
racy. The nondeterministic nature of the output can be mini-
mized through validation functions.

In future works, the proposed pipeline will be integrated into
a comprehensive data management system. Specic tasks will
focus on testing it as a data management solution for research
groups, which will involve adding additional interfaces and
enhancing user management capabilities.
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