
Digital
Discovery

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

4 
Fe

br
ua

ry
 2

02
5.

 D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 5
:3

3:
20

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue
Towards a unive
aInstitute of Chemical Research of Catalonia

and Technology (BIST), Av. Päısos Catalan
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rsal scaling method for predicting
equilibrium constants of polyoxometalates†

Jordi Buils, ‡ab Diego Garay-Ruiz, ‡a Enric Petrus, *ac Mireia Segado-
Centellas b and Carles Bo *ab

The computational prediction of equilibrium constants is still an open problem for a wide variety of relevant

chemical systems. In particular, acid dissociation constants (pKa) are an essential asset in biological,

synthetic and industrial chemistry whose prediction encounters several difficulties, requiring the

development of novel strategies. The self-assembly of polyoxometalates (POMs) is another complex

problem where acid-base reactions play a central role; the successful prediction of the formation

constants of these structures is intimately linked with the limitations of pKa determination. Our

methodology POMSimulator enables the prediction of these polyoxometalate formation constants from

Density Functional Theory (DFT) calculations, using the experimental Kf values available in the literature

to fit the resulting predictions. In this work, we carry out a systematic analysis of a very large number of

POM formation constants already predicted through the application of POMSimulator. We then propose

a universal scaling scheme for the adjustment of the DFT-based formation constants of POMs, relying on

a linear scaling of the form y = mx + b. Here, the slope (m) is a constant parameter – hence, universal

towards the nature of the polyoxometalate and the calculation method. The intercept (b), in contrast, is

a system-dependent parameter that can be predicted with a multi-linear regression model trained with

statistical aggregates of the non-scaled formation constants. Thus, we are able to successfully predict

the speciation and phase diagrams of POM systems for which available experimental data are minimal, as

well as provide a general scaling scheme that might be extended to other kinds of chemical systems.
1 Introduction

Chemical equilibrium is a ubiquitous concept in chemistry.
Dened as the point where the rates in both chemical reactions –
direct and reverse – are identical,1 it was rst revealed by Ber-
thollet two centuries ago.2 Because realistic chemical systems
may regard countless simultaneous reactions, it is crucial to
utilize computational methods to solve and analyze the resulting
systems of coupled chemical equations.3 Current examples are
found in a broad range of disciplines: atmospheric chemistry,4

chemical oceanography,5 electro-chemistry6 and geochemistry.7

Although equilibrium data are commonly measured from
experiments, the steady development of quantum mechanical
methods in chemistry has also unlocked the possibility of
(ICIQ), The Barcelona Institute of Science

s, 16, 43007, Tarragona, Spain. E-mail:

ca, Universitat Rovira i Virgili, Marcel li

cience and Technology, Dübendorf 8600,

tion (ESI) available. See DOI:

is work.

–978
predicting equilibrium constants.8–10 However, the main theo-
retical obstacle is the assessment of the free energy for small
solvated ions – in specic, the proton, whose characterization is
a centerpiece of acid-base chemistry.10 The nature of protons in
solution has been widely discussed, proposing structures such as
the hydronium (H3O

+), Zundel (H5O2
+) or Eigen (H9O4

+)
cations.11–15 Choosing a proper proton model is essential for
computational chemistry, as the bare H+ cation, devoid of elec-
trons, cannot be characterized with ab initio or DFT methods. In
the determination of dissociation acid constants (pKa), a devia-
tion of just 1.36 kcal mol−1 in the reaction free energy leads to an
error of one order of magnitude in the resulting constant.16 To
mitigate this issue, there are two main strategies: (i) setting up
a thermodynamic cycle in gas and solvent phases and (ii) vali-
dating a regression model using experimental data. Relying on
these two approaches, it has been possible to predict pKa values,
both in aqueous17,18 and non-aqueous19 solvents, below the one
logarithmic unit error. The success in predicting equilibrium
constants for organic systems is in stark contrast with the scarcer
developments in the domain of inorganic chemistry.20 This
distinction can be attributed to the highly anionic nature of
metallic compounds, which increases the weight of the solvation
model in the total free energy. The accuracy of solvation models
is a core aspect of computational chemistry and plenty of
© 2025 The Author(s). Published by the Royal Society of Chemistry
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approaches are available, ranging from implicit, continuum-
based models (PCM,21–23 SMD,24 and COSMO25) to the more
costly explicit modeling26,27 of solvent molecules. Notorious
examples of inorganic compounds are polyoxometalates (POMs),
which consist of molecular metal-oxo clusters formed by transi-
tion metals in high oxidation states linked by oxygen atoms.
POMs are pH dependent, with very rich yet complex speciation in
solution,28,29 which represents a limitation for developing novel
POM-based technologies in catalysis30 and energy materials.31

In our group we have developed a methodology which simu-
lates the aqueous speciation of polyoxometalates from rst-
principles calculations.32 The methodology has been success-
fully applied to isopolyoxometalates33,34 and hetero-
polyoxometalates.35 Furthermore, we have recently released
a polished and open-access version of the source code.36,37 The
workow of POMSimulator proceeds as follows: once the opti-
mized molecular structures and Gibbs free energies of the
building blocks and POMs understudy have been gathered, the
methodology starts by automatically generating the chemical
reaction network (CRN). Then, the CRN (plus the mass balance
equation) is expressed as a complex system of non-linear equa-
tions, which leads to an overdetermined system, given that there
are more reactions (equations) than compounds (dependent
variables). To address this issue, we dened the so-called
Speciation Models (SMs), which consist of subsets of chemical
reactions that conform to determined solvable systems of equa-
tions. The construction of SMs is based on two main hypotheses:
(1) all acid-base reactions must be included in the system, due to
the importance of pH in the self-assembly processes of POMs
and (2) there must be a nucleation reaction for each nuclearity of
the molecular set to ensure that all states are accessible.

Solving the SMs delivers the concentrations of all species in
the CRNs, which can then be employed to calculate the
formation constants for every compound in the network. This
procedure ensures that the actual reaction mechanism and pH
inuence are properly considered in the determination of
formation constants. However, these formation constants have
proven to be overestimated when compared to experimental
values, in line with the pKa problem mentioned before. In fact,
the pKa issue was also observed when applying POMSimulator
to the microkinetic modeling of polyoxotungstates, where the
linear scaling of the acid-dissociation constants was crucial to
obtain accurate results.38 Furthermore, the tting between
experimental and theoretical pKa is demonstrated to be
dependent on the quantum method of choice.39

Even so, our previous studies showcased some evidence of
universality in the scaling parameters. Consequently, in this
work we explored this key feature, and we ultimately developed
a protocol to streamline the application of POMSimulator to
POM systems where only scarce experimental data are available,
overcoming previous limitations in the range of applicability of
the methodology.

2 Expanding POMSimulator

So far, the application of POMSimulator has relied on con-
ducting a linear scaling between the experimental formation
© 2025 The Author(s). Published by the Royal Society of Chemistry
constants reported in the literature and the DFT-based forma-
tion constants obtained through this methodology. These
formation constants consider the production of a given mole-
cule starting from one or several reference species, usually the
monomers, in an acidic medium (eqn (1)). When the hetero-
atom (X) is not present, as is the case for isopolyoxometalates,
r = 0.

r½XO4
n�� þ p½MO4

m�� þ qHþ/
�
HzXrMpO4pþ4r�w

�þ wH2O

w ¼ ðq� zÞ=2 (1)

Initially, this approach selected the speciation model with
the lowest Root Mean Squared Error (RMSE) compared to the
reported experimental constants. More recently, we upgraded
the methodology by relying on the average scaling parameters
(slope, m and intercept, b) of the whole set of SMs, thus making
the overall process more robust.

We observed that the slopes of the linear regressions
appeared to be constant (z0.3) across all isopolyoxometalates
(Mo, W, V, Nb, and Ta) and heteropolyoxometalates (PMo). In
the ESI† we address a minor issue concerning the experimental
formation constant of {Mo36}, which at rst caused the devia-
tion of the universal slope value. We disregarded the experi-
mental formation constant of {Mo36} for linear scaling, as the
leave-one-out methodology identied this constant as an outlier
(Fig. S1 and S2†). Considering these pieces of evidence, we
sought to study the possible universality of the linear scaling,
which would indeed suppose a change of paradigm, practically
removing the dependency of POMSimulator on experimental
data. In this manner, we would be able to scale DFT-based
formation constants without having specic experimental
formation constants for a given target system. Combining this
with our previously reported statistical pipeline,35 we would be
able to explore the speciation and phase diagrams for a much
wider set of POM systems for which formation constants might
not be available. In this sense, we could invert the way in which
POMSimulator is used, by not simply reproducing experimental
results, but also releasing new data for guiding further experi-
ments in unknown territory.
2.1 Dependence on the POM system

To further analyze this universality feature, we selected the
species for which experimental formation constants were
available. We have represented the box-and-whisker plots of the
six previously studied systems to characterize the distribution of
the computed constants (see Fig. 1). Herein, instead of per-
forming individual regressions for every single speciation
model – as in previous studies – we decided to consider the
median value for each species as the log(KDFT) term entering the
regression. This does not only reduce the computational cost
associated with performing the regressions, but it is also in line
with our current statistics-based paradigm, targeting the
ensemble of constants instead of individual models. The
residuals of the regression are also used to compute error esti-
mates for both m and b, thus dening error bars for the
regression line of the form y = (m + sm)x + (b + sb).
Digital Discovery, 2025, 4, 970–978 | 971
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Fig. 2 Linear regression of Box-and-Whisker plot representation
considering the formation constants in Mo, W, V, Nb, Ta and PMo
systems. The Y-axis corresponds to experimental values reported in
the literature40–45 and X-axis corresponds to the formation constants
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As mentioned before, all the explored systems show very
similar slope values, in the range of: 0.25 < m < 0.33. This hints
that, regardless of the specic chemical behavior of each POM
family, DFT formation constants are overestimated by the same
factor in all cases.

Fig. 2 considers a unique regression where all six systems are
considered, leading to a single set of linear scaling parameters:
m= 0.29 and b= 1.33. As illustrated in Fig. 2, the linear trend is
maintained when all compound families are brought together
(r2 = 0.9635), enabling us to propose a single equation to scale
formation constants (eqn (2)).

Kexp = 0.29KDFT + 1.33 (2)

The error bar estimates show a relatively narrow error band,
hinting at the robustness of the approach. Moreover, high-
lighting the distribution of the constants for each complex
demonstrates that for most of the compounds the regression
line passes through the central box of the corresponding box
plot (that is, the predictions from the linear model are between
the 1st and 3rd quartiles).
predicted with our methodology.
2.2 Dependence on the DFT functional

Another fundamental question is how the scaling parameters
depend on the DFT method used to compute Gibbs free ener-
gies. Hitherto, all the systems studied in our group have used
the PBE functional. Thus, the values of m and b might be
functional-dependent. To explore this effect, we considered all
six POM systems that we regarded in previous studies (Mo, W, V,
Fig. 1 Box-and-Whisker plot representation for formation constants in M
corresponds to experimental values reported in the literature40–45 and
methodology.

972 | Digital Discovery, 2025, 4, 970–978
Nb, Ta and PMo) and carried out single-point energy calcula-
tions with another GGA functional (BP86), a meta-GGA (M06L)
and a hybrid (B3LYP). We calculated the Gibbs free energies by
adding the free energy correction term from the PBE results,
thus reducing the overall computational cost and adding the
electronic energy contribution from a second functional (func)
o, W, V, Nb, Ta and PMo systems, separated by the system. The Y-axis
X-axis corresponds to the formation constants predicted with our

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Regression lines for computed and experimental formation
constants extracted from the literature40–45 throughout the four tested
functionals: PBE, BP86, B3LYP and M06L.

Fig. 4 Box-and-Whisker plot representation for formation constants
in AsMo. The Y-axis corresponds to experimental values reported in
the literature48 and X-axis corresponds to the formation constants
predicted with our methodology.
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as described here: G(func) = E(func) + DGcorr(PBE). Then, we
employed POMSimulator to determine the formation constants
of the six systems with each of the three new functionals, in
order to compare them with the experimentally reported values.
Regression lines collating all systems together for the four
methods are depicted in Fig. 3: boxplot representations-
analogous to Fig. 1 and 2- are shown in Fig. S3.†

The most striking aspect arising from this analysis is, again,
the consistency of the slopes for all the regressions, only
ranging from m = 0.28 (M06L) to m = 0.31 (BP86). Independent
of the functional, the overestimation of the DFT formation
constants is approximately the same. This nding hints again at
a certain degree of universality in our approach. Furthermore, it
also reduces the relevance of functional choice, enabling us to
proceed with less computationally demanding calculations
(such as PBE) instead of having to resort to more expensive
hybrid functionals. This aspect is especially relevant when using
the ADF soware.46 The latter uses Slater-type Orbital (STO) t
functions to speed up the calculation of one-center integrals for
GGA,47 but it performs signicantly slower for exact exchange
functionals such as Hybrids.

2.3 Validation with an AsMo system

To validate the adequacy of these universal scaling factors, we
decided to test them against a new heteropolyoxometalate,
aiming to characterize the speciation from the constants scaled
by applying eqn (2). As a target system, we selected arsen-
omolybdates (AsMo), reported by Pettersson,48 for which both
speciation diagrams at different Mo : As ratios, as well as
formation constants, were available. Having a set of experi-
mental formation constants also enabled us to compute the
actual scaling parameters of the AsMo system, to compare them
with the predicted values. From these previous studies, we
generated the corresponding molecular set, composed of 44
metal-oxo compounds, including key species in arsen-
omolybdate chemistry, such as the {As2Mo6} cluster, which does
© 2025 The Author(s). Published by the Royal Society of Chemistry
not form in the analogous PMo system. It is also remarkable
that key species for PMo, like the Keggin {PMo12} and lacunary
{PMo11} anions, are not reported for AsMo, and therefore were
omitted from the molecular set for simplicity. Then, we fol-
lowed the same protocol as that in our study for phosphomo-
lybdates,35 selecting a random sample on the large set of
speciation models produced from the chemical reaction
network and computing the formation constants. We applied
the scaling equation (eqn (2)) to adjust the formation constants,
and then we used them to calculate the speciation diagram of
every model. Next, we employed the statistical pipeline to group
similar models and select the most adequate average speciation
diagrams.

The initial results on the speciation of arsenomolybdates
were very poor, as a large fraction of the obtained diagrams only
showcased the protonation of arsenates and molybdates, with
minimal nucleation (Fig. S4†). Moreover, none of the groups
showed any evidence of the major species proposed by Pet-
tersson: {AsMo9} and {As2Mo6}, depending on ratios. To deduce
the reason behind these poor results, we determined the
specic scaling parameters for the AsMo system from the
available experimental constants (see Fig. 4).

While m is consistent with the one obtained in the general
regression, Fig. 2, and with the variability observed across
systems, Fig. 1, the value of b is inaccurate.

The universal scaling predicts a positive term of b = 1.33,
while the actual value for arsenomolybdates is negative b =

−7.99. Although a deviation of nine units may not seem con-
cerning, the fact that the intercept is in logarithmic units has
a critical effect. In particular, small formation constants are
strongly inuenced by the intercept, as it contributes more
signicantly to the scaling than the slope. According to the
standard convention for formation reactions, non-scaled
formation constants for monomers are either zero (for the
non-protonated reference) or close to zero, making them highly
sensitive to changes in the intercept. Consequently, the
substantial negative shi in the intercept, b=−7.99, is expected
to result in smaller formation constants for the monomers,
Digital Discovery, 2025, 4, 970–978 | 973
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indicating reduced thermodynamic stability. Consequently,
employing the universal scaling equation with a positive inter-
cept articially stabilizes these same monomers, explaining the
poor agreement between the simulated speciation and the
experimental results.

Considering these ndings and revisiting the disparity
between the b values determined for eachmetal system in Fig. 1,
the universality precept for the slope does not seem applicable
to the intercept. Thus, another strategy is required to actually be
able to successfully apply POMSimulator to systems lacking
experimental formation constants. While we may still use
a constant slope value, there should be a protocol capable of
predicting the system-dependent intercepts without resorting to
experimental data – hence, only using information derived from
the application of our method. We hypothesized that relying on
the non-scaled formation constants would serve as the actual
input for determining the value of the intercept. Considering
the availability of the formation constants for our six initial
systems and the AsMo under validation, we collected a set of
Fig. 5 Schematic depiction of the proposed multi-linear regression pro

974 | Digital Discovery, 2025, 4, 970–978
simple system-wide statistical descriptors across all models,
namely: mean, standard deviation, median, quartiles,
maximum, minimum, and min–max range. The median value
through all species was computed for every descriptor, obtain-
ing a single set of features for every system. From these values,
we aimed to identify linear relationships between different
feature combinations and the target intercept (Fig. 5).

It is important to note that, due to the small number of data
points (seven IPA/HPA systems), we should be extremely
cautious with the overtting, especially when considering
multiple features at once. Consequently, the evaluation stage is
particularly important to determine if a good-performing
regression model can provide any kind of generalization.
Initially, the AsMo system was employed as a test set, leaving the
other six as the training set. Thus, we proceeded to evaluate all
regression models in terms of the quality in the prediction of
bAsMo. The ten best MLR models, according to the quality of the
prediction of the target intercept, are collected in the ESI
(Table S1).† We selected the two well-performing combinations
tocol for predicting the scaling intercept bAsMo value.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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with only three features, corresponding to (Q3, max, range) and
(mean, max, range), with the goal of minimizing the number of
required descriptors. Both of them show reasonable r2 scores
(0.967 and 0.948) and good predictions of bAsMo (−7.29 and
−8.72, respectively). Considering our limitations in terms of
acquiring more data (which would require full characterization
of molecular sets, application of POMSimulator, and availability
of experimental data to perform scalings), we followed with
a cross-validation strategy, applying a leave-two-out approach.
In this way, for every feature combination we select a two-system
validation set, with the other ve (including AsMo) being used
for training, and then explore the distribution of the obtained
predictions. A heatmap representation of these results is
showcased in Fig. 6.

The cross-validation approach conrms the adequacy of the
two aforementioned combinations of three features, which show
quite low errors for all seven systems. While in principle both of
them should be similarly adequate, for consistency we selected
(Q3, max, range) for further application, due to having slightly
better r2 and cross-validation RMSE parameters. An interesting
observation arising from the cross-validation strategy is the
identication of the train/test set combinations leading to larger
errors. While in general the dispersion of the predicted intercepts
is not too large, the situation where the test set contains both
PMo and AsMo leads to important mispredictions in both inter-
cepts (Fig. S5–S7†). This, indeed, showcases how the data-driven
strategy is including a certain degree of chemical knowledge
about our target systems: if no HPAs appear on the training set,
the regression model cannot properly predict their intercepts.
However, adding a single representative system to the training
(e.g., PMo) already steers themulti-linear regression to reasonable
predictions. In this way, we expect that extensions of
Fig. 6 Heatmap representation of the leave-two-out validation. The Y-
included in the study. The color scale and numeric values correspond to
a system is part of the test set and the actual values from individual regr

© 2025 The Author(s). Published by the Royal Society of Chemistry
POMSimulator to more complex systems (e.g., trimetallic struc-
tures such as PMoW) would require inexpensive re-ts of the
multi-linear regression model with at least one set of experi-
mental constants for the new system type.

As a result, we can propose an expression for the prediction
of the intercept from the model trained with the six initial metal
systems (without AsMo): eqn (3). In order to scale the formation
constants of any given POM-based system, we can then consider
the slope resulting from the general scaling in Fig. 2, m = 0.29,
and then determine the intercept through eqn (3).

b ¼ C1x1 þ C2x2 þ C3x3 þ C4

C1 ¼ þ0:195; x1 ¼ Q3ðKDFTÞ
C2 ¼ �0:216; x2 ¼ maxðKDFTÞ
C3 ¼ þ0:070; x3 ¼ rangeðKDFTÞ

C4 ¼ þ12:20

(3)

In our case study on arsenomolybdates, this leads to
a scaling expression in the form of

Kscaled = 0.29KDFT − 7.29 (4)

Eqn (4) can be used to characterize the speciation across the
z1.5 × 106 models, for which we had determined formation
constants. Aer applying the K-Means-based clusterization
strategy that we previously reported for PMo, we obtained the
following speciation diagrams for the 1 : 9 and 1 : 1 ratios (As :
Mo) studied by Pettersson.

The speciation diagrams collected in Fig. 7 also depict the
uncertainty error of our prediction, in line with our latest
improvement reported for phosphomolybdates.35 In general,
our predictions are in very good agreement with the experi-
mental diagrams reported by Pettersson (r2= 0.9621, Fig. 4). For
axis corresponds to the feature sets, and X-axis to the POM systems
the difference between the median b value for every instance where

essions.

Digital Discovery, 2025, 4, 970–978 | 975
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Fig. 7 Speciation diagrams predicted for AsMo self-assembly reaction
networks in 1 : 9 (top) and 1 : 1 (bottom) As : Mo ratios. Shading indi-
cates the uncertainties in the concentration of the corresponding
species.
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the 1 : 9 ratio, {AsMo9} species (orange and brown lines) are
clearly dominant at acidic pH, with the fraction of the monomer
growing quickly later on. We identify a remarkable coexistence
between [AsMo9O31]

3− and [AsMo9O34]
9− clusters, associated

with hydration/dehydration processes, reaching an approxi-
mate 50/50% split around pH = 2. Smaller peaks for the dia-
rsenates {As2Mo5} (turquoise) and {As2Mo6} (purple) are also
observed in the pH range = 4–5. Moreover, we report the
formation of the previously unidentied {AsMo6} cluster (in
dark grey), right between the diarsenates and the {AsMo9}
species. The 1 : 1 ratio, corresponding to concentrations of
0.04 M for both monomers, showcases a clear dominance of the
characteristic {As2Mo6} anion in the pH range = 0–4, which
transforms into the Strandberg anion {As2Mo5} in the 4–6
region. From there on, only monomers are observed. We can
also identify quite clearly the deprotonation processes of both
clusters as pH becomes more alkaline: 2H to 1H for {As2Mo6}
and 1H to 0H for {As2Mo5}. Additionally, we also report the
corresponding speciation phase diagrams in Fig. S8,†
976 | Digital Discovery, 2025, 4, 970–978
completing the analysis of our target system and further proving
the power of the universal scaling.

Overall, the results in Fig. 7 conrm the adequacy of the
proposed universal scaling scheme, combining the constant
slope (m = 0.29) and the system-dependent, MLR-predicted
intercept value (b = −7.29). This paves the way for the further
application of POMSimulator to different polyoxometalate
systems which were not accessible until now due to the lack of
accurate experimental formation constants. Nonetheless, it is
worth noting that the construction of the molecular set still
requires some caution and chemical knowledge. Designing and
calculating which building blocks should be included in the
simulation is still beyond the scope of POMSimulator. The user
should gather experimental evidence of important species (such
as {As2Mo6} in the current example) and/or apply automated
reaction exploration strategies, such as AutoMeKin49 or Che-
moton,50 to ensure that all necessary building blocks and
products are taken into account.

3 Conclusions

In this work we addressed one key limitation of POMSimulator's
workow related to the dependence on linearly scaling the DFT
formation constants with experimental data. To determine
whether a constant scaling could be found, we have analyzed the
behavior of the two linear scaling parameters (slope and inter-
cept) for six polyoxometalate systems and three DFT functionals.
Our study indicates that the slope is consistently close tom= 0.3,
as observed in all our previous publications. Therefore, we can
conclude that DFT formation constants are overestimated by the
same factor, regardless of the specic POM system and DFT
functional. In contrast, the intercept has a greater variability than
the slope, and when the median value was employed, the result-
ing speciation diagrams were chemically inaccurate. We attribute
this behavior to the fact that the intercept units are also in loga-
rithmic units, thus causing large deviation errors in the speciation
results. Considering that the intercept value is not constant for all
the POM systems, we have developed a multi-linear regression
protocol to predict system-characteristic intercepts only using
computed formation constants as input. Coupling this regression
protocol with our recently developed statistical treatment of
speciation diagrams, we have been able to predict the speciation
of arsenomolybdates at different As :Mo ratios with a very good
agreement with available experimental results.

In conclusion, the proposed universal scaling protocol
supposes a decisive improvement of POMSimulator's applica-
bility, removing the strong dependence on experimental
formation constants. Thus, our methodology can be extended to
POM systems where no prior experimental data are available.
Moreover, we report a statistical scheme to treat other proper-
ties requiring scaling strategies, such as the characterization of
accurate pKa values.

4 Computational details

The molecular geometries of all oxo-clusters were fully opti-
mized employing the ADF soware package (SCM ADF version
© 2025 The Author(s). Published by the Royal Society of Chemistry
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2019.1),46 using the PBE functional,51,52 with the relativistic
corrections related to the scalar-relativistic zero-order regular
approximation (ZORA),53,54 using a TZP basis set level. Solvation
effects were introduced by means of the continuous solvent
model COSMO with Klamt radii for water.25 Stationary points
were characterized with analytic frequency calculations. All
Gibbs free energies were computed at 298.15 K and 1 atm, using
the ideal gas-rigid rotor-harmonic oscillator (IGRRHO) model.
Single point energy calculations using the BP86,51,52,55 B3LYP56,57

and M06L58 functionals were also computed from the PBE
optimized geometries. PBE thermochemical parameters were
also employed to compute Gibbs free energies.

Data availability

A dataset collection including all DFT calculations is available in
the ioChem-BD repository59 via the following link: http://
dx.doi.org/10.19061/iochem-bd-1-346. Additionally, all PBE
formation constants computed with this data and used
throughout this work have been included in a GitLab repository
https://gitlab.com/dgarayr/pomsimulator_universal_scaling,
together with the code employed to develop and validate the
multi-linear regression model.
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