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Automated chemistry platforms hold the potential to enable large-scale organic synthesis campaigns, such

as producing a library of compounds for biological evaluation. The efficiency of such platforms will depend

on the schedule according to which the synthesis operations are executed. In this work, we study the

scheduling problem for chemical library synthesis, where operations from interdependent synthetic

routes are scheduled to minimize the makespan—the total duration of the synthesis campaign. We

formalize this problem as a flexible job-shop scheduling problem with chemistry-relevant constraints in

the form of a mixed integer linear program (MILP), which we then solve in order to design an optimized

schedule. The scheduler's ability to produce valid, optimal schedules is demonstrated by 720 simulated

scheduling instances for realistically accessible chemical libraries. Reductions in makespan up to 58%,

with an average reduction of 20%, are observed compared to the baseline scheduling approach.
1 Introduction

Automated synthetic chemistry has evolved from one-step
synthesis of similar targets1,2 to multi-step synthesis with
chemically distinct reactions.3–6 Recent studies have demon-
strated the potential of automated synthesis modules in
synthesis campaigns for a large set of targets, i.e., syntheses of
chemical libraries.7–12 Computer-aided synthetic planning with
the goal of automated execution must include not only the task
of retrosynthetic analysis, but also the subsequent elaboration
of abstract routes into specic, actionable hardware opera-
tions.13 This elaboration requires high-level considerations
such as spatial arrangement/connectivity of devices (hardware
orchestration),14 as well as methods to specify operations. The
precise timing of these hardware operations directly impacts
the total duration of a synthesis campaign. As a simple example,
parallel synthesis in reaction vials using a multi-position dry
block heater is likely to be more efficient than sequential
synthesis if multiple reaction steps can be run with the same
temperature setpoint. The impact of optimizing the schedule of
operations can be signicant as synthetic chemistry laborato-
ries tend to be highly modular and comprise independent
hardware modules that allow highly parallel execution. As the
, Cambridge, MA, 02139, USA. E-mail:

al Sciences, Rockville, MD, 20850, USA

Computer Science, MIT, Cambridge, MA,

tion (ESI) available. See DOI:

–499
size of chemical libraries for synthesis grows, so does the
number of requisite hardware operations and interdepen-
dencies, motivating the use of formal optimization techniques
for time-efficient multi-target synthesis.

In examples of automated chemistry platforms, an operation
scheduler is typically reported as a component of the overall
platform manager rather than as a standalone, reusable
module. Most of these schedulers use rule-based, heuristic
approximation methods.11,15–19 For example, Canty uses a greedy
algorithm to arrange concurrent workows on a molecular
synthesis platform.20 Simple prioritization policies are also
popular choices for dynamic scheduling. The platform by
Burger et al. uses an oldest-job-rst policy,21 and the laboratory
automation manager by Delaney et al. adopts a shortest-job-rst
policy.22 These simple scheduling policies, however, may not
provide feasible solutions to comply with constraints that are
common to chemical synthesis. A key constraint type is a time
lag constraint that restricts the temporal gap between the end of
an operation and the start of another. For example, if a stock
solution of a homogeneous catalyst is prone to deactivation by
oxidation, there is amaximum time lag between the preparation
of this solution and its addition to the reactor. A shortest-job-
rst or an oldest-job-rst policy does not guarantee that the
shortest/oldest next operation would obey such a maximum
time lag constraint. Aarts et al. propose a modied greedy
algorithm to address time lag constraints among operations by
rejecting infeasible schedules in local searches.18 While these
heuristic methods provide solutions with low computational
complexity, the obtained solutions can be far from optimal. Few
studies describe formal mathematical formulations of labora-
tory operation schedulers,23–25 and, to the best of our knowledge,
© 2025 The Author(s). Published by the Royal Society of Chemistry
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only the study by Itoh et al. achieves mathematically optimal
solutions.25 However, while Itoh et al. consider constraints on
temporal boundaries of operations (time lags) for life science
laboratory applications, the formulation still lacks other
constraints that are important to generic library synthesis
scenarios. For example, module capacity, as illustrated in the
case of multi-position heaters, and work shis, where some
operations can only be performed in predened time slots. It
should also be noted that not all of these previous schedulers
were designed for the synthesis of chemical libraries.

Chemical production scheduling has become an extensive
research area with applications in a variety of industries, such
as oil rening,26 polymer production,27 and ceramic produc-
tion.28 These scheduling problems are posed to optimize a given
objective, most oen the total execution time (makespan). As
a special case of chemical production scheduling, library
synthesis deals with small-scale batch reactors due to their
exibility in accommodating different synthetic routes. We
identify library synthesis as exhibiting the following
characteristics:

(1) Pre-planned batches: while materials merging and split-
ting are allowed in a generic campaign, the quantities of
materials involved in all operations are planned ahead of
operation scheduling. This means batch quantities are pre-
calculated, and the number of batches/operations is xed.

(2) Flexible assignment: an operation can be processed by
one or more hardware modules in the laboratory, and the
assignment of operations to hardware modules is a sub-
problem of the scheduling problem.

(3) Interdependent synthetic routes: the reactions to afford
a general set of target chemicals can have arbitrary interde-
pendencies. This oen originates from shared intermediate
products for multiple downstream reactions. Alternative
scenarios include precedence relations imposed by functional
modules, such as ow systems with xed operation orders. This
thus requires the scheduling algorithm to model arbitrary
precedence relations among operations;

(4) Laboratory constraints: the operations are commonly
subject to temporal constraints imposed by materials, hard-
ware, and operators. Constraints of this type include time lags,
hardware capacity, and operator shis as mentioned earlier.

Following the classication by Maravelias,29 the library
synthesis scheduling problem falls into the category of exible
job-shop scheduling problem (FJSP) due to characteristics 1 and
2. The term “exible” indicates that a specic operation may be
processed by one of many machines. FJSP was rst introduced
Table 1 Components and constraints covered by previous scheduling s

Reference Application Arbitrary precedence Modul

Aarts et al.18 Chemical synthesis
Braune and Doerner38 Molding process 3 3

Itoh et al.25 Biochemical analysis 3 3

Boyer et al.39 Ring rolling 3 3

Pawar and Bhosale37 Press working 3

This work Chemical synthesis 3 3

© 2025 The Author(s). Published by the Royal Society of Chemistry
by Brucker and Schlie in 1990 to model linear operation
sequences in multipurpose facility environments,30 and is at
least as hard as the NP-complete job-shop scheduling
problem.31,32 FJSP has since been extended to include arbitrary
inter-operation precedence relations,33,34 sometimes referred to
as the extended FJSP,35,36 which maps to the dependent
synthetic routes issue in library synthesis (characteristics 3).
Previous studies have further generalized extended FJSP to
include additional hard constraints. For example, Pawar and
Bhosale investigated a FJSP in the press working industry with
machine capacity constraints.37 Braune and Doerner focus on
scheduling workows in chemical research laboratories with
maximum time lag constraints.38 Boyer et al. introduced
“generalized FJSP” to include machine setup time and holding
time in addition to aforementioned hard constraints.39 While
these previous studies include constraints that could partially
map onto the constraints in library synthesis, none of these
previous studies fully covers the types of constraints that are
commonly seen in organic synthesis (Table 1). We found the
study by Boyer et al., despite being designed for ring rolling
processes, most comprehensive in terms of constraint types,
and their formulation is modied to accommodate library
synthesis scheduling in this study (Section 2.2).

In this study, we report an open-source library synthesis
scheduler along with visualization modules (Fig. 1). Our
formulation optimizes the makespan of arbitrary batch chem-
istry synthetic routes while respecting common laboratory-
relevant constraints, including minimum/maximum lag time,
hardware capacity, and work shis. Our workow produces
optimal schedules for library synthesis by representing
synthetic routes (proposed by predictive chemistry models) as
reaction and operation networks. We demonstrate the sched-
uler on exemplary real-world chemical libraries, including
a library for cannabinoid receptors40 and a library of FDA-
approved drugs.41

2 Methods
2.1 Problem denition

We focus on minimizing the time (makespan) required to
synthesize a target chemical library, given the specications of
available hardware units. If the temporal cost of each operation
can be reliably estimated, the library synthesis scheduling
problem can then be treated as a exible job-shop scheduling
problem (FJSP), where the makespan is optimized as a function
of both the operation-to-module assignment and the start times
of operations.
tudies. The last column shows if an optimal schedule is guaranteed

e assignment Module capacity Time lag Work shi Optimal schedule

3

3 3 3

3

3 3 3

3 3

3 3 3 3

Digital Discovery, 2025, 4, 486–499 | 487
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Fig. 1 Schematic representation of the workflow from real-world chemical libraries to the optimal schedule. Retrosynthesis is used to generate
synthetic routes that are represented by a reaction network. This reaction network is then used to create an operation network including specific
operations, constraints, and the precedence relations among them. The operation network constitutes the input to the scheduler to produce an
optimal schedule.
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2.1.1 Reaction network denition. We assume the
synthesis routes to all target chemicals have already been
determined prior to scheduling. These routes can be deter-
mined by expert chemists or predictive chemistry tools such as
ASKCOS.42 Algorithms such as SPARROW can be used in pre-
processing to downselect routes, e.g., to maximize common
intermediates.43 These routes are represented as a reaction
network – a bipartite acyclic directed graph in which nodes are
either chemicals or chemical reactions. The production or
consumption of a chemical by a reaction is depicted by directed
edges in the reaction network. We further assume the yields of
all reactions in the reaction network can be conservatively
estimated or are known. Given the desired quantities of target
chemicals, the quantities of other chemicals are determined by
traversing the reaction network in reverse. The quantities are
oen required to estimate operation processing time; for
example, the duration of a solvent removal step depends on the
amount of solvent.

2.1.2 Operation network denition. An operation is
dened as a planned physical or chemical process that can be
executed by one or more functional modules which are sets of
hardware units. For example, the operation of solvent evapo-
ration can be carried out using a rotary evaporator or a blow-
down evaporator, assuming they are present in the laboratory.
The exibility in choosing which functional module to use for
a given operation introduces an operation-to-module assign-
ment problem, which is a part of library synthesis scheduling.

Each reaction in a reaction network consists of a pre-
determined set of operations which can be represented by
a directed acyclic graph, the operation graph, where the nodes
represent the operations of this reaction and edges represent
the required precedence relations among the operations. We
use the term “required” here to distinguish it from the implied
488 | Digital Discovery, 2025, 4, 486–499
precedence relations in an existing schedule. The required
precedence relations of a chemical reaction sometimes lead to
a linear sequence of operations (a path graph), such as the
additions of reagents with a xed addition order followed by
a heating operation. In other cases, however, an operation can
be required to precede, or to be preceded by, multiple other
operations. For example, when the addition order of reagents is
exible, there is no required precedence relations among
addition operations, and the heating operation becomes a node
that has multiple incoming edges from the addition operation
nodes in the operation graph of this reaction. Thus, in contrast
to previous studies,18 we refrain from making assumptions
about the topology of operation graphs and consider them
generic directed acyclic graphs.

We further assume that throughout the synthesis campaign,
the set of functional modules is xed, so no modules are added
or removed from the laboratory. Given a reaction network and
the operation graphs of its reactions, we can generate the
operation network of this reaction network by connecting nodes
from different operation graphs with directed (precedence)
edges. Note these edges still represent required precedence
relations among operations, thus the precedence of reaction A
over reaction B in the reaction network does not imply all
operations of reaction A must precede all operations of reaction
B in the operation network. This network can be viewed as
a State-Task Network44 where chemicals and operations are
states and tasks, respectively.

2.1.3 Mathematical formulation of the operation network.
The input parameters of our scheduling problem are dened as
follows.

(1) The operation network O dened by the set of operations
O ¼ fO1; O2; .g and the required precedence relations among
them;
© 2025 The Author(s). Published by the Royal Society of Chemistry
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(2) The set of functional modules M ¼ fM1; M2; .g;
(3) The processing times

pim ¼
(
the processing time of Oi on Mm; pim˛ℝþ

þN; if Oi cannot be processed by Mm:
(1)

Note that O includes the ordinary precedence constraints
between two operations, i.e., there is a path fromOi to Oj inO5

the end time of Oi must precede the start time of Oj. The term
“ordinary” distinguishes these constraints from other prece-
dence constraints (vide infra).

2.1.4 Mathematical formulation of laboratory constraints.
An important aspect of library synthesis scheduling, in addition
to the ordinary precedence constraints among operations, is the
set of constraints imposed by both reactions and the laboratory.
In this study we introduce the following additional parameters
to model common scenarios in library syntheses:

(1) lminij ˛ (−N, +N): the minimum lag time between the
end of Oi and the start of Oj. This is used when the undeter-
mined delay between two operations has a lower bound. For
example, the solution prepared by an exothermic mixing
process has to wait for more than a certain time before being
used by a subsequent operation;

(2) lmaxij ˛ (−N, +N): the maximum lag time between the
end of Oi and the start of Oj. This is used when the undeter-
mined delay between two operations has an upper bound,
frequently present in reaction input additions. For example,
a freshly prepared Grignard reagent must be used within a short
period of time before expiring if not stored under fully inert
conditions;

(3) Km˛ℕþ: the module capacity of Mm. This allows efficient
usage of functional modules. For example, a heater block with
three slots can be used for three independent heating
Table 2 Input parameters of the scheduling problem

Parameter(s)

Operations
O
O

P

i, j
Oi

lminij

lmaxij
Cij

Functional modules
M

m
Mm

Km

pim

Work shis
W

n
Wn

Sn
En

© 2025 The Author(s). Published by the Royal Society of Chemistry
operations with similar set temperatures. For functional
modules that can process only one operation at a time, their
capacities are set to one;

(4) Cij ˛ {0, 1}: the compatibility between Oi and Oj. This
determines whether two operations can be processed simulta-
neously by the same functional module. For example, two
heating operations cannot be processed concurrently on the
same heater block if they require very different set
temperatures.

(5) Sn ˛ R
+X{0} and En ˛ R

+: the start time and the end time
of the nth work shi Wn˛W during which the operations in
P4O are permitted to be processed. This is useful for sched-
uling operations with safety concerns, e.g., operations involving
elevated temperature/pressure would oen require human
supervision in the laboratory.

By combining lminij and lmaxij, the precedence relations can
be described in a more constrained manner than the ordinary
precedence constraints in O. For ordinary precedence
constraints, we let lminij = 0, lmaxij = +N if Oi is required to
precede Oj, and lminij = −N, lmaxij = +N otherwise. All input
parameters are summarized in Table 2.
2.2 Mixed-integer linear programming (MILP) formulation

We solve the library synthesis scheduling problem as a mixed-
integer linear program (MILP), which includes operation-to-
module assignment, arbitrary precedence relations, and
common laboratory constraints, as schematically shown in
Fig. 2. The variables used in this formulation are dened in
Table 3. xijm and yijm are indicators of whether one of {Oi, Oj}
precedes another and both are assigned to the Mm. zijm is the
indicator of whether there is overlap between Oi and Oj on the
same Mm. Yin and Zin are indicators describing temporal
Denition

The operation network
The set of operations
The set of operations that require human supervision
Operation indices
The ith operation
The minimum lag time between the end of Oi and the start of Oj

The maximum lag time between the end of Oi and the start of Oj

If Oi can be processed with Oj on the same functional module

The set of functional modules
Function module index
The mth functional module
The capacity of Mm

The processing time of Oi on Mm

The set of work shis
Work shi index
The nth work shi
The start time of Wn

The end time of Wn

Digital Discovery, 2025, 4, 486–499 | 489
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Fig. 2 Components of the library synthesis scheduler.
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positions between the boundary ofWn and the start/end time of
Oi. Ain, dened by Yin and Zin, is the indicator of whether Oi is
assigned to the work shi Wn.

With the variables and the parameters dened in Table 2, we
now introduce the MILP formulation of the library synthesis
scheduling problem. Eqn (2) and (3) dene the optimization
objective. Eqn (4) denes ei based on si and the assignment of Oi

(aim). Eqn (5) represents the unique assignment constraint for
every operation. Eqn (6) and (7) represent the time lag
constraints. Eqn (8)–(12) establish zijm as the indicator for
overlap between Oi and Oj on the sameMm. Note for the same (i,
j, m), xijm + yijm # 1 holds automatically. This mathematical
formulation is based on the work by Boyer et al. originally
developed for ring rolling processes.39 The choice of indicator
zijm is different from the design in Boyer et al. since they assume
rst-in-rst-out (FIFO) policies for all functional modules. This
assumption forbids the situation where the duration of Oi on
Mm includes the duration of Oj, provided both Oi and Oj are
Table 3 Variables in the MILP formulation. Parameters include Oi the
ith operation,Mm themth functional module, ei the end time of the ith
operation, sj the start time of the jth operation, aim if the ith operation is
assigned to the mth functional module, Sn the start time of the nth
work shift, and En the end time of the nth work shift

Variable(s) Denition Domain

si The start time of Oi [0, +N)
ei The end time of Oi [0, +N)
emax The makespan [0, +N)
aim 1 if Oi is processed by Mm

0 otherwise

�
{0, 1}

xijm 1 if ei # sj and aim ¼ ajm ¼ 1

0 otherwise

�
{0, 1}

yijm 1 if ej # si and aim ¼ ajm ¼ 1
0 otherwise

�
{0, 1}

zijm 0 if xijm ¼ 1 or yijm ¼ 1

1 otherwise

�
{0, 1}

Yin 1 if Sn # si
0 otherwise

�
{0, 1}

Zin 1 if ei #En

0 otherwise

�
{0, 1}

Ain 1 if Yin and Zin

0 otherwise

�
{0, 1}

490 | Digital Discovery, 2025, 4, 486–499
assigned to the same Mm. For example, when two compatible
heating operations are assigned to the same heater with time
estimates of 1 hour and 3 hours, respectively, the FIFO policy
would prevent the 1 hour operation to start until 2 hours aer
the start of the 3 hours operation. zijm is then used in (13) and
(14) to enforce module capacity constraints. Compared to Boyer
et al. which does not address work shi constraints, eqn
(15)–(21) are included to guarantee work shi-constrained
operations ðPÞ are not scheduled between work shis. Speci-
cally, eqn (15) ensures that Oi is assigned to exactly one work
shi, where Ain, the indicator for assigning Oi to Wn, is estab-
lished by eqn (16)–(21) through the auxiliary indicators Yin
and Zin.

min emax (2)

subject to :

emax $ ei; ci˛O (3)

ei ¼ si þ
X
m˛M

pimaim; ci˛O (4)

X
m˛M

aim ¼ 1; ci˛O (5)

sj $ ei þ lminij; cisj˛O (6)

sj # ei þ lmaxij; cisj˛O (7)

ei # sj þ M
�
3� xijm � aim � ajm

�
; ci\j˛O; cm˛M (8)

sj # ei þ M
�
2þ xijm � aim � ajm

�
; ci\j˛O; cm˛M (9)

ej # si þ M
�
3� yijm � aim � ajm

�
; ci\j˛O; cm˛M (10)

si # ej þ M
�
2þ yijm � aim � ajm

�
; ci\j˛O; cm˛M (11)

xijm + yijm + zijm = 1 (12)X
j˛O\fig

zijm # ðKm�1Þaim; ci˛O; cm˛M (13)

zijm #Cij; ci; j˛O; cm˛M (14)
© 2025 The Author(s). Published by the Royal Society of Chemistry
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X
n˛W

Ain ¼ 1; ci˛P (15)

Yin þ Zin � 2Ain $ 0; ci˛P; cn˛W (16)

Ain � Yin � Zin $ � 1; ci˛P; cn˛W (17)

Sn # si þ M ð1� YinÞ; ci˛P; cn˛W (18)

si #Sn þ MYin; ci˛P; cn˛W (19)

ei #En þ M ð1� ZinÞ; ci˛P; cn˛W (20)

En # ei þ MZin; ci˛P; cn˛W (21)

The big number M used in constraints45 can be estimated as

pmax
i ¼ max

m˛M
fpimjpim\ þNg (22)

lmax
i ¼ max

j˛O

�
lminij

��lminij $ 0
�

(23)

Emax ¼ max
n˛W

fEng (24)

M ¼ max

(X
i˛O

�
pmax
i þ lmax

i

�
;Emax

)
: (25)

It is worthwhile to discuss alternatives of treating laboratory
constraints. A computationally equivalent treatment of work
shis is to introduce pre-scheduled “placeholder” operations
that occupy gaps between work shis. While the capacity
constraint can be modeled by splitting multi-capacity modules
into multiple single-capacity modules, this increases the size of
M, thus increases the number of all constraints indexed by m.
This is expected to be less computationally efficient than
introducing capacity constraints explicitly as in (13). Feasible
solutions that comply with lag time constraints can be selected
from a set of potential solutions (e.g., the heuristic method by
Aarts et al.18), however, it is more computationally efficient to
encode these as linear constraints than to select solutions from
a less constrained problem in linear programming.
2.3 Case study construction

2.3.1 Network construction for case studies. Given
a chemical library, hypothetical synthetic routes are proposed
Table 4 Components and capacities of the functional module sets. The e
modules, respectively. For example, “(1, 2)” represents there are two mo

Module name Compatible processes

Heater

Liquid handler

Stirrer

Workup station

© 2025 The Author(s). Published by the Royal Society of Chemistry
using ASKCOS42 and SPARROW.46 Synthetic routes are gener-
ated with the ASKCOS MCTS tree builder with the maximum
price per gram for starting materials is set to be 120 USD by
querying the ChemSpace (https://chem-space.com/) API.
SPARROW is used to downselect routes using weighting
factors of 50, 1, and 1 for , ,
and , respectively.

Without loss of generality, we dene a xed set of operation
types. For each reaction, an operation graph is constructed by
the following steps:

(1) For each solid reactant or reagent, create a
operation for solution preparation;

(2) For each liquid reactant or reagent, create
a operation for its addition to reaction vessel;

(3) Create a operation based on the recommended
temperature condition of this reaction;

(4) Create a operation for the
product mixture.

Each operation is assigned a unique operation type that can
be processed by one or more functional modules. The current
list of operation types is shown in Table S1† along with the rules
to estimate their processing times. Ordinary precedence rela-
tions are added according to the order in the above steps.
Specically, the operation precedes all
and operations, and operations for
liquid reactant/reagent are preceded by operations
for solution additions. If a reaction does not include solid
reactant/reagent, the operation of solvent addi-
tion precedes all other operations. Additionally,
a maximum lag time constraint is added between each

and the operation to model expiration of
stock solutions. A minimum lag time constraint is also added
between the operation and the

operation to model the cooling
process. Work shi constraints, if included in the formulation,
are applied to all operations. The duration of a shi is set as 1.5
× the longest processing time with a gap between shis set to
half the duration of a shi.

2.3.2 Functional modules for case studies. Two distinct
sets of functional modules (LAB-1 and LAB-2) are used for all
case studies. Their components and capacities are shown in
Table 4. Temperature bins (Table S2†) are dened and it is
stipulated that operations in the same bin are
compatible and can be processed on the same heater concur-
rently if the heater has a capacity higher than one.
lements of a 2-tuple represent the module capacity and the number of
dules, each with a capacity of one

LAB-1 LAB-2

(1, 2) (2, 2)

(1, 1) (1, 1)

(1, 2) (1, 2)

(1, 2) (1, 2)

Digital Discovery, 2025, 4, 486–499 | 491
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2.4 Baseline scheduler

A heuristic algorithm, as described in Algorithm 1, is imple-
mented to provide baseline schedules for comparison.47 This
algorithm approximates optimal schedules by scheduling
operations one-by-one in a greedy fashion that considers arbi-
trarily given precedence relations, operation-to-module assign-
ments, module capacity, and minimum lag time by identifying
the operation with the earliest possible end time in each itera-
tion. Schedulers using only greedy iterations, however, may
produce solutions that violate maximum lag time constraints.
Inspired by Aarts et al.,18 our baseline scheduler constructs
feasible solutions by rst identifying a reaction sequence that
complies with the precedence relations dened in synthetic
routes. This sequence is identied by, starting from
492 | Digital Discovery, 2025, 4, 486–499
a zero-precedent reaction, selecting the next reaction which has
the fewest unscheduled precedents and does not depend on the
last visited reaction. The algorithm further assumes an opera-
tion sequence for each reaction by adding articial precedence
relations among operations from the same reaction. This
assumption allows adjusting the start times of all operations of
a reaction by adding a delay to the rst operation of this reac-
tion, and, with a sufficiently large delay, the operations of this
reaction can be made temporally close. Since maximum lag
time constraints are only dened within a reaction in our case
studies, this assumption aids in generating schedules
complying with such constraints. We note while the baseline
scheduler empirically produces schedules that comply with all
constraints for our case studies, it does not guarantee compli-
ance with maximum lag time constraints in general.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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2.5 Implementation

The scheduling problem is represented by a (version
2.7.4) schema,48 for which an interactive visualization module is
developed in (version 1.0.1).49 Sample screen-
shots of the interface are shown in Fig. S2 and S3.† The MILP
solver is implemented using (version 11.0.2) through its

API.50 A thread limit of 12 is imposed for the MILP solver.
A time limit of three wall hours is imposed for all scheduling
instances. Empirically, we nd the primal simplexmethod oen
outperforms others for MILP root relaxations in our
formulation.
Fig. 3 Results of all 720 MILP scheduling instances. Each bar corre-
sponds to the results of a library group scheduled on LAB-1 and LAB-2,
totaling 20 scheduling instances. (A) FDA libraries scheduled on
without work shift constraints; (B) FDA libraries scheduled on with
work shift constraints; (C) VS libraries scheduled on without work shift
constraints; (D) VS libraries scheduled on with work shift constraints.
Results of these instances fall in three disjoint categories. “Optimal”:
the optimal solution is found, “Suboptimal”: the scheduler terminates
2.6 Chemical libraries

Target compounds from the following compound sets are used
to build chemical libraries in case studies:

(1) VS-35: a set of 35 previously synthesized compounds from
a screening campaign for cannabinoid receptors.40

(2) FDA-20: a set of 20 compounds from FDA-approved drug
lists from 2019 to 2022.41

Subsets of VS-35 or FDA-20 are used as test libraries. These
test libraries are grouped by the number of target chemicals,
indicated by the suffix of the group name. Each group contains
ten test libraries constructed by random sampling, e.g., group
VS.05 denotes the group of ten randomly selected 5-target
libraries that are subsets of VS-35. The parameters of these
libraries are summarized in Table S3.†
prematurely, and at least one feasible solution is found, and “No
solution”: no feasible solution is found before reaching time limit. Since
all scheduling instances are feasible MILP problems, these three
categories are jointly sufficient to cover all instances. As the number of
target chemicals increases, it becomes increasingly difficult to find an
optimal or even feasible solution within the maximum allowed 3 hours
wall time.
3 Results and discussion
3.1 Overall results of case studies

3.1.1 Solutions of the MILP scheduler. The MILP scheduler
may terminate before nding an optimal solution due to the
applied time limit (Section 2.5), especially for the larger libraries
that tend to be more complex MILP problems. Premature
termination can result in either a set of feasible solutions
(suboptimal schedules) or no feasible solution. The runtime
trend is shown in Fig. 3: While optimal schedules can be reliably
found for small libraries (number of target chemicals# 4), mid-
size libraries (5# number of target chemicals# 7) may result in
only suboptimal schedules, and for large libraries (8 # number
of target chemicals), nding even feasible solutions becomes
difficult. This is particularly true for scheduling instances
including work shi constraints where more variables are
needed. This also explains the fewer optimal schedules found
for VS libraries compared to FDA libraries, as the former oen
includes more reactions/operations than the latter (Table S3†).
Out of the 720 scheduling instances, optimal/suboptimal
schedules are found for 363/323 of them, and for 34 of them
no feasible solutions are found before reaching the time limit of
3 hours. As shown in Fig. S1,† temporal cost to nd an optimal
schedule increases exponentially with respect to the number of
target chemicals. This suggest that time complexity is a limita-
tion of the current MILP formulation, thus the motivation to
explore better formulations or heuristic methods in future
studies.
© 2025 The Author(s). Published by the Royal Society of Chemistry
3.1.2 Comparison between MILP and baseline schedules.
The percentage makespan gap between the baseline and the
MILP schedule, dened as

percentage makespan gap ¼ ebaselinemax � eMILP
max

ebaselinemax

is used to evaluate the MILP scheduler. Fig. 4 shows the
percentage makespan gap distributions between the baseline
schedule and the optimal MILP schedule for all libraries
grouped by the number of target chemicals (the groups are
listed in Section S3†). Note only optimal schedules are included
in Fig. 4 and not all scheduling instances converged to an
optimal solution due to the 3 hours scheduler time limit
(Section 2.5), as a result, several library groups have fewer than
ten percentage gap values shown in Fig. 4; the full set of results
including suboptimal MILP schedules can be found in the
project repository. The makespan of the optimal MILP schedule
tends to be shorter than that of baseline schedule, with a few
exceptions for very small libraries (number of targets# 2) where
the gap is negligible. This is not surprising as the solution space
of small libraries is also small.
Digital Discovery, 2025, 4, 486–499 | 493
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Fig. 4 Percentage makespan gaps between baseline and optimal MILP schedules. Two types of markers denote scheduling instances on LAB-1
and LAB-2, respectively. (A) FDA libraries without work shift constraints; (B) FDA libraries with work shift constraints; (C) VS libraries without work
shift constraints; (D) VS libraries with work shift constraints. The percentage gap ranges from 0% to 57.8%, and tends to be higher for larger
libraries. Percentage gaps were calculated based on the makespan values of baseline schedules.
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For scheduling instances where the MILP scheduler found
an optimal schedule (363 instances shown in Fig. 4), the
percentage gap ranges from 0% to 57.8% with an average of
20.5%. For instances where at least one feasible solution is
found (686 instances including 363 optimal schedules and 323
suboptimal schedules), the average percentage gap becomes
9.8%. The reduction in the average percentage gap is mainly
due to 14 of 323 of suboptimal schedules having makespan
values higher than baseline schedules, i.e., the percentage gaps
494 | Digital Discovery, 2025, 4, 486–499
are negative for these instances. In general, the percentage gap
tends to be larger for larger libraries, which is expected as larger
operation graphs tend to have more degrees of freedom and
provide greater opportunity for efficient scheduling. Another
observation from Fig. 4 is that optimal schedules are hard to
nd for schedules on LAB-1 compared to LAB-2, e.g., the
imbalance of different markers in Fig. 4C and D. Note the only
difference between LAB-1 and LAB-2 is the heater modules in
the latter have a higher capacity than those in the former.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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To seek insights on how to improve heuristic algorithms, we
investigate the differences between baseline and optimal MILP
schedules are investigated through two metrics. The assign-
ment difference, referring to the operation-to-module assign-
ment, is calculated as the percentage of operations assigned to
different modules between two schedules. The sequence
difference is the normalized Levenshtein distances between two
operation sequences of the same module from two schedules
and averaged over all modules. We note that sequence differ-
ence is more sensitive than assignment difference, as operation
sequences can change on modules without altering the
operation-to-module assignment, but the reverse is not true.
Fig. S4† shows the makespan gap between baseline and optimal
MILP schedules along with corresponding assignment/
sequence difference values. The values of assignment differ-
ence range from 0 to 25.5%, with 95% of them being lower than
21.5%, indicating the baseline schedule is not very far away
from the optimal schedule in terms of operation-to-module
assignment even for large libraries. In contrast, the operation
sequences on modules from baseline and optimal schedules
can differ signicantly, as indicated by the high sequence
difference values (averaged at 0.43, or 0.53 when libraries of size
1 and 2 are excluded) especially for large libraries. For very small
libraries, a strong correlation between assignment and
sequence differences is observed, which is weakened and
eventually vanishes as the number of targets (library size)
increases. These results suggest that the current baseline
scheduler can approximate optimal operation-to-module
assignments but struggles with approximating optimal opera-
tion sequences.
3.2 Illustration of representative schedules

3.2.1 Independent linear routes: FDA.03.09. We start by
examining the scheduling instances of a small-size FDA library,
FDA.03.09, where “03” denotes its size (number of target
chemicals) and “09” the sampling index for targets. The optimal
Fig. 5 Reaction network for FDA.03.09 generated by ASKCOS and SPA
starting, intermediate, and target molecules, respectively. Reagents and
excluded from this figure for clarity purposes.

© 2025 The Author(s). Published by the Royal Society of Chemistry
MILP solution achieves a 37.5% makespan reduction when
scheduled on LAB-1 without work shi constraints. Given the
three target chemicals, ASKCOS and SPARROW are used to
generate synthetic routes that form a reaction network of 18
reactions. As shown in Fig. 5, the routes to the three targets do
not share any common intermediates. The corresponding
operation network of 110 operations (Fig. S2†) is then con-
structed using the rules dened in Section 2.3. This operation
network, along with the functional module denition and pro-
cessing time estimates, constitute the input to the scheduler for
this library.

The optimal schedule of FDA.03.09 on LAB-1 produced by
the MILP scheduler is shown in Fig. 6A. Compared to its
heuristic counterpart (Fig. 6B), the optimal schedule differs in
both operation-to-module assignment and processing order
(operation sequence) on individual modules. Both schedules
follow the precedence relations dened by the three indepen-
dent routes in Fig. 5. They also share the same initial operations
(both start with operations of reaction #1 and #17). However,
they differ in terms of the absolute order of reactions (global
precedence relations). For example, in the optimal schedule,
reaction #9 is scheduled aer #7, whereas in the baseline
schedule, it precedes #7. As expected, the module utilization is
higher for all modules using the optimal schedule. The
percentage gap between the two solutions depends on the
functional modules. For instance, when this library is sched-
uled on LAB-2 with other parameters unchanged, the makespan
gap increases to 41.2%.

3.2.2 Scheduling with work shi constraints: VS.04.07. We
now turn to a larger library, VS.04.07, corresponding to a reac-
tion network of 29 reactions and 175 operations. In contrast to
FDA.03.09, the synthetic routes of VS.04.07 are not linear graphs
but trees (Fig. S5†). The optimal and baseline schedules on LAB-
2 including work shi constraints are shown in Fig. 7. The
baseline schedule requires two additional work shis to
complete the library synthesis campaign compared to the
optimal schedule, contributing to a makespan gap of 36.0%.
RROW. Molecules with blue, green, and red backgrounds represent
solvents of these reactions, though part of the reaction network, are

Digital Discovery, 2025, 4, 486–499 | 495
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Fig. 6 Comparison of (A) the optimal and (B) the baseline schedules for FDA.03.09 scheduled on LAB-1 with a percentage gap of 51.3%. “H” and
“W” represent heaters and workup stations, respectively. Only heaters and workup stations are shown, as the operation duration on these
modules is significantly longer than others. Black numerical indices above colored bars are reaction indices indicating to which reaction the
process belong. Bars are colored based on the corresponding operations' final target chemicals. The same operation can have different pro-
cessing time on different functional modules, see Section S2.1† for more details about processing time estimation.
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Since heaters in LAB-2 have a capacity of 2, compatible opera-
tions can be processed on the same module, as shown by the
temporally overlapped operations on heaters in Fig. 7. The
Fig. 7 Comparison of (A) the optimal and (B) the baseline schedules for V
dashed boxes. Some operations overlap with others temporally on the sa
the optimal schedule, two additional work shifts are needed for the base

496 | Digital Discovery, 2025, 4, 486–499
optimal schedule exhibits more same-module overlap than the
baseline schedule, though this is not as signicant as their
difference in makespan. As in FDA.03.09, differences in
S.04.07 scheduled on LAB-2 with work shift constraints denoted by red
me heater, as the heaters have a capacity of 2 in LAB-2. Compared to
line schedule.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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operation-to-module assignment and module processing order
are observed.

4 Conclusion

In this study, the problem of scheduling chemical library
synthesis is formalized as a generalized FJSP. A MILP formula-
tion is proposed to consider common laboratory constraints
including lag time, module capacity, and work shis. Two
scheduling algorithms, a greedy heuristic (baseline scheduler)
and a MILP formulation, are evaluated for their ability to
minimize the total makespan (duration) of a library synthesis
campaign. To test the proposed schedulers, 720 scheduling
instances are built from hypothetical synthetic routes to real-
istically accessible chemical libraries involving 3 to 63 reaction
steps, or 20 to 402 operations. Within the 3 hours wall time
limit, the MILP scheduler is able to produce optimal and
suboptimal schedules for 363 and 323 scheduling instances,
respectively, leaving 34 instances for which no feasible solution
can be found. Compared to the baseline schedules, the optimal
MILP schedules show makespan reductions ranging from 0%
(very small libraries) to 58% (large libraries) with an average of
20%. We nd that the baseline schedule can approximate
optimal operation-to-module assignments but fails to approxi-
mate optimal operation sequences. Two illustrative case studies
show that optimal schedules greatly reduce makespan and
improve module utilization for synthesis campaigns of both
linear routes and tree routes compared to baseline schedules.

There are still opportunities to improve chemical library
synthesis scheduling. The current implementation of the MILP
formulation suffers from its high time complexity and is thus
not ideal for large libraries. An approximation of this formula-
tion with lower time complexity could also enable dynamic
scheduling to adapt real-time changes during a synthesis
campaign. Additionally, both schedulers require reliable time
estimate and pre-planned batches, which could be difficult in
real library synthesis scenarios, such as those with large
uncertainties in yield. This limitation means that operations
with a dynamic end point, such as reaction whose end points
are determined by color change, cannot be scheduled. These
results provide open-source tools for improving synthesis effi-
ciency and, as a standalone module, could be integrated into
automated chemistry platforms in the future.
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