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Molecular dynamics simulations offer detailed insights into atomic motions but face timescale limitations.
Enhanced sampling methods have addressed these challenges but even with machine learning, they often
rely on pre-selected expert-based features. In this work, we present a Graph Neural Network-State
Predictive Information Bottleneck (GNN-SPIB) framework, which combines graph neural networks and

the state predictive information bottleneck to automatically learn low-dimensional representations
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directly from atomic coordinates. Tested on three benchmark systems, our approach predicts essential

structural, thermodynamic and kinetic information for slow processes, demonstrating robustness across
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1 Introduction

Molecular dynamics (MD) simulations are widely used in compu-
tational research, offering detailed spatial and temporal resolution
of atomic motions. However, standard MD faces a timescale
challenge, as processes of practical interest can take months or
years of computer time to simulate. To tackle this, enhanced
sampling methods have been developed, but most of these
approaches require collective variables (CVs) to effectively capture
key system information.' These CVs are typically based on physical
insights or experimental data, yet constructing them becomes
challenging when transitions are unknown or difficult to sample.

In recent years, machine learning methods have been
introduced for this purpose, enabling an automated represen-
tation learning framework that can enable CV discovery and
enhanced sampling.'”** However, many of these approaches still
require hand-crafted expert-based features as input for the ML
model. To overcome this limitation, in this work, we build upon
the State Predictive Information Bottleneck (SPIB) method,'**”
enabling it to learn directly from atomic coordinates instead of
relying on hand-crafted expert-based features. SPIB, a variant of
the reweighted autoencoded variational Bayes for enhanced
sampling (RAVE) method,'® is a machine learning technique for
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diverse systems. The method shows promise for complex systems, enabling effective enhanced sampling
without requiring pre-defined reaction coordinates or input features.

dimensionality reduction under a semi-supervised framework.
Its structure is based on a time-lagged variational autoencoder
where the encoder learns a low-dimensional representation by
approximating the posterior distribution of the latent variables
given the input features at time ¢. Unlike in a traditional
autoencoder where the decoder focuses on reconstructing the
input, the SPIB decoder is trained to predict the state labels in
the future ¢ + At from the latent variables.

The performance of the original SPIB approach is signifi-
cantly influenced by two key factors. First is the quality of the
sampled trajectory, which ideally should include back-and-forth
transitions between target metastable states. This requirement
is difficult to meet in complex systems with transitions occur-
ring on long timescales, where alternative approaches like using
collections of short MD trajectories initiated at initial and final
states can be considered.'**!

The second challenge, which we focus on in this manuscript,
is that the input variables for the SPIB model are typically
derived from prior knowledge of the system, such as expert-
based metrics like root mean square deviation (RMSD),*
radius of gyration (Ry), coordination number,* and Steinhardt
order parameters.>* However, these hand-crafted variables often
lack transferability across systems, necessitating parameter
tuning to construct effective CVs.*

To address this challenge, efforts have been made to
construct ML-based CVs from elementary variables like pairwise
distances,**° yielding valuable insights. However, as noted in
ref. 28 and 29, the stability of these methods deteriorates when
the input dimension exceeds 100 when biasing, making them
less suitable for many-body systems or large biomolecules.
Additionally, this approach does not resolve symmetry issues
common, for instance, in materials science. Although pairwise
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distances are invariant to translation and rotation, the learned
latent variables in typical neural networks are not permutation-
invariant, meaning reordering input features can alter the CV
value for the same configuration. While symmetry functions can
be introduced to enforce invariance, this is often time-
consuming.”>*** Moreover, ML methods with multilayer per-
ceptrons (MLPs) lack transferability to systems of different
sizes, whereas GNNs can accommodate systems of varying sizes.

Graph neural networks (GNNs) have recently gained atten-
tion because of their effectiveness in constructing representa-
tions across various applications, particularly in materials
science, due to their inherent permutation invariance.”'”*** In
this work, we extend the SPIB framework by incorporating
a GNN head with different graph convolutional layers. This
specifically addresses the limitations of the original SPIB algo-
rithm which needed physical-inspired hand-crafted input vari-
ables, while here a meaningful representation is learned on the
fly with invariant pairwise distance variables. This enables us to
apply the same framework with similar architectures across
diverse systems without relying on system-specific expert
knowledge, making it more broadly applicable. We tested our
enhanced method on three representative model systems using
our machine-learned CVs, which we call GNN-SPIB CVs. The
systems are the Lennard-Jones 7 cluster, where permutation
symmetry is crucial, and alanine dipeptide and tetrapeptide,
where high-order representations such as torsion angles are
typically required. With straightforward graph construction and
basic features, our approach successfully learns meaningful
and useful representations across all systems, using three
representative graph layers to show the flexibility of our
proposed framework. Additionally, the latent variables derived
from our method provided thermodynamic and kinetic esti-
mates comparable to those obtained using metadynamics-
based methods that bias physically inspired expert-based CVs.
This demonstrates the robustness and adaptability of our
approach in overcoming previous challenges.

2 Methods

In this section, we provide an overview of the different tech-
niques we use to learn latent geometric representations and
assess their quality through enhanced sampling. Details of the
enhanced sampling methods,****” model system setups, neural
network training protocols, and definition of the expert-based
collective variables are provided in the ESL

2.1 State predictive information bottleneck

The state predictive information bottleneck (SPIB) developed by
Wang and Tiwary"® is a variant of the Reweighted Autoencoded
Variational Bayes for Enhanced sampling (RAVE) method.*
RAVE allows one to learn a meaningful representation with
a variational autoencoder (VAE) framework from biased or
unbiased data in the form of a time-series Y,, comprising
generally of several expert-selected features as a function of
time. Building on this theme, SPIB was introduced as a more
interpretable and robust model within the RAVE family,
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designed to learn a meaningful low-dimensional representation
that accounts for the metastable states of most molecular
systems, where the system spends extended periods undergoing
fluctuations. Instead of predicting the details of these fluctua-
tions Y within the states, it is then more crucial to predict which
metastable state S the system will be in after a time delay At. To
reflect this, the objective function, % in SPIB, aims to predict
future state labels S; ,a:

2 =1(z,S,+a1) — BI(Y,,,2), 1)
where I(x,y) = jp(x,y)logM dxdy is the mutual infor-
p(x)p(y)

mation between variables x and y; z is the low-dimensional
latent representation; and S, ., is the state label after a time
delay At. 8 is a tunable hyperparameter which controls regula-
rization versus prediction, while tuning the time delay At
controls the extent of temporal coarse-graining of the dynamics
as learned by SPIB. After an initial trial assignment of states
which can be very approximate, SPIB learns both the number of
metastable states and their locations in the high-dimensional
feature space Y. The number of metastable states generally
reduces as a function of the time delay A¢. Introducing this
metastability based prediction task makes SPIB latent space
physically meaningful as now they correspond to the slow
degrees of freedom, making the learned representation more
interpretable. This approach has been successfully applied to
enhancing sampling of transitions in complex systems®*** and
to approximating the 50% committor surface between meta-
stable states.**

2.2 Graph and graph neural network

Graph data, denoted as G(V, E), consist of a set of nodes V and
edges E, each carrying specific geometric information. Typi-
cally, three key components define this graph structure, which
we summarize here for the sake of completeness:

(1) Node features (X;): each node i € V is associated with
a feature vector X;, which encapsulates the intrinsic properties
or characteristics of the node.

(2) Edge indices (i, j): the relationships between nodes are
represented by edge indices (7, /) in an adjacency matrix a; € {0,
1}, defining the neighborhood structure and indicating direct
connections between nodes.

(3) Edge features (Lj): these describe the nature of the
connection between nodes i and j, capturing attributes like
weight, distance, or type.

In order to make meaningful predictions with inputs in
graph objects, a special type of neural network, known as
a graph neural network (GNN), is needed. Given the complexity
of typical graph data, layers in the GNN are designed and
trained with care. Within each graph layer, message-passing
can break into three sequential steps:

(1) At layer [, message m between node i and each neighbor
JjeNi, defined by the adjacency matrix, is computed via
a message function (eqn (2)). The embedding 4° = X at layer [ =
0 will be updated via each message passing operation.

m,»jl = msg{h,»l, hj/, Llj} (2)

© 2025 The Author(s). Published by the Royal Society of Chemistry
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(2) This information from neighbors is then combined via an
aggregate function (eqn (3)), which can be as simple as
summation and averaging.

mil = agg{ml—]—l} 3)

(3) Lastly, the collected information from step 2 is integrated
into the node features through an update function (eqn (4)):**

hi™" = upd{h{, m{'} (4)

Note that preserving the permutation-invariant property in
GNNs requires careful design of the above operations. In this
work, we ensured that our models maintain this property by
including invariant input features and allowing invariant
operation during message passing in graph layers.

2.3 Graph-based SPIB

As introduced above, low-dimensional representations learned
by an SPIB model are capable of learning the number of
metastable states and their locations and capturing the slow
processes that govern transitions between them. These joint
capabilities differentiate SPIB from other dimensionality
reduction schemes. However, SPIB still needs a dictionary of
features Y which can collectively, in high dimensions, demar-
cate different metastable states. Defining these variables can be
challenging when studying complex systems, as they often rely
on prior system knowledge. Using poorly distinguishable input
variables may degrade the performance of enhanced sampling
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methods that use SPIB-trained variables. To fully automate the
representation learning in SPIB and eliminate the need for
expert-defined input variables, we integrate a graph neural
network head into the existing SPIB model.

Integrated together, the architecture is summarized in Fig. 1,
and we refer to it as GNN-SPIB. While it is overall akin to the
original SPIB framework," the input trajectory is now a graph
comprising geometric representations of the simulation cell at
each time frame, whereas in SPIB, the input comprised expert-
based features. Following the same notation, we denote the
input graph as G, at time frame ¢, and therefore the loss
function in eqn (1) is rewritten as:

= 1(z, Sy ar) — BI(Gyy, 2) (5)

Additionally, the high-dimensional nature of graph data
provides a better description of the simulation cell than expert-
based features. In this work, SPIB and graph models were
developed with Pytorch®* and Pytorch geometric®® packages,
respectively. Given the diversity of graph layers, we do not want
to limit ourselves to certain graph layers or GNN architecture,
and therefore, we selected three representative graph message
passing layers when studying the three model systems to
present the general applicability of our proposed framework.
We believe that the selection of graph message passing layers
can be rather flexible given the fact that the basic principle,
message-passing operation is permutational-invariance, is
enforced in most of these graph layers. The only design
parameter here that requires care is that informative graph

Geometric
representations
~ of MD trajectory

Decoder

Encoder

\ Biasing /Interpretation /

/

Tralnlng / Backpropagatlon

\G&’L"g\(}xs“ \G‘m -
Batch to large graph —_——
St1+At Sty+At
B 000
Input to GNN SP Predlctlon St2+At Stn+At
model on state labels

Fig.1 Schematic of the workflow proposed in this work. Trajectories from unbiased/biased simulation are converted into timeseries graph data.
The batched large graph is fed into graph neural networks. The GNN-SPIB model is then trained to predict the state labels of the time frame in lag
time At as introduced in the original SPIB pipeline (box in black). The biasing variables (i.e., z; and z;) are then used in enhanced sampling methods
(box in red).
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layers are always at a higher computational cost which may
largely slow down enhancing sampling methods.

Workarounds similar to ours have been used in other repre-
sentation learning methods. The closest related method is the
variational approach for Markov processes (VAMP) net,
a machine learning architecture that constructs a Markov state
model (MSM) and optimizes the VAMP-2 score derived from the
single value decomposition of the corresponding Koopman
operator.** In VAMPnet, MD configuration coordinates are used
as input to the machine learning model. To address symmetry
issues, alignment of configurations is necessary, which is
common in computational studies of biological systems but less
applicable to materials science. As an alternative, a graph repre-
sentation was introduced into the standard VAMPnet architec-
ture.***>*¢ All GNN layers chosen in this work are E(3)-invariant
GNNs, while a more data-efficient equivariant GNN representa-
tion learning scheme was introduced recently in ref. 44.

3 Results and discussion

We evaluate the ability of the GNN-SPIB low-dimensional latent
representations to enhance sampling for three model systems.
For all three systems, we perform well-tempered metadynamics
(WTmetadD) (see the ESIT for a detailed introduction to this
method) to quantify the quality of calculated free energy and
infrequent metadynamics (imetaD) (see the ESIf for details
about this method) to calculate kinetics. The three systems are
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Lennard-Jones 7 (LJ7, in Sec. 3.1), alanine dipeptide (Sec. 3.2)
and alanine tetrapeptide (Sec. 3.3). As a general pipeline for the
three systems, we first train the models with data collected from
short MD simulations at higher temperatures in which all tar-
geted metastable states are visited but their sampling is
incorrect/unconverged especially for the lower temperature of
interest. We then perform WTmetaD simulations biasing along
the GNN-SPIB latent variables, compute the free energy differ-
ence between states, and compare with results from much
longer unbiased MD simulations and WTmetaD simulations
biasing conventional expert-based CVs. After thermodynamic
measurements with WT'metaD, we also collect kinetic infor-
mation with imetaD simulations.

3.1 Lennard-Jones 7

As suggested by its name, Lennard-Jones 7 (LJ7) consists of
a cluster of 7 Lennard-Jones particles in 2-d. It is considered one
of the simplest model systems for colloidal rearrangements,
where translational-, rotational-, and permutational-symmetry
problems are encountered, with metastable states. The free
energy landscape and state-to-state dynamics of LJ7 are well-
studied, making it an excellent model system for bench-
marking enhanced sampling methods of rare events.>”

Fig. 2 summarizes the results when biasing along the 2-
dimensional GNN-SPIB latent variables, z; and z,. The input
graphs come from snapshots of a trajectory of 1 x 10 steps at
a temperature of kg7 = 0.2€. These are composed of identical
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Fig. 2 Summary of WTmetaD simulation results biasing along machine learned reaction coordinates, z; and z5, in the Lennard-Jones 7 system.
(@) A schematic of how the 2-d reaction coordinates, z; and z,, the output of the encoder, are computed with node features {V,,} and edge
features {Le} where @ denotes the concatenate operation. (b) State labels predicted by the model in RC space projected along the training data
collected at kgT = 0.2e. The highest contour line is at 10e and each of the lines is separated by 2e. (c) Reweighted free energy surface of
WTmetaD using {zy, z} at kg T = 0.1e projected onto expert-based CV space, u,? and us°, with state definitions in colored boxes. (d) Box plots of
free energy differences from (c) between sampled metastable states comparing conventional long MD and WTmetaD biasing expert-based CVs.
(e) Characteristic transition times of co — c3 at kg7 = 0.1le estimated by imetaD simulations using expert-based and machine learned RCs.
Benchmark is drawn from standard MD simulation in cyan. The shaded region and error bar correspond to the 95% confidence interval. Colors in
markers indicate the p-value from the K-S test, where a p-value less than 0.05 suggests that the result is unreliable.
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node attributes {X,,} = {1, 1---1} and pair distance edge features
{L¢}. The graph convolution layers, which are considered as one
of the simplest graph layers, are directly adopted from ref. 58
and graph embeddings are pooled with mean and max opera-
tors (see Fig. 2a in blue). The hidden embedding of graph layers
is then fed into the SPIB model (Fig. 2a in green; we have
provided detailed information about the training process in the
ESIY) for extrapolating dynamic information. Fig. 2b shows the
SPIB converged state labels as colored regions where we observe
four distinct, local minima corresponding to the four well
known structures for the LJ-7 system. In particular, these 4
configurations are ¢, (hexagon), ¢; (capped parallelogram 1), c,
(capped parallelogram 2), and c; (trapezoid) (see schematics
next to Fig. 2b and the colorbar). Given the fact that the pre-
dicted state labels are correctly assigned to 4 distinct energy
minima in GNN-SPIB latent space, we believe that the trained
model is able to classify the configuration of the LJ7 cluster
when providing the corresponding geometric representation in
nodes and edges, and therefore, the encoded latent represen-
tation from GNN-SPIB can be used as a biasing variable in
metadynamics simulations.

To verify this, WI'metaD simulations were performed at kgT
= 0.1€ biasing the 2-d reaction coordinates, z; and z,, and the
resulting free energy surfaces are shown in (Fig. 2¢). For better
evaluation of the sampling quality, we projected the free energy
surface onto the more meaningful space comprising the second
and third moments of the coordination numbers, introduced
previously in ref. 59. These expert-based CVs have been used
previously to study this system® and thus provide a good way to
test the quality of samples generated from biasing along the
GNN-SPIB, which is physically less meaningful. Four distinct
local minima were sampled, which is a strong indicator of good
sampling quality for this system. To further evaluate the quality
of the sampling, we tabulated the free energy differences
between the sampled configurations and the initial state, c,. As
a benchmark, we performed an additional 10 independent,
unbiased long MD simulations, 10 WTmetaD simulations
biasing the conventional CV set {u,? u;*}, and 10 WT'metaD
simulations biasing the machine-learned 2D CV {z;, z,}. The MD
simulations lasted for 1 x 10° steps, and the WTmetaD simu-
lations lasted for 1 x 10° steps. Inspection of Fig. 2d reveals that
WTmetaD simulations using GNN-SPIB CV produce results
comparable to those using the expert-crafted moments of
coordination number CVs (refer to the ESI} for numerical
values). Notably, no information about the coordination was
directly provided as input to the model and only the pairwise
distances of neighboring nodes were used. We further evaluate
the GNN-SPIB against conventional CVs by computing their
correlation coefficients. The results (see the ESIt) show that
both z; and z, have a stronger correlation to u3* than to u,.

As an even more demanding test, we ascertained the quality
of the GNN-SPIB CV in obtaining accurate kinetics through
imetaD calculations. In this task, we performed kinetic
measurements by estimating the transition time of the slowest
transition from initial state c, to ¢; using the imetaD method at
kgT = 0.1€. We performed these 1-d imetaD simulations sepa-
rately biasing the GNN-SPIB z; and z,. We benchmarked on

© 2025 The Author(s). Published by the Royal Society of Chemistry
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characteristic transition time from reference unbiased MD
simulations (dashed line with shaded errors in Fig. 3e). We also
provide results of 1-d imetaD simulations using expert-based
CVs u,” and w3, In particular, since the 1-d projection along
Uz’ suggests that the states ¢, and c¢; are well-separated, we
expect us® to be a better expert-based CV for biasing relative to
u” as it fails to distinguish ¢, from c;. Using the imetaD
method, the characteristic transition time remained robust and
accurate under various bias addition frequencies when u;°, z;,
and z, variables were used. Specifically, we obtained transition
times of 53 829 (95% confidence interval (CI): [46 282,73 303])
and 64 504 (95% CI: [52 986,77 703]) \/€ /(m x ¢?) when biasing
along the GNN-SPIB z; and z,, respectively, with bias added
every 1 x 10" steps. For reference, the transition time from long
unbiased MD for the ¢, — c; transition was estimated to be 60

630.31 (95% CI [46 945, 66 598]) \/€ /(m x ¢2). The numerical
values of 95% CI and the p-values of all performed simulations
are provided in the ESL.{ However, when u,” was used in imetaD
simulations, the characteristic transition time was off by at least
one order of magnitude compared to the benchmark value, with
a p-value less than 0.05 (markers in grey in Fig. 2e). In summary,
the thermodynamic and kinetic evidence suggests that either of
our GNN-SPIB CVs shows results comparable to conventional
expert-based CVs when used in enhanced sampling.

3.2 Alanine dipeptide

While the rearrangement of the LJ7 cluster is considered
a simple model of colloidal system dynamics, the alanine
dipeptide molecule serves as a popular toy model for biomo-
lecular conformational changes. Here, we focus on transitions
in a vacuum between three conformers: C5, C7.q, and C7,. The
set of expert-based CVs commonly used in enhanced sampling
methods for this system includes the dihedral angles ¢ and y
(Fig. 3a).”*> In our model, unlike the previous example, the
three elements carbon, nitrogen and oxygen in alanine dipep-
tide are one-hot encoded in their node features. Once again, we
leverage the computational efficiency of using inter-atomic
distances as edge features, similar to the LJ7 model. Although
conformational changes in biomolecules like alanine dipeptide
are generally described by high-order representations such as
torsion angles, lower-dimensional descriptors for enhanced
sampling methods can be learned through machine learning-
based dimensionality reduction on inter-atomic
distances.>**”%*%* To increase the expressiveness of the model,
we applied a basis function to slice the edge features (refer to
the ESI for details on this operation).*

The overall architecture remains the same as in the study of
the LJ7 cluster, but we replaced the graph convolution layers
with more informative graph attention network (GAT) convo-
lution layers, to show the robustness of our proposed frame-
work. We have provided information about the training process
and the hyperparameters used in the ESL.**} However, this does
not necessarily mean that the graph convolutional layer, which
was adopted in the LJ7 system, is not applicable here. We
trained another GNN-SPIB with the exact architecture shown in
(Fig. 2a) on alanine dipeptide data and the results showing the

Digital Discovery, 2025, 4, 211-221 | 215
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Fig. 3 Summary of WTmetaD simulation results for the alanine dipeptide system: (a) representation of the alanine dipeptide molecule®* with
definition to expert-based CVs, ¢ and y. Graph representation is constructed with only heavy atoms and atomic labels are followed through the
assigned node index to graphs; (b) a schematic of how the reaction coordinate, {z;, z,}, is computed with node {V,,} and edge {L.} features; (c)
state label predictions in different colors from the model decoder with contour lines separated by 3 kJ mol™%; (d) reweighted free energy surface
biasing the machine learned RC at 300 K using {¢, y} projection with conformer definitions in boxes; (e) free energy differences with the state
defined in (d) under different sampling schemes; and (f) kinetic measurements of the transition from (C7.q, C5) to C7,, at 300 K with imetaD
simulation. Dashed line in cyan is the benchmark MD simulation and marker points are results from imetaD using different RCs. The shaded
region and error bars are the 95% confidence intervals. p-values from the K-S test for imetaD simulations are reflected by the colors and when

the p-value is less than 0.05 (in grey), the result is unreliable.

model's ability in distinguishing all metastable states are pre-
sented in the ESI.} Three distinct minima are shown when
projected onto the learned latent space with input data sampled
at T = 400 K (Fig. 3c), and the reweighted free energy surface in
the ¢, ¥ space from WTmetaD simulations using the z; and z,
variables is shown in Fig. 3d, where all targeted states are well-
sampled. The free energy differences between individual
conformers were tabulated and benchmarked with brute-force
MD simulations and WTmetaD simulations using ¢, y dihe-
drals (see Fig. 3e). The results are in good agreement, with
discrepancies of less than 1 k] mol . The numerical values of
the free energy difference are reported in the ESI.{ In addition,
we see a strong correlation of z, with ¢ and y variables and only
a moderate correlation of z, with these two torsion angles (see
the ESIt for the scatter plot).

We then move to the more challenging validation of kinetics
through enhanced sampling. The evaluation metric of kinetics
focused on the slowest transition, C7.q — C7., in alanine
dipeptide, and the results are summarized in Fig. 3f. The
characteristic transition time was estimated to be 3.340 (95% CI
[2.857, 4.259]) us, which is in accordance with ref. 66. The values
in Fig. 3f suggest that both the 1-d expert-based CV ¢ and our
GNN-SPIB CV {24, 2,} are effective at the obtained accurate
reweighted kinetics (see the ESIf for complete reports on
kinetics measurements). i alone is known to be a poor CV for
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this system,®® which is reflected in the inaccurate kinetics when
biasing along ¢ irrespective of the frequency of bias deposition.
Notably, unlike the LJ7 case, we directly performed imetaD
simulations on the 2-d CV set, as 1-d imetaD simulations
biasing either z; or z, did not yield good estimations of transi-
tion times. This is unsurprising, as the GNN-SPIB latent vari-
ables were set and trained in 2-d, and thus the complete
information of this complex conformational change was likely
not captured by z; or z, alone. At a 50 ns™ " bias addition rate (i.e.
1 Gaussian deposition every 10 000 steps), the estimated tran-
sition time is 4.424 (95% CI [3.662, 5.384]) us, which is in
agreement with that estimated in MD simulations (see all esti-
mated values at different deposition rates in the ESI{).

We further evaluated the attention coefficients from the GAT
layers, which reflect how information is exchanged during
message passing, providing insights into the system (see the
ESIT for complete attention matrices). In the first graph atten-
tion convolution layer, long-range interactions describing
global molecular orientations, such as C,1-Cy2 and N1-N2
distances, drew the model's attention. In contrast, local
arrangements (e.g.,, O1-N1 and N1-Cg distances) had high
attention weights in the second graph attention layer (see
Fig. 3a for atom labels). This suggests that, without high-order
representations of the conformation, transitions between
conformers are decoded sequentially from far to near using

© 2025 The Author(s). Published by the Royal Society of Chemistry
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pairwise distances. Additionally, edges with large attention
weights are those connected to the N1 atom, which is used to
define the torsion angle ¢, indicating the importance of the ¢
angle over the y angle.

3.3 Alanine tetrapeptide

For our third and final example, we study conformational
changes in a much more complicated model system, namely
alanine tetrapeptide in a vacuum. For this system, there exist at
least 8 metastable states in total. For these states, we follow the
notations from ref. 67, numbering these states as in ref. 67 as s;,
i = 1---8. In particular, to capture the intricacies of alanine
tetrapeptide conformational changes, six dihedral angles are
considered important: ¢4, ¢,, ¢3, ¥1, Y2, and ¥; (see Fig. 4b for
their definitions). Using a similar workflow as before, the
alanine tetrapeptide molecule is first converted into graph
objects, i.e., all hydrogens are removed and C, N, and O atoms
are retained during the graph construction. The nodes in the
graph are set to be fully connected, and edge features are
defined as interatomic distances. We adopted a skip connection
scheme that allows information from all graph layers to flow to
the pooling operator, thereby improving the model's
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expressiveness in capturing features from all metastable states.
Additionally, as shown in Fig. 4a, we considered all three typical
pooling operations: mean, max, and sum in this example.
Once again, the graph layers were switched and chosen to be
an expressive Gaussian Mixture model (see the ESI} for details
about the model).*® Similarly, we trained a GNN-SPIB with the
architecture shown in (Fig. 2a) to present the generalizability of
our approach, and the results (see the ESI}) suggest that the
model is able to identify metastable states in alanine tetrapep-
tide. Our input training data are from a 1 ps-long MD simula-
tion at 400 K, where s¢ is barely sampled. These input training
data are projected onto the trained latent space {z;, z,} in Fig. 4c.
As shown by the color coding, the model successfully learned 7
out of 8 metastable states, though the states s¢ and s; remain
indistinguishable from each other. This is due to the lack of
samples from ss during training. Nevertheless, performing
WTmetaD simulations using {zi, z,} for 200 ns at a lower
temperature of 350 K drives the system to visit all 8 metastable
states for alanine tetrapeptide. To demonstrate the quality of
our sampling, we project the trajectory onto the {¢, ¢», ¢3}
space and label all target states in Fig. 4d. The free energy
differences between all 8 states are computed and shown in
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Fig. 4 Summary of WTmetaD simulation results in the alanine tetrapeptide system: (a) a schematic of reaction coordinate construction with
a combination of embeddings of each graph convolution layers via skip connections before graph-level pooling operations; (b) representation of
the alanine tetrapeptide molecule®* with definitions of characteristic dihedral angles, ¢1, ¢,, ¢3, ¥1. ¥», and ¥z and only heavy atoms are involved
during graph construction; (c) the learned latent variable space {zj, z,} with state labels predicted by the model on training data and the free
energy surface with contours separated by 2 kJ mol™?; (d) reweighted free energy surface of WTmetaD simulations using 2-d {z, z»} variables at
350 K projected onto {¢1, ¢, ¢} space; (e) tabulated free energy differences between all conformers from brute force MD simulations, WTmetaD
simulations biasing {¢1, ¢2. ¢3}, and WTmetaD simulations biasing {z;, z5}; and (f) characteristic transition times of s; — s; measured by imetaD
simulations using different variables at 400 K. Dashed line in cyan is the benchmark MD simulation and marker points are results from imetaD
using different RCs. The shaded region and error bars are the 95% confidence intervals. p-values from the K-S test for imetaD simulations are
reflected by the colors and when the p-value is greater than 0.05, the estimation is reliable.
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a box plot (Fig. 4e), along with two benchmark methods: stan-
dard long MD simulations and 3-d WT'metaD simulations using
{}1, ¢2, ¢} variables. The free energy differences converge to
well-defined values, aligning with those from the benchmark
methods (Fig. 4e) (see the ESIT for details). From evaluating the
correlation between machine learned variables and conven-
tional variables, we find that z; and z, show correlations with
only a few torsion angles such as ¢; and ,. This suggests that
our machine learning model learned different descriptors of
conformational changes in the system compared to conven-
tional knowledge-based variable - torsion angles, such dis-
crepencies have been detailed investigated in ref. 69.

While performing 3-d biasing along {¢4, ¢,, ¢3} space reveals
accurate kinetic measurements, imetaD simulations using {y,
V», Y3} performed poorly by largely overestimating the transi-
tion time under various biasing paces. Values estimated by
imetaD simulations biasing the 2-d GNN-SPIB {z;, z,} variables
were in agreement with benchmark values and this variable
remained robust to frequent biasing deposition rates. As
summarized in the subplot of Fig. 4f, we estimated the char-
acteristic transition time from the unfolded substate s; to the
folded substate s, at 400 K. The timescale was estimated to be
489 (95% CI [409, 612]) ns using reference unbiased MD
simulations. Values estimated by imetaD simulations biasing
the 2-d GNN-SPIB {z,, z,} variables were 460 (95% CI [378, 618])
ns with a 500 ns™" deposition rate (i.e. 1 Gaussian deposition
every 1000 steps), in agreement with the benchmark values and
remained robust to frequent bias deposition rates (see the ESIT
for details). Finally, while performing 3-d biasing along the {¢,
¢, @3} space reveals accurate kinetic measurements, imetaD
simulations using {1, ¥», ¥} performed poorly, significantly
overestimating the transition time under various biasing paces.
This reflects how one set of expert-based CVs can significantly
differ from another in the quality of sampling.

4 Conclusion

While enhanced sampling methods have significantly extended
the capabilities of molecular dynamics simulations, identifying
optimal coordinates remains an ongoing challenge. Even
methods using machine learning, while somewhat automating
the process, still rely on expert-based features to be pre-selected.
In this work, we introduced a hybrid framework combining
graph neural networks and the state predictive information
bottleneck, named the GNN-SPIB approach, to automatically
learn low-dimensional representations of complex systems,
further removing this limitation. This approach allows the
model to learn configurations via graph layers while capturing
system dynamics through the past-future information
bottleneck.

We demonstrated the effectiveness of our method on three
benchmark systems: the Lennard-Jones 7 cluster, alanine
dipeptide, and alanine tetrapeptide. Each system presents
distinct challenges in learning meaningful representations,
such as the need for permutation invariance in the Lennard-
Jones cluster or high-order variables like angles for peptide
systems. By applying three representative graph message-
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passing layers, we showcased the robustness and flexibility of
the proposed framework. Importantly, our results are not
confined to specific graph layers or architectures, underscoring
the generalizability of this approach across diverse systems.

Biasing these GNN-SPIB in WI'metaD simulations yielded
results comparable to those obtained using conventional CVs
both for the calculation of free energy surfaces and kinetic
transition times. Given the simplicity of the input features,
specifically pairwise distances, we believe that this method
holds promise for complex systems where optimal reaction
coordinates for enhanced sampling methods are not known
a priori. The major computational cost of the current method
remains to be backpropagating low-dimensional representa-
tions to high-dimensional atomic coordinates, which can be
properly accelerated with GPU-support** and/or by optimizing
the design of current models with an optimal number of
training parameters. Like other variants in the RAVE family, our
learned reaction coordinates can be iteratively improved with
better sampling, particularly for complex systems, as noted in
ref. 29. Future work could expand this approach by incorpo-
rating high-order representations such as angles or spherical
harmonics.” Additionally, the input data for model training
need not be limited to simulations; static data from metastable
states, as demonstrated in previous studies, can also lead to
meaningful latent representations.’”**>*
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