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onential wall: accelerating high-
entropy alloy catalysts screening using local
surface energy descriptors from neural network
potentials

Tomoya Shiota, †*ab Kenji Ishihara †b and Wataru Mizukami *ab

Computational screening is indispensable for the efficient design of high-entropy alloys (HEAs), which hold

considerable potential for catalytic applications. However, the chemical space of HEAs is exponentially vast

with respect to the number of constituent elements, making even machine learning-based screening

calculations time-intensive. To address this challenge, we propose a rapid method for predicting HEA

properties using data from monometallic systems (or few-component alloys). Central to our approach is

the newly introduced local surface energy (LSE) descriptor, which captures local surface reactivity at

atomic resolution. We established a correlation between LSE and adsorption energies using

monometallic systems. Using this correlation in a linear regression model, we successfully estimated

molecular adsorption energies on HEAs with significantly higher accuracy than a conventional descriptor

(i.e., generalized coordination numbers). Furthermore, we developed high-precision models by

employing both classical and quantum machine learning. Our method enabled CO adsorption-energy

calculations for 1000 quinary nanoparticles, comprising 201 atoms each, within a few days, considerably

faster than density functional theory, which would require hundreds of years or neural network

potentials, which would have taken hundreds of days. The proposed approach accelerates the

exploration of the vast HEA chemical space, facilitating the design of novel catalysts.
1 Introduction

High-entropy alloys (HEAs), composed of ve or more elemental
species at concentrations ranging from 5 to 35 at%, have
emerged as versatile materials with promising applications in
catalysis and as functional materials.1–4 Their rich composi-
tional diversity facilitates the way for the “cocktail effect”,
resulting in unexpected properties that oen surpass those of
traditional single-element systems.3,5 Recent advancements
have highlighted their superior catalytic performance;6–9

however, the vast array of potential combinations of elements
poses a signicant challenge for experimental exploration.

To address this complexity, studies have focused on
computational methods for efficient screening.9–13 First-
principles calculations, such as density functional theory
(DFT),14–17 coupled cluster (CC) theory18–20 and many-body
perturbation theory (MBPT),21,22 describe chemical reactions
on solid surfaces with high accuracy. Volcano plots, derived
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from rst-principles calculations, illustrate the optimal
adsorption energy range for catalytic activity, balancing
between excessively strong and weak interactions.13,23,24

However, the heterogeneous surfaces of HEAs complicate the
molecular adsorption characteristics, making rst-principles
approaches computationally intensive.

To circumvent these limitations, neural network potentials
(NNPs) based on the Behler–Parrinello framework25–29 and
graph neural networks,30–33 offer promising solutions. Universal
NNPs can encompass extensive elemental diversity and achieve
high computational efficiency while maintaining accuracy on
par with that of DFT.31,32,34–47 Recently, NNPs specializing in
HEAs have emerged, made more lightweight through knowl-
edge distillation.48 These advances have accelerated the
prediction of catalytic properties; however, computational
challenges remain.

In contrast, descriptor-based machine learning models offer
scalability by predicting adsorption energies through general-
ized coordination numbers (GCNs), d-band centers, surface
microstructural features, and local atomic environments,
bypassing direct energy assessments.10,11,49–56 These models
have been proposed for predicting the adsorption energies of
the remaining candidates by regressing the adsorption energies
obtained from several rst-principles calculations. Nonetheless,
© 2025 The Author(s). Published by the Royal Society of Chemistry
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their applicability to HEAs is hampered by the complexity of
alloy compositions and their dependence on extensive rst-
principles calculations.

To address these challenges, we propose a methodology for
predicting the molecular adsorption energies on multi-element
surfaces, such as HEAs, without direct adsorption-energy
computations. Our approach focuses on a new descriptor that
reects the local reactivity of solid surfaces at atomic resolution.
A key feature of the proposed method is its ability to predict the
properties of multi-element systems using models constructed
from data on single-element systems. We validated our method
by comparing it with DFT for predicting the adsorption energies
of CO on IrPdPtRhRu HEA NPs.
2 Methods

In this section, we introduce a novel model that employs data
on monometallic surfaces to predict molecular adsorption
energies on multimetallic surfaces. In Section 2.1, we clarify the
target systems and the problems addressed in this study. In
Section 2.2, we introduce the LSE—a scalar descriptor that
captures the atomic-level surface stability—which is the foun-
dation of our model construction and prediction. Section 2.3
outlines the methodologies employed to develop and rene the
prediction model using the newly introduced LSE descriptor
and data derived from monometallic surfaces.
2.1 Target systems and problems

Designing new HEAs comprising ve elements selected from
a pool of approximately 40 different elemental candidates
results in approximately 6.58 × 105 possible combinations.
Moreover, even for a given set of ve elements, an exponentially
large degree of freedom exists in the distribution of these
elements in the actual alloy. Furthermore, the catalysts
synthesized in practice and use are NPs, which differ from ideal
surfaces in that they contain sites with different coordination
numbers, such as corners, edges, and facets (Fig. 1(b)). These
diverse surface environments are the source of the cocktail
effect, which contributes to the variability in catalytic proper-
ties. However, considering all these degrees of freedom when
screening new catalyst candidates is not feasible. In this study,
our objective was to identify the distribution of molecular
adsorption energies, assuming that the elemental composition,
size, and shape of the HEA NPs were predetermined.

We made the following assumptions regarding the structure
and composition of HEA NPs: the structure is a truncated
octahedron NP with 201 atoms in a face-centered cubic (fcc)
arrangement (see Fig. 1(d)), the elemental composition ratio is
as uniform as possible, and the atomic arrangement is
randomly determined following a uniform distribution. We also
assumed that the molecule occupied only a single top site. In
HEA201, there are 122 sites. Even with these assumptions, the
number of adsorption sites on HEA NPs is approximately 1.3 ×

10138 (Fig. 1(a)).
As a specic demonstration system, we measured the

adsorption energies of CO molecules on IrPdPtRhRu NPs. In
© 2025 The Author(s). Published by the Royal Society of Chemistry
2020, Wu et al. successfully synthesized IrPdPtRhRu NPs with
nearly identical experimental composition ratios.6 The investi-
gation of the adsorption characteristics of CO molecules is
useful for evaluating the catalytic properties of HEAs.11,57 As
precursor systems for developing predictive models for HEAs,
the monometallic NPs are of the truncated octahedron type
corresponding to Mn n = 38, 79, 116, 201. For the on-top
adsorption of the CO molecule on monometallic NPs M201,
only the irreducible adsorption sites are calculated as shown in
Fig. 1(c). The adsorption energy Ead is calculated as follows:

Ead ¼ E
CO=Mn

tot � ECO
tot � EMn

tot ; (1)

where ECO=Mn
tot , ECOtot , and EMn

tot denote the total energies of CO/Mn,
CO, and Mn, respectively. The adsorption energies were
computed using both the pretrained universal NNP M3GNet36

and DFT at the Perdew–Burke–Ernzerhof (PBE) level.
2.2 Local surface energy (LSE) descriptor

The LSE descriptor is dened as follows:

LSE h Esurf
atom − Ebulk

atom, (2)

where Esurfatom and Ebulkatom denote the atomic energies in the surface
and bulk environments, respectively. The LSE represents the
energy loss caused by a single atom in a single-element (or
unary) bulk environment when exposed to a single- or multi-
element surface. This denition enables the quantication of
the surface stability, even for surfaces in complex environments
and multicomponent systems. The atomic energies in eqn (2)
can be evaluated via energy density analysis (EDA) from rst-
principles calculations, such as DFT,58–62 which was intro-
duced by Nakai in 2002.58 EDA is accurate because it is based on
rst-principles calculations; however, it is not suitable for
exhaustive calculations, such as those in the present study,
because of its high computational cost. To reduce the compu-
tational cost, all the LSE values in this study were evaluated
using a machine learning interatomic potential (MLIP), specif-
ically the universal NNP M3GNet. In our previous study, we
demonstrated that the intermediate information from M3GNet
can efficiently and accurately represent the local environments
of atoms in molecules.63 In the Behler–Parrinello NNP frame-
work, the total energy Etot of a system comprising N atoms is
calculated as the sum of the energies of the atoms.

Etot ¼
XN

I¼1

Eatom
I (3)

Yoo et al. demonstrated the ability to map the atomic ener-
gies obtained by NNPs onto NP and surface systems.64 Deringer
et al. utilized the Gaussian approximation potential model to
compute the atomic energies, which were then used to explore
the congurational space and investigate the nature of defects
in crystals.65,66 MLIPs such as NNPs enable efficient evaluation
of LSEs because the atomic energies of all adsorption sites in
one system can be obtained in a single calculation. Fig. 2
Digital Discovery, 2025, 4, 738–751 | 739
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Fig. 1 (a) Relationship between the molecular adsorption energy and the newly introduced descriptor, i.e., the local surface energy (LSE), for
monometallic and high-entropy alloy (HEA) nanoparticle (NP) systems. The LSE descriptor developed in this study effectively captures the
variation in adsorption energy across different adsorption sites. (b) Near-exponential increase in the number of NPs and adsorption sites as the
number of elements in the NPs increases frommonometallic tomulticomponent systems. (c) Themodel is constructed through linear regression
between the adsorption energies and the LSE using atomic energies from the NNP. The CO adsorption energies are evaluated on the ontop
irreducible sites of facets (circles), edges (squares), and corners (triangles) of the monometallic NPs indicated by the blue symbols. (d) Fast
catalytic property prediction workflow using neural network potentials (NNPs). The adsorption energy Ead is predicted from the LSE of the HEA
NP surface prior to adsorption.
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illustrates the workow for evaluating the Local Surface Energy
(LSE) using a pre-trained universal NNP.
2.3 Prediction model based on monometallic data

We introduce a predictive model for the adsorption energy of
a molecule on a multi-element surface. This model is dened as
a regression between the molecular adsorption energy on
monometallic surfaces for each constituent element M of the
multimetallic system and the LSE of the adsorption site prior to
molecular adsorption. Fig. 1(c) illustrates the workow for
constructing the predictive model. As the simplest model, we
adopted the least-squares linear regression model expressed as
follows:
740 | Digital Discovery, 2025, 4, 738–751
EM
ad(Predict.) = aM × LSE + bM. (4)

Here, aM and bM denote the regression coefficients and
constants, respectively, for each element M. Simple regression
makes the model explainable. aM represents the magnitude of
the adsorption energy response to a change in LSE. bM repre-
sents the adsorption energy of a molecule when the LSE is 0,
that is, when the surface atom has the same energy as that in
the bulk environment. For prediction, the adsorption energy is
estimated by substituting the LSE values of the multi-element
alloy surface prior to molecular adsorption into eqn (4).
Fig. 1(d) illustrates the workow for predicting CO adsorption
energies on HEA NPs using the proposed model. Here, the
prediction model using adsorption energies from the NNP for
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4dd00303a


Fig. 2 Framework for predicting Local Surface Energies (LSEs) using
a pre-trained universal neural network potential (NNP). The gray arrow
indicates the computational flow from the pre-trained universal NNP,
and the blue arrow represents the flow that generates LSEs. Atomic
coordinates {ZI, RI} are processed by a graph neural network (GNN)
layer to extract atomic features. A multi-layer perceptron (MLP) layer
predicts the atomic energies Eatom

I, which are reused to compute LSEs
as the difference between surface atomic energies Esurfatom and bulk
atomic energies Ebulkatom(Zsurf). The resulting LSEs are visualized with
a color map, highlighting local reactivity on the surface.

Fig. 3 Adsorption energies of CO calculated using the NNP for each
on-top adsorption site of monometallic NPs Mn with respect to the
LSE. Solid lines represent the linear regressions of the adsorption
energies of a CO molecule at the on-top sites of each monometallic
NP according to eqn (4). Circles, squares, and triangles at each data-
point represent the facet, edge, and corner CO adsorption sites,
respectively.
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regression is referred to as the LSE-based prediction model,
while the model using adsorption energies from DFT is referred
to as the Improved-LSE (I-LSE) prediction model. Details of the
model construction can be found in the Computational details
section.
3 Results

In this section, we present the results for the prediction of the
adsorption energy of HEA NPs using the proposed methods
based on the LSE descriptor, focusing on the computational
efficiency and precision. In Section 3.1, we demonstrate a strong
correlation between the adsorption energy and the LSE
descriptor, conrming that the LSE is a reliable descriptor of the
adsorption energy between different sites in the NP. In Section
3.2, we verify the accuracy of LSE-based predictions by
comparing them with DFT calculations, thereby proving the
robustness of the prediction model. In Section 3.3, we analyze
how the diverse surface structures and elemental compositions
of 1000 different HEA NPs, comprising 122 000 environments,
lead to a wide range of adsorption-energy distributions. Finally,
in Section 3.4, we compare the computational efficiency of our
LSE-based adsorption energy predictions with that of direct
adsorption-energy predictions using the traditional NNP and
DFT methods.
3.1 Correlation between adsorption energy and LSE

The correlation between the LSE and the CO adsorption energy
Ead(NNP) of the monometallic NPs obtained using the NNP is
shown in Fig. 3. The solid lines represent linear regressions of
the adsorption energies of a COmolecule at the top sites of each
monometallic system. For all the metal elements, the
© 2025 The Author(s). Published by the Royal Society of Chemistry
relationship between the adsorption energy Ead(NNP) of the CO
molecule at the top site and the LSE is linear. The LSE values of
all the adsorption sites for all elements range from approxi-
mately 0.2 to 1.2 eV. In other words, in all cases, the atomic
energies are more unstable in the surface environment than in
the bulk environment, which is reasonable given the lower
coordination number in the surface environment. The adsorp-
tion energy Ead(NNP) ranges from approximately −1.2 to
−2.0 eV. Next, we examined the adsorption sites on the NPs. For
all elements, the adsorption energy decreased in the following
order: facets, edges, and corners. In contrast, the LSE values
increased in the order of facets, edges, and corners. The LSE
values and adsorption energies were concentrated at the facets,
edges, and corners, and energy gaps existed between each group
of adsorption sites. The RMSE was 0.035 eV, revealing a strong
correlation between the LSE and the adsorption energy (see
Fig. 9 in the details of the LSE-based regression models in
Appendix).

Fig. 4 presents the adsorption energies calculated directly
using the NNP and their predicted values (dashed lines). The
RMSE was 0.150 eV, which exceeded that of the unitary system.
However, a strong correlation was observed between the LSE
and adsorption energy in the HEA, indicating that the adsorp-
tion energy in amulticomponent environment can be effectively
predicted (Fig. 11(a) and (b) in the Appendix). This nding
suggests that the LSE can efficiently and accurately predict the
adsorption energies not only for unitary systems but also for
complex systems such as HEAs. Notably, when we used the
adsorption-energy range of −2.0 to −1.2 eV in the unitary
system as the interpolation region for Ead(Predict.), the predic-
tions were more reliable than those for other ranges. In the
extrapolation region of Ead (Predict.), the difference from
Digital Discovery, 2025, 4, 738–751 | 741
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Fig. 4 Adsorption energies of CO calculated using the NNP for each
on-top adsorption site of 20 HEA201 NPs with respect to the LSE. The
inset presents a comparison of the distribution of adsorption energies
for CO between the HEA NPs and monometallic NPs, with the x- and
y-axes rescaled from Fig. 3 for consistency. Dashed lines represent the
linear regressions of the adsorption energies of a CO molecule at the
on-top sites of each monometallic NP based on eqn (4). Circles,
squares, and triangles at each datapoint represent the facet, edge, and
corner CO adsorption sites, respectively.

Table 1 Computational costs for 19 geometry optimizations of CO
adsorption on the (111) plane on Ir40Pd40Pt41Rh40Ru40 HEA NP viaNNP
and DFT

Total time [sec.] Total step [step] sec./step

NNPa 2314 10 480 0.22
DFTb 925 518 5008 184.81

a NNP calculations with M3GNet were performed using an AMD EPYC
7532 32-core processor with 64 CPUs. b DFT calculations with VASP
were performed using 10 Intel(R) Xeon(R) Platinum 9242 CPUs each
with 96 CPUs in an MPI parallel conguration, for 960 CPUs.
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Ead(NNP) increased, and a maximum shi of approximately
0.5 eV was observed.

Next, we explored the trends for each elemental species.
Fig. 4, 11(a) and (b) in the Appendix show that for all elemental
species, the adsorption energies are nonlinearly estimated
toward the unstable adsorption energy side. Additionally, the
nonlinear region was dominated by adsorption at the facet sites.
Pd atoms in HEA nanoparticles clearly show this non-linear
behavior; unlike Pt atoms, they show a reversed pattern of
adsorption energies. Compared to sites with low coordination
numbers, such as corner and edge sites, the atoms on the facets
were coordinated with eight or nine atoms. This increased
coordination number renders them more sensitive to the
surrounding environment than unitary systems. Consequently,
the complex environment of HEAs may introduce unexpected
nonlinearity into predictions. To show that this nonlinear trend
can be captured by training the adsorption energies on HEA
NPs, we applied kernel ridge regression (KRR) and quantum
circuit learning (QCL) regression67 to construct an adsorption
energy prediction model for each elemental species at the HEA
NP adsorption sites. Fig. 11(c) and (d) in the Appendix show the
correlation plots between the predicted and actual adsorption
energies of CO on 14 HEA NP patterns generated by the
regression model using KRR and QCL regression, respectively.
The RMSEs of the adsorption energy predictions for all the
adsorption sites provided by the KRR and QCL regression
models were 0.0580 and 0.0579 eV, respectively, indicating
comparable nonlinear regression performance. Compared with
the uncorrected predictions based on the LSE, the RMSE values
were reduced by a factor of approximately three.
742 | Digital Discovery, 2025, 4, 738–751
3.2 DFT verication of the LSE-based predictions

The accuracy of the adsorption energy predictions was veried
using an NNP and the LSE with DFT calculations while seeking
to increase the prediction accuracy. In our computing envi-
ronment, the computation time for evaluating the adsorption
energy via DFT was approximately 103 times that of the NNP, as
indicated by Table 1. Therefore, we randomly selected one of the
20 structures of HEA201 discussed above and evaluated the
adsorption energies for 19 sites on the (111) plane, as shown on
the right side of Fig. 5. The selected HEA201 was Ir40Pd40Pt41-
Rh40Ru40. First, the prediction accuracy of the adsorption
energies between the prediction based on the LSE and direct
NNP calculation was compared with that of the DFT calcula-
tions. The RMSE of the adsorption energy for all sites obtained
via the direct NNP calculation was 0.445 eV. The RMSE value of
the prediction based on the LSE was 0.425 eV, corresponding to
a slightly higher accuracy (0.020 eV) compared with the direct
evaluation via the NNP. Thus, the accuracy of the prediction
model using the LSE was close to that of the NNP. Although the
RMSE of 0.445 eV for direct NNP calculations may appear large,
the M3GNet NNP systematically overestimates CO adsorption
energies, with a mean error (ME) of 0.388 eV relative to DFT as
shown in Fig. 5. A similar overestimation trend is observed for
monometallic NPs, where the RMSE and ME against DFT are
0.439 eV and 0.379 eV, respectively. As a result, the LSE-based
prediction also displays a systematic overestimation of the CO
adsorption energy in comparison with DFT. Notably, the
adsorption energy range for the 19 HEA sites spans from
1.329 eV to 1.567 eV (by DFT and NNP, respectively), indicating
a broad distribution of possible adsorption energies. Given this
wide range, a constant shi between NNP and DFT remains
comparatively tolerable for high-throughput screening of HEA
catalysts.

While the M3GNet NNP has difficulty quantitatively
describing CO-adsorbed states, it effectively captures the
atomic-level stability of the NPs. This is supported by the small
RMSD (0.09 Å) between the DFT-relaxed and NNP-relaxed HEA
NP structures, as well as the LSE RMSE of 0.026 eV for the 19
target sites, indicating that M3GNet—trained on diverse crystal
environments—can reliably describe complex HEA NP cong-
urations despite their absence from its original training set.
Consequently, by combining DFT-derived adsorption energies
for monometallic NPs with M3GNet-derived LSE (i.e., the I-LSE
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Bar graphs in (a)–(c) show the evaluated adsorption energies of CO on the (111) plane of a randomly selected HEA201 at each on-top site of
the facet, edge, and corner, respectively. The atoms of the selected plane are numbered as shown in (d). For each adsorption site, from left to
right, the bar graph represents the adsorption energy obtained via direct evaluation using NNP (NNP direct), LSE-based prediction (LSE predict.),
DFT, and LSE-based prediction parameterized by DFT data (I-LSE predict.). (d) Color mapping of the LSE values of the atoms on the selected
plane and corresponding adsorption energies shown in (a)–(c), along with the RMSE values relative to the DFT results. The asterisk indicates that
the results of the structural optimization converge on the bridge site rather than the on-top site.
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method), the prediction error is halved to an RMSE of 0.234 eV.
This improvement arises because the LSEs are calculated from
the NPs before adsorption, thereby avoiding the systematic
overestimation of adsorption energy found in direct NNP
calculations, while retaining the efficiency of an LSE-based
framework.
3.3 Distribution of the adsorption energy on HEA NPs

Fig. 6(a) shows the 122 000 LSE values of 1000 HEA NPs for each
element and their total distribution. This distribution becomes
smoother and converges as the number of NP patterns
increases. The sum of all the elemental distributions shown in
gray in Fig. 6(a) can be considered as an indicator of the reac-
tivity of the entire HEA NP surface of the given elements. In the
monometallic system, the LSE ranged from approximately 0.2 to
1.2 eV. However, in the quintic HEA environment, these values
underwent signicant changes and ranged from approximately
−0.1 to 2.4 eV. The distribution of each element exhibited two
prominent peaks. For Pt and Pd, the LSE exhibited a major peak
near 0 eV (or a slightly lower energy), indicating improved
stability compared with that in the monometallic environment.
Second, the smaller peak remained nearly unchanged for Pd,
whereas the LSE range expanded by approximately 0.3 eV for Pt.
For Ir and Ru, the LSE values shied toward higher energies
compared with those in the monometallic systems. For Rh,
a slight increase in the LSE range was observed, lying between
those of the stable Pt and Pd groups and the less stable Ir and
Ru groups.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Fig. 6(b) presents the predicted adsorption energies of CO on
all the on-top sites of 1000 HEA201 NPs obtained using eqn (4)
with LSE values. The range of the on-top adsorption energy Ead
for CO in the monometallic system (Fig. 3) expanded by
approximately 0.8 eV, from approximately −2.0 to −1.2 eV to
−2.5 to −0.9 eV. This serves as an example of how adsorption
characteristics diversify in a quintic HEA environment. The
distribution of the adsorption energies for each element also
exhibited two prominent peaks. Next, we examined the differ-
ences between the elemental species. For Pd and Pt, the LSE
values were very close, but the range of adsorption energies was
broader on the high-energy side by 0.2 eV for Pt. Similar trends
were observed for Ir and Ru on the low-energy side. In the case
of Rh, a slight extension in the range of both the high- and low-
energy sides was observed compared with that of the mono-
metallic system. In particular, the adsorption energy was
concentrated in three adsorption site groups (corners, edges,
and facets) in the monometallic NP environment, but these
groups exhibited a broader range of values in the HEA NP
environment. This representation as a distribution can help
characterize and visualize the potential cocktail effect for effi-
cient screening of novel HEAs across the periodic table.
3.4 Universality of the LSE-based method

In this section, we discuss the universality of the LSE-based
prediction model constructed in this study. As described in
Section 3.1, due to the vastness of the chemical space for HEA
NPs, we restricted both the model construction and the target
NP shape to truncated octahedra. However, the LSE-based
Digital Discovery, 2025, 4, 738–751 | 743
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Fig. 6 (a) Distributions of 122 000 LSE values of all the topmost layer atoms of the 1000 structure-optimized HEA201 NPs for each element and
their sum, respectively. (b) Distributions of adsorption energies of CO for all the on-top adsorption sites predicted using the LSEs in (a) and eqn
(4). Solid lines represent the values for monometallic NP M201 (M = Ir, Pd, Pt, Rh, and Ru).
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model can be universally applied to any HEA NP shape,
provided the structure is given. This is because the universal
NNP is capable of evaluating atomic energies for the given
structure and thus computing the LSEs. The resulting LSEs can
then be fed into the LSE-based model—originally constructed
using monometallic data—to predict adsorption energies for
the given HEA NP.

To verify the shape-independence of LSE-based prediction
models, we evaluated its performance on two test sets: HEA146
in the form of a regular octahedron and HEA147 in the form of
an icosahedron, as shown in the respective subsets in Fig. 7(a)
Fig. 7 Universality of the LSE-based prediction model for CO adsorptio
adsorption energies from the NNP for all ontop sites on a regular octah
predictions for an icosahedron-shaped HEA147. The dashed lines represen
truncated octahedron NPs.

744 | Digital Discovery, 2025, 4, 738–751
and (b). These shapes were selected because they are among the
most prevalent geometries for fcc NPs. Fig. 7(a) and (b) present
the predicted CO adsorption energies from the NNP for all
possible ontop sites on the regular octahedron and icosahe-
dron, respectively. The corresponding LSE-based predictions
are represented by the dashed lines as a function of LSE. For
both NP shapes, we found clear correlations with the predic-
tions obtained from the LSE-based model. The RMSE were
0.156 eV for the regular octahedron and 0.142 eV for the ico-
sahedron, comparable to the RMSE of 0.150 eV achieved for
truncated octahedra. These results demonstrate that our
n energy across different HEA nanoparticle (NP) shapes. (a) Predicted
edron-shaped HEA146, plotted as a function of LSE. (b) Corresponding
t the LSE-based linear regressionmodel constructed for monometallic

© 2025 The Author(s). Published by the Royal Society of Chemistry
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predictive framework exhibits universality with respect to NP
shape within this scope.

It should be noted that while regular octahedra and icosa-
hedra showcase the applicability of the LSE-based method for
commonly explored fcc morphologies, many other potential NP
shapes and surface reconstructions remain unexplored in this
study. We focus here on the representative geometries to illus-
trate the applicability of the method, recognizing that
a comprehensive proof of “universality” would require testing
across more diverse crystal structures and potential defect sites
of the HEA NPs. These aspects, along with extensions to other
chemical compositions and surface features, are promising
avenues for future research.
3.5 Comparison with GCN-based prediction model

In this section, we employ a GCN descriptor—a scalar descriptor
similar to LSE—to construct a prediction model based on
monometallic data and compare its predictive accuracy. The
GCN descriptor quanties the environment of the adsorption
site by counting the coordination number of the nearest-
neighbor atoms, and it is dened in ref. 49 Following the
same approach used for the LSE-based predictive model of eqn
(4), we examined the correlation between CO adsorption ener-
gies on monometallic surfaces and GCN values. Linear regres-
sion models were then constructed for each element type. As
shown in Fig. 8(a), similar to LSE, a linear model accurately
represents the relationship, achieving a precision of approxi-
mately 0.06 eV. The parameters of the linear regression models
are summarized in Table 4 in Appendix section.

Subsequently, we applied these linear models to predict the
adsorption energies of the 20 HEA NPs presented in the Results
section to evaluate the prediction accuracy. As depicted in
Fig. 8(b), although the GCN-based predictions correlate with the
Fig. 8 (a) Adsorption energies of CO calculated using the NNP for each o
values. Solid lines represent the linear regressions of the adsorption energ
the GCN values. (b) Adsorption energies of CO calculated using the NNP
GCN values. The dashed lines represent the same linear regressions as in
edge, and corner CO adsorption sites, respectively.

© 2025 The Author(s). Published by the Royal Society of Chemistry
directly computed adsorption energies, the discrete nature of
GCN leads to variations of approximately from 1 to 1.5 eV even
for identical GCN values. The resulting RMSE was 0.278 eV,
approximately twice as large as that obtained using the LSE-
based predictions, indicating that GCN alone is insufficient
for capturing the environmental changes in multicomponent
systems. This trend is consistent with ndings reported by
Nanba et al.51 Nonetheless, future improvements may be
possible by combining GCN with other descriptors, such as LSE,
to enhance the predictive capabilities of monometallic data-
based adsorption energy prediction models.
3.6 Computational efficiency

Finally, we compared the computational performance of our
method with that of conventional approaches for obtaining
adsorption energy distributions. The time required to predict
the adsorption energies of CO at 122 000 sites across 1000
patterns of HEA201 using LSE was compared with the time
required for direct calculations using the NNP and DFT. The use
of the LSE eliminates the need for optimization of the adsorp-
tion structure for CO molecules. The computation times for the
NNP and DFT are presented in Table 1. The computation time
per structural optimization step with the NNP was approxi-
mately 1000 times shorter than that with DFT. However, as
mentioned in Section 3.4, performing direct structural optimi-
zations for 122 000 adsorption sites requires approximately 171
days using the NNP and 188 years using DFT. These lengthy
timescales were avoided by using the proposed method. The
most time-consuming process in our approach is obtaining the
LSE values through NNP structural optimization of 1000 HEA
NPs, which was completed in just 1.4 days. The signicant
reduction in the execution time for adsorption energy predic-
tions achievable with this method is expected to facilitate the
n-top adsorption site of monometallic NPs Mnwith respect to the GCN
ies of a COmolecule at the on-top sites of each monometallic NP and
for each on-top adsorption site of 20 HEA201 NPs with respect to the

(a). Circles, squares, and triangles at each datapoint represent the facet,

Digital Discovery, 2025, 4, 738–751 | 745
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screening of catalytic properties for HEAs with exponentially
large combinations using the entire periodic table as
candidates.
4 Discussion

We utilized the atomic energy obtained from the NNPs and
introduced ametric called the LSE, which represents the surface
energy per atom. Using the LSE, we determined the adsorption
energy of CO molecules on the top sites of IrPdPtRhRu HEA201
NPs with a large number of atomic combinations as a distribu-
tion (Fig. 6(b)). This approach offers a novel means of analyzing
the atomic energies to evaluate various adsorption energies in
multicomponent systems such as HEAs. The adsorption-energy
distribution obtained via LSE prediction can help efficiently and
effectively characterize and visualize unexpected cocktail effects
induced by the vast chemical space of HEA NPs.

Notably, our calculations solely considered the adsorption
energies on monometallic NPs and isolated multicomponent
NPs, without the need for a direct evaluation of the CO molec-
ular adsorption energy on the HEA. This approach enables the
evaluation of adsorption energies approximately 105 times
faster than direct DFT calculations, facilitating the visualization
of the cocktail effect. Regarding accuracy, a comparison with
DFT calculations revealed that the predictions based on the LSE
were nearly an order of magnitude larger than the chemical
accuracy, although they were not quantitatively accurate.
Nonetheless, the relative energies exhibited a similar trend,
indicating that qualitative comparisons that consider the
inuence of the surrounding environment on each element are
feasible. Consequently, this method can be employed as
a screening tool prior to applying DFT calculations or high-level
quantum chemical methods such as CC theory.

The LSE-predicted adsorption energies were highly accurate,
with an RMSE of 0.150 eV relative to the correct values, despite
their low cost compared with direct evaluations. However,
nonlinearity relative to the correct values was observed, indi-
cating nonlinear behavior with respect to the LSE. We intro-
duced a näıve method to capture this nonlinearity: nonlinear
regression between the directly evaluated CO adsorption energy
and the LSE. We modeled nonlinear regression with KRR and
the classical quantum hybrid algorithm QCL regression.
Learning the adsorption energies for only 732 sites for NPs in six
patterns of structures improved the resulting LSE predictions
thrice for the remaining 14 patterns tested for 1708 sites. The
constraint that the norm of the parameters in QCL regression
must equal 1 is expected to act as regularization. The results of
the KRR and QCL regression models indicated similar regula-
rization capabilities. Although our adsorption-energy correction
model does not inherently require quantum computing, its
utility may be extended to a wider chemical space and the
construction of models encompassing the entire periodic table.
Furthermore, in this study, the adsorption energies of quintet
systems were studied; it may be possible to systematically
increase the accuracy by adding binary and ternary adsorption
energies to the model.
746 | Digital Discovery, 2025, 4, 738–751
Finally, we discuss potential applications of the proposed
method for designing chemical reactions for catalyst and device
development. Previous studies examined the role of atomic
energy in increasing the accuracy and efficiency of NNPs and
validated atomic-energy mapping results.64,68–71 Recently,
studies have attempted to gain chemical insight from atomic
energies.72 However, to the best of our knowledge, the proposed
LSE prediction method is the rst to demonstrate that atomic
energy can serve as a descriptor for the efficient evaluation of
catalytic properties. Moreover, in contrast to atomic energies,
which are absolute quantities, LSEs are relative quantities and
are thus expected to be less sensitive to differences in compu-
tational methods, such as the treatment of basis functions and
inner-shell electrons. The proposed approach enhances chem-
ical reaction design—a crucial component of machine learning-
based material design—which has garnered signicant atten-
tion in the scientic community over the past few years due to
its promise to accelerate the discovery and development of
useful materials.73,74

5 Conclusion

We developed a computational methodology for predicting the
molecular adsorption energies on HEAs using the LSE
descriptor derived from the NNPs calculated atomic energies.
This method addresses the challenge of evaluating the vast
chemical space of HEAs due to their compositional diversity
and the computational expense associated with direct DFT and
NNP calculations. The LSE descriptor efficiently captures the
local reactivity of surface atoms, enabling rapid and accurate
prediction of adsorption energies across a wide range of HEA
congurations.

Our approach signicantly accelerates the computational
process, reducing the computation time from hundreds of years
with DFT and hundreds of days with the NNP to only a few
hours, which makes it a practical tool for materials discovery
and catalyst design. The adoption of nonlinear regression
techniques combined with advanced machine learning models,
such as KRR and QCL regression, has increased the accuracy of
adsorption-energy predictions, even in the face of the nonline-
arity inherent in multicomponent systems.

Building upon this work, future research can extend the
application of the LSE descriptor to other molecular species and
reaction systems, validating and enhancing its predictive
accuracy across a broader spectrum of catalytic processes.
Integrating the LSE descriptor with advanced machine learning
algorithms could facilitate large-scale screening of HEA
compositions, accelerating the discovery of optimal catalysts for
specic reactions. Moreover, combining the LSE descriptor with
additional descriptors, such as surface microstructural features
or GCN, offers the potential to further rene predictive accuracy
by accounting for local atomic environments in more
detail.10,11,49–56

In this study, we assumed that the HEA NPs have random
elemental congurations following a uniform distribution.
However, short-range order is also important in high-entropy
alloys.75–77 By combining our method with techniques for
© 2025 The Author(s). Published by the Royal Society of Chemistry
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quantifying short-range order using E(3)-equivariant graph
neural networks,78 we can potentially obtain more accurate
distributions of reactivity. This integration would allow us to
capture the effects of atomic arrangements more precisely,
leading to improved predictions of catalytic properties.

Moreover, this approach holds the potential to consider
more realistic environmental conditions, including the
behavior of catalysts in solution or under operational settings.
Incorporating factors such as solvent effects, temperature, and
pressure into the screening process would enhance the rele-
vance and applicability of the predictions, leading to more
effective and practical catalyst designs. Furthermore, applying
the LSE framework to other material systems, such as high-
entropy nitrides, oxides, and carbides, could further expand
its impact on materials design.

In conclusion, this research not only paves the way for rapid
and accurate computational screening of catalytic materials but
also sets the stage for developing computational tools capable
of handling the complexities of modern materials science—
particularly in the realm of high-entropy materials.
6 Computational details
6.1 Modeling

We modeled CO adsorption on the NPs, i.e., CO/Mn, using an
atomic simulation environment (ASE).79,80 The initial lattice
constants (LCs) of Mn were determined via bulk calculations.
For HEA201, the largest bulk was used as the initial LC. A 15 Å
vacuum region was inserted in all supercells tominimize cell-to-
cell interactions. The initial structures of CO/Mn and CO/HEA201
were derived by placing CO on the on-top sites of the optimized
structures of Mn and HEA201, respectively, with the distance
between the C atom and the adsorption-site metal atomM set as
2 Å.
6.2 NNP calculations

The NNP used was M3GNet, a universal NNP proposed by Chen
and Ong.36 This M3GNet NNP was trained on approximately 180
000 crystal environments at the PBE or PBE+U levels of theory
from the Materials Project,81 covering 89 elements. The crystal
structures of the bulk M = Ir, Pd, Pt, Rh, Ru were assumed to be
fcc. Although Ru exhibits a hexagonal close-packed form at
room temperature, Ru with an fcc structure can be created
using NPs.82 The atomic energy of the bulk fcc metal M was
determined using the energy corresponding to the minimum
Table 2 Atomic energies Ebulkatom and lattice constants (LC) of face-
centered cubic (fcc) bulk metals M (M = Ir, Pd, Pt, Rh, Ru), obtained
from M3GNet calculations and used for computing the local surface
energy (LSE). The atomic energies are theminimum values determined
by varying the lattice constant in intervals of approximately 0.01 Å

fcc bulk M Ir Pd Pt Rh Ru

Ebulkatom (eV) −8.941 −5.185 −6.069 −7.394 −9.305
LC (Å) 3.875 3.957 3.977 3.850 3.815

© 2025 The Author(s). Published by the Royal Society of Chemistry
value obtained when varying the LC of the material at intervals
of approximately 0.01 Å. The resulting atomic-energy values and
corresponding LCs are presented in Table 2. The Broyden–
Fletcher–Goldfarb–Shanno (BFGS) algorithm was used for
structural optimizations, with a maximum step of 0.005 Å. In
the CO/M and CO/HEA structural optimization calculations,
the M and HEA structures were xed as stable isolated systems.
Only the CO and adsorption-site atoms were relaxed, with the
constraint that the adsorbed molecules occupy the top site.
Structural optimizations were performed until the force acting
on each atom was 0.001 eV Å−1.
6.3 DFT calculations

The DFT calculations were performed using the Vienna Ab initio
Simulation Package (VASP), version 5.4.4.83–85 We employed the
PBE generalized gradient approximation functional as the
exchange–correlation functional.86 The core electrons were
treated using the projector-augmented wave method.87,88 Elec-
tronic structures were optimized using the blocked Davidson
iteration scheme within a spin-restricted approximation. The
cutoff energy for the plane-wave functions was set as 400 eV.
Atomic coordinates were optimized using a conjugate-gradient
algorithm with a convergence threshold of 0.01 eV Å−1.
6.4 GCN evaluations

The GCN descriptor is evaluated according to the following
equation, which is identical to the one dened in ref. 49.

GCNðiÞ ¼
Xni

j¼1

cnðjÞ
cnmax

: (5)

Here, i represents the index of the surface atom of the NPs. ni is
the coordination number of the i-th atom, and cnmax is the
coordination number of the i-th atom in its bulk environment,
which is 12 for FCC metals considered in this study. cn(j)
represents the coordination number of each of the ni atoms
coordinated to the i-th atom. In this study, GCN was evaluated
for structures optimized using the universal NNP M3GNet,
following the same procedure as for the evaluation of the LSE.
6.5 Nonlinear regressions

To capture the nonlinearity between LSE and CO adsorption
energy, we trained a nonlinear regression model using all
possible ontop adsorption sites (732 in total) from six randomly
selected HEA nanoparticles out of the 20 used for validating the
linear LSE-based model. For validation, all possible ontop
adsorption sites on the remaining 14 HEA nanoparticles were
utilized. KRRs were executed using scikit-learn version 1.2.2.89 A
Gaussian kernel was selected as the kernel function of the KRR.
The hyperparameters for each model were optimized over 100
iterations using a randomized search. QCL regressions were
implemented using scikit-qulacs version 0.5.0.90 Qulacs version
0.5.6 was used as the quantum-circuit simulator.91 The number
of qubits in the QCL regression model was 4. The number of
iterations of the parameterized variational quantum circuit of
the model corresponding to the weights of the neural network
Digital Discovery, 2025, 4, 738–751 | 747
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Fig. 10 Correlation between adsorption energies of a CO molecule
on monometallic NPs calculated directly via DFT and the LSEs corre-
sponding to each adsorption site. The CO adsorption energies for the
38- and 79-atom NPs, as well as the datapoints corresponding to the
hollow sites that converged on the Pd NPs, are shown as open
markers, as they were not included in the linear regression data points.
Circles, squares, and triangles at each datapoint represent the facet,
edge, and corner CO adsorption sites, respectively.

Table 3 Parameters a and b of the regression lines between the CO
adsorption energy and the local surface energy (LSE) for monometallic
systems, obtained using NNP and DFT methods. The values corre-
spond to Fig. 3 and 10, respectively, where NNP and DFT in paren-
theses indicate the method used to obtain these parameters

Ir Pd Pt Rh Ru

a (DFT) −0.639 −0.446 −1.073 −0.345 −0.041
a (NNP) −0.617 −0.692 −1.131 −0.441 −0.515
b (DFT) −1.782 −1.305 −1.521 −1.755 −2.012
b (NNP) −1.289 −1.165 −0.983 −1.234 −1.240
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was 6. The timestep for the time evolution operator in param-
eterized variational quantum circuits was set as 0.5. The BFGS
algorithm was used to update the parameters of the QCLmodel.

Data availability

The data and code required to reproduce the gures and tables
are publicly accessible on GitHub https://github.com/
TShiotaSS/lse. The datasets for this study are available on
Figshare at DOI: https://doi.org/10.6084/
m9.gshare.26973409.v2. They contain structural and
energetic information for both HEA and monometallic NPs.
The datasets also include adsorption energy data from
M3GNet and VASP calculations. The provided data includes
relaxed structures and DFT calculations performed at the PBE
level using VASP. Additionally, key descriptors such as GCN
and LSE from M3GNet are included. We modied the code to
extract the atomic energies from the pretrained M3GNet
model on Github at https://github.com/materialsvirtuallab/
m3gnet, which can be found at https://github.com/TShiotaSS/
lse/tree/main/scripts/m3gnet_each_atom_energy. The
implementation for QCL regression used in this study is
available at https://github.com/Qulacs-Osaka/scikit-qulacs/
tree/main.
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Appendix

Here, we summarize the parameters of the regression model for
adsorption-energy prediction using the LSE descriptor as well as
the results of the model accuracy validation. Fig. 9 shows the
parity plot of the training data and prediction results for the LSE
linear regression model presented in Fig. 2. The RMSE for
Fig. 9 Correlation between the adsorption energies of a COmolecule
on monometallic NPs calculated directly using the NNP and those
predicted through regression. Circles, squares, and triangles at each
datapoint represent the facet, edge, and corner CO adsorption sites,
respectively.

748 | Digital Discovery, 2025, 4, 738–751
predicting the training data was 0.035 eV. Fig. 10 presents the
regression results for the linear regression model between the
CO adsorption energies on monometallic NPs obtained via DFT
calculations and the LSE. Two datapoints corresponding to the
hollow sites that converged on the facets of Pd in 38- and 79-
atom monometallic NPs were excluded from the regression
model. For small NPs, the entire system tended to exhibit
molecular characteristics upon adsorption, making it difficult
for a simple regression model to capture these effects. However,
for larger NPs, a linear relationship with the LSE, similar to that
observed for the NNP, was conrmed. The parameters of the
regression models constructed using the adsorption energies
from both the NNP and DFT are presented in Table 3. Fig. 11
presents a parity plot of the prediction results for the data not
included in the training data for the nonlinear regressionmodel
of HEA NP adsorption energies evaluated directly using the
NNP. The prediction accuracies were 0.0580 and 0.0579 eV,
respectively, indicating that, as demonstrated in this study, the
regression models using KRR and QCL had comparable
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 11 (a) Comparison and (b) correlation between the adsorption energy predicted via LSE and the adsorption energy of CO/HEA201 directly
calculated using the NNP. We limit the comparison to 2440 sites, encompassing all on-top sites across the 20 structures. For each element (Ir,
Pd, Pt, Rh, Ru) for 14 patterns of IrPdPtRhRu HEA201 NPs, the energies are corrected using nonlinear regression models based on (c) KRR and (d)
QCL regression. These values are plotted against values directly obtained using the NNP, which serve as the standard for accuracy.

Table 4 Parameters a and b of the regression lines between the CO
adsorption energy and the generalized coordination number (GCN) for
monometallic systems. The values correspond to the lines in Fig. 8(a)
and (b)

Ir Pd Pt Rh Ru

a (NNP) 0.185 0.139 0.173 0.078 0.121
b (NNP) −2.766 −2.403 −1.073 −1.946 −2.371
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accuracy. Finally, the regression parameters of the GCN-based
prediction model are summarized in Table 4.
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