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Efficient evaluation of lattice thermal conductivity (k) is critical for applications ranging from thermal
management to energy conversion. In this work, we propose a neural network (NN) model that allows
ready and accurate prediction of the k_ of crystalline materials at arbitrary temperature. It is found that

the data-driven model exhibits a high coefficient of determination between the real and predicted «,.
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checking several systems randomly selected from previous first-principles studies. Most importantly, our

DOI: 10.1035/d4dd00286e model can realize high-throughput screening on countless systems either inside or beyond the existing
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1. Introduction

The lattice thermal conductivity (k) plays an essential role in
various application scenarios. For example, thermoelectric
materials require low «; to enhance energy conversion
efficiency,"™ while high «;, is needed to dissipate excessive
thermal energy in electronic devices.>” It is therefore extremely
important to discover or design specific systems with desired «;..
Theoretically speaking, the «; can be accurately calculated by
solving the phonon Boltzmann transport equation (BTE)°
within the framework of density functional theory (DFT), which
is however limited by high computational cost, especially for
systems with large unit cells and/or low symmetry. On the other
hand, although classic molecular dynamics (MD) simula-
tions'®" can deal with large-scale systems, their accuracy is
highly dependent on the choice of interatomic potentials.
Very recently, machine learning (ML) methods have attracted
considerable attention in predicting the «; of given systems
since they can deal with a huge search space at extremely low
computational cost.*>* For instance, Wang et al.** developed
various nonlinear regression ML models based on the «, of 5486
materials, which were computed by using the Automatic GIBBS
Library (AGL) method. They found that the eXtreme Gradient
Boosting (XGBoost) model exhibits the best prediction perfor-
mance, which is utilized to screen candidate thermoelectric
materials with ultra-low «;. By combining graph neural
networks and random forest algorithms, Zhu et al.’” predicted
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databases, which is very beneficial for accelerated discovery or design of new materials with desired «,.

the room temperature x;, of numerous inorganic compounds
directly from their atomic structures, and a set of rare-earth
chalcogenides were identified as a new class of promising
thermoelectric materials. After a thorough algorithm compar-
ison, Yang et al.*® found that Bayesian optimization® using the
Gaussian process allows for fast and accurate measurement of
k1, over a wide temperature range. In addition, Qin et al.** con-
structed fifteen ML models for accurate prediction of «;, where
the dataset consists of experimentally measured x;, of 350
different materials and the input features include 8 basic
properties of the compounds obtained from first-principles
calculations. It should be noted that most of these studies
were focused on the ;, at 300 K, which is not beneficial for the
discovery of systems with desired «;, in a wide temperature
range and large search space. Besides, some of the involved
datasets contain «;, calculated using semi-empirical models,
which may lead to insufficient accuracy of the derived ML
model. Moreover, to predict «;, in a high-throughput style, it is
necessary to adopt input features that can be readily obtained,
which is however less considered in previous studies.

In this work, using a dataset completely obtained from first-
principles calculations, we propose a neural network (NN)
model by which the «; can be readily obtained at arbitrary
temperature. The strong predictive power of our model is
demonstrated by good agreement between the predicted and
real k1, both inside and beyond the initial dataset. By leveraging
the established NN model, we give a high-throughput predic-
tion of the «y, of 32 252 compounds from the Inorganic Crystal
Structure Database (ICSD)* in a wide temperature range from
100 to 1000 K, where many promising candidates are quickly
identified for effective thermoelectric conversion or heat
dissipation.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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2. Methods

Our ML approach has been performed by adopting a NN algo-
rithm, where the fully connected pyramid architecture contains
an input unit, hidden layers, and the quantitative labels of «;, as
the output unit.>” To obtain an accurate NN model, the initial
dataset is randomly divided into training (80%), validation
(10%), and testing (10%) sets. The input features consist of 290
compositional descriptors derived from 58 elemental properties
of the constituent atoms, which can be readily generated by the
XENONPY package.’®*° As generally used in many ML methods,
all the feature values are scaled to a range of 0-1. During the
training process, the input unit receives the feature data, which
is then manipulated by three hidden layers, each containing 150
neurons. When the data are moved from one neuron to another,
their value will be multiplied by a particular weight parameter,
and all the neurons are activated with an Exponential Linear
Unit (ELU).** It should be noted that the NN algorithm allows
back propagation, which means that the weight and bias
parameters of each neuron are updated so that the loss function
can be minimized. To achieve the best prediction accuracy, the
hyperparameters are fine-tuned by adopting the Adam
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optimizer with a learning rate of 0.005. Meanwhile, the batch
size is set as 128 and a dropout of 0.2 is used for each hidden
layer.

3. Results and discussion

To construct a reliable dataset, we have collected the «;, of 103
crystalline systems at various temperatures (84-1200 K) from
the literature,®** which in turn leads to 1795 entries for the NN
training. It should be noted that all the «;, values were obtained
from accurate first-principles calculations by solving the line-
arized phonon BTE using an iterative process. Fig. 1(a) shows
the distribution of the 1795 samples, where we find that the «;,
value spans several orders of magnitude. For example, the «;, of
CsK,Sb (space group no. 225) is only 0.03 Wm ™ K ' at 1012 K.
In contrast, the «;, of SiC (space group no. 216) exceeds 5000 W
m ™' K !at 148 K. Besides, we see from the inset that most ; are
located in a narrow range of 0-10 W m ™~ K. Such an uneven
distribution of input data may adversely affect the training
process and thus the prediction accuracy of the NN model.
Therefore, instead of directly using the original «;, values, we
adopt their natural logarithms so that an approximate normal
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Fig. 1 The distribution of 1795 entries in the initial dataset according to (a) their lattice thermal conductivities and (b) the natural logarithmic
values. The inset of (a) shows detailed distribution for those with small .
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Fig. 2 The intuitive linear correlation between the real and NN-predicted lattice thermal conductivities (natural logarithmic values) for the (a)
training, (b) validation, and (c) testing sets.
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distribution can be obtained, as shown in the histogram in
Fig. 1(b).

It is well known that the input features play a crucial role in
determining the predictive power of the ML model. In the
present work, we adopt 290 compositional descriptors gener-
ated from 58 elemental properties of the constituent atoms. In
addition, the feature vector includes space groups of the
systems and temperature by default. By utilizing the training
and validation sets as benchmarks for hyperparameter tuning,
we establish a well-optimized NN model to rapidly predict the «,
of any given system at arbitrary temperature. Fig. 2(a) and (b)
respectively show the intuitive linear correlation between the
NN-predicted and real «;, (on the natural logarithmic scale) for
the training (1436 entries) and validation sets (179 entries),
where we see that all the data points are located around the
dashed line representing equality. Besides, the coefficient of
determination (R*) between the predicted and real In(k;) is
found to be 0.997 and 0.998 for the training and validation sets,
respectively. Meanwhile, the corresponding mean absolute
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errors (MAEs) are as small as 0.072 and 0.082 (note that the
involved In(k;) varies from —4 to 8). Even for the testing set (180
entries) that is not used during the training process, the NN
model can still give strong prediction accuracy. As illustrated in
Fig. 2(c), the R* between the predicted and real In(k) is as high
as 0.993 with a small MAE of 0.097. All these findings suggest
that the data-driven NN model is highly reliable and can be used
to effectively predict the «y, of crystalline materials.

Beyond the initial dataset, we have employed the NN model
to predict the xy, of 10 compounds that are randomly selected
from the literature, as shown in Fig. 3(a) in a temperature range
from 300 to 600 K. Although the values (40 entries in total) span
over several orders of magnitude, the NN-predicted «;, are in
good agreement with those obtained from first-principles
calculations.>*** For example, the room temperature k; of
AlVFe, (space group no. 216) is calculated to be 48.0 W m ™'
K ',* which almost coincides with our NN-predicted result of
48.1 Wm™ ' K. Besides, the k; of GaN (space group no. 186) is
predicted to be 102.5 W m~' K" at 500 K, which is close to the
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Fig. 3

(a) The NN-predicted k| (solid line) of ten randomly selected compounds beyond the initial dataset, plotted as a function of temperature.

For comparison, the results from first-principles calculations (dashed line) are also shown. The inset shows an enlarged view of those with ultra-
small k.. (b) The intuitive linear correlation between the NN-predicted k. and those from first-principles calculations.
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Fig. 4 The distribution of 32 252 systems in the ICSD according to their predicted lattice thermal conductivities (natural logarithmic values) at

different temperatures. The blue circles refer to the average values.
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calculated value of 100.0 W m ' K '.>’ At a higher temperature
of 600 K, the NN-predicted «y, of Cu,TiS, (space group no. 219) is
found to be 0.29 W m ' K !, which is almost identical to the
first-principles result of 0.28 W m ™" K .** To have a statistical
analysis, Fig. 3(b) shows the intuitive linear correlation between
the real and predicted values of «;, for these 10 compounds at
different temperatures. We see that all the data points are
distributed around the dashed line with a slope of 1, and the R
between the real and predicted «y, is as high as 0.997. All these
observations indeed substantiate the strong predictive power of
our NN model in evaluating the «;, at various temperatures.

As mentioned above, the input features for our NN model
can be readily obtained from 58 elemental properties of the
constituent atoms, which is very beneficial to predict «;, of any
crystalline system at negligible computational cost. For
instance, the ki, of 32252 systems in the ICSD can be quickly
obtained in a wide temperature range from 100 to 1000 K. Fig. 4
plots the distribution of these systems according to their pre-
dicted In(k;), where we see that the quantity of systems pos-
sessing lower «;, becomes increased while that with higher «;, is
decreased at elevated temperature. As a consequence, the
average In(k;) decreases with increasing temperature. Such an
observation is consistent with the general understanding that
the «;, is usually inversely proportional to the temperature for
most systems. More importantly, our high-throughput predic-
tion provides a good opportunity to discover new materials with
desired «;, that are suitable for different application scenarios.
For example, it is well-known that good thermoelectric mate-
rials require low ky, to enhance the energy conversion efficiency.
If we focus on room temperature, we find that 22050
compounds have ultra-small ;, in the range of 0.1-5 Wm ™" K.
Among them, 4957 systems exhibit moderate band gaps (0.1-2.0
eV), which implies that they could be possible high-
performance thermoelectric candidates. In particular, it is
found that 582 compounds are composed of non-toxic and
earth-abundant elements,*” which is strongly desirable and
highly competitive for thermoelectric applications. Table 1
summarizes some of these candidate systems, where the room
temperature ;. is further restricted to be lower than 0.15 W m ™"
K '. On the other hand, we see from Table 2 that there are 50
systems with very high «; (exceeding 300 W m " K™ ') at 300 K,
which are suggested to be very promising candidates for heat
dissipation. A typical example is the diamond with a NN-
predicted «;, as high as 2091.76 W m™" K, which is consis-
tent with that measured experimentally*® and further confirms
the reliability of our ML approach. It should be noted that we
focus on the systems with finite band gaps and the effect of
electron-phonon interactions is not considered. Besides, it is
surprising to find that some systems exhibit «;, even larger than
that of the diamond, such as C40s, (2148.42 W m™ ' K, space
group no. 194) and COs (3797.02 W m~ " K™, space group no.
216), which deserve further theoretical and experimental
investigations. It should be emphasized that although we are
dealing with room temperature, a similar picture can also be
found at other temperatures, as already implied in Fig. 4.

It is important to note that the above-mentioned 32252
systems all feature integer stoichiometry. Beyond the ICSD or

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 1 The 40 compounds screened from the ICSD with moderate
band gaps (in units of eV) and ultra-small «_ (in units of W m~* K1) at
300 K, which are desirable for thermoelectric conversion. The corre-
sponding space group is also shown

Compound Space group K1, Gap
Cs16016Zng 14 0.103 1.94
Fe,K;,04 92 0.105 1.29
I;0K,Sn, 140 0.106 1.50
Ca,Sn,Sr, 62 0.110 0.34
Csgl,4Sn, 225 0.113 0.12
Fe,Rb;5S, 64 0.113 1.34
CsgCu,K,046Si4 136 0.113 1.65
C12Cs4Fe; KoNpp 14 0.114 0.14
CrgFe,0;,Rb, 62 0.116 1.89
Cs,M06045 12 0.120 0.77
Fe,RbgS1 2 0.120 0.93
Cs,4S¢Ti, 36 0.121 1.70
Fe,Rb;5S:, 14 0.121 1.31
Cs6S,7Tig 146 0.124 1.45
BagCr ,0.3W, 194 0.125 1.75
BagCr,049 140 0.125 1.47
Cs,Li,Mn,0g 36 0.126 1.84
Fe10K14S20 15 0.126 1.02
Ba,Fe,Li,Ng 15 0.127 0.10
FegNa 4046 2 0.128 1.99
BasCry;Mo,0,5 194 0.129 1.12
Cr;5CsSg 12 0.132 0.71
Fe,Rb,S 63 0.134 0.25
BagCrsO46 62 0.135 1.75
Fe, KOs 8 0.135 1.27
BagCryNb,O,4 194 0.136 1.78
Fe,K,NagO,, 62 0.138 1.98
Fe KgOq9 14 0.138 2.00
Fe,K;,046 62 0.139 0.29
Fe,K4Na,0¢ 67 0.139 1.99
I¢Sng 12 0.142 1.70
Fe,KeOgq 12 0.142 1.80
Fe KgOq6 62 0.143 1.54
Fe,Na;,Sg 36 0.144 1.87
Fe,NagOq 9 0.145 1.10
Fe;oNagOqg 15 0.146 1.54
Fe,K;NaOg 164 0.147 1.40
Fe K5S12 14 0.147 1.25
Cs4Cu,Sq6 19 0.148 1.87
CuyK,036Tay, 53 0.149 1.44

other materials databases, it is possible to construct countless
samples with fractional stoichiometry by alloying or doping,
which provides additional degrees of freedom to tune the «;.
Within the framework of DFT, it is rather time-consuming or
even prohibitive to calculate the ;, of alloyed or doped systems
because very large supercells are usually involved. This is
especially the case for high-entropy materials, which hold
promise for various applications by selecting specific elements
and altering stoichiometry. Fortunately, such a challenging task
can be readily fulfilled by using our NN model since the
required 290 compositional descriptors are directly derived
from the 58 elemental properties of the constituent atoms.
Taking a binary system A,, B,, as an example, where the stoi-
chiometry w, and wg could be an integer or a fractional, if the
elemental properties of A and B atoms are respectively denoted

Digital Discovery, 2025, 4, 204-210 | 207
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Table2 The 50 systems screened from the ICSD with finite band gaps
and very high «,_(in units of W m~* K™%) at 300 K, which are desirable for
efficient heat dissipation. The corresponding space group is also
shown

Compound Space group K1,

B,N, 62 327.14
CSn 216 338.96
He 191 351.72
B,P, 186 359.27
C,N, 36 373.29
B,N, 9 378.98
B,N, 8 379.82
CHN 44 388.99
B;N; 160 413.05
SiSn 216 414.30
C,Si, 186 421.59
He 225 424.36
He 229 433.51
He, 194 438.02
B 166 449.77
BeSi 221 473.05
CN, 119 492.50
AsB,P 115 514.13
B1,C; 166 519.33
BP 216 537.37
Cie 194 547.26
CHN 107 550.65
Cie 62 603.44
Cie 67 605.57
B,N, 194 607.09
CSi 216 608.69
B,N, 187 618.17
B,N, 186 619.76
BSb 216 620.35
Cia 166 687.27
Cs 12 690.93
C40s4 198 749.25
Ciz 194 795.39
BN 216 816.54
Cs 65 896.92
B,C4N, 17 902.67
CRu 216 904.49
AsB 216 916.91
Cio 166 969.22
CGe 216 981.78
Cs 194 1176.85
Cs 206 1185.38
Cs 229 1192.31
Cy 139 1208.59
C, 166 1495.80
Cy 194 1635.08
BC,N 25 1912.43
C, 227 2091.76
C40s, 194 2148.42
COs 216 3797.02

by fa;andfs;(i=1,2,...,58), the 290 compositional descriptors
can be calculated using:

Jmax,i = max(fa, /) (max-pooling) (1)
Jmini = min(fA,iJB,i) (min-pooling) (2)
fSum,i = WAfA,i + WBfB,i (Weighted Sum) (3)

208 | Digital Discovery, 2025, 4, 204-210
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Javei = W;f}x,i + w;;fgj (weighted average) (4)

Seari = Wy (fA,f *favc,i)z + wy (fB,,- - favc‘;)2 (weighted variance)
(5)

where w, and wy, refer to the normalized composition summing
up to one. In other words, the NN model is applicable for any
compound with either integer or fractional stoichiometry,
which allows us to discover or design new materials with target
k1, in an even larger search space.

Although our NN model can be used to accurately predict the
k;, of any crystalline system at arbitrary temperature, it is
somewhat similar to a “black box” which is not beneficial to
understand the inherent physical mechanism. To address this
issue, we become aware that materials with lower «;, usually
have weaker chemical bonds, lower phonon frequencies, and
complex unit cells.**** In principle, such characteristics can be
described by two simple structural parameters, namely, the
average atomic volume (V,.) and the average atomic mass
(7Maye)- By respectively using V. and m,y. as the horizontal and
vertical coordinates, we plot in Fig. 5 the distribution of the
above-mentioned 32 252 compounds, where the corresponding
room temperature kp, (natural logarithmic value) is indicated by
a color scale. It is interesting to note that the distribution can be
approximately viewed as a triangle, where systems with low «p,
tend to be distributed in the upper right corner and those with
high «;, are more likely to be found in the lower left corner. The
physical origin is that a larger V,,. usually indicates longer
distances between atoms in a given system and thus weaker
bond strength, while heavier m,,. of the constituent atoms in
general corresponds to lower phonon frequency. It should be
mentioned that such kinds of systems also tend to have
complex unit cells. As a consequence, the systems with simul-
taneously large V,y and m,,. would exhibit small «;, and appear
in the upper right corner of the triangle. All these findings
demonstrate that our NN model has effectively captured and
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Fig. 5 The distribution of 32 252 compounds in the two-dimensional
space defined by the average atomic volume and average atomic
mass, where the color of the data points represents the NN-predicted
lattice thermal conductivities (natural logarithmic values) at 300 K.
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learned the inherent connection between the k; and the
fundamental structural properties of crystalline materials.
Accordingly, the predicted results are highly reliable and very
beneficial for accelerated discovery of promising systems with
desired «;, in a large exploration space.

4. Summary

In summary, using the NN algorithm, we propose a machine
learning model for rapid and accurate prediction of the «;, of
any crystalline system at arbitrary temperature. It is found that
the NN model shows strong predictive power in the training,
validating, and testing sets, as demonstrated by the high coef-
ficient of determination and low mean absolute error. By
leveraging such a data-driven model with physical intuition, we
give a high-throughput prediction of the x; of 32252
compounds in a wide temperature range from 100 K to 1000 K,
where many systems with ultra-small or extremely high «;, are
quickly identified. Our work not only enables accelerated
discovery of candidate materials with desired &y, but also
highlights their diverse applications such as thermoelectric
conversion and heat dissipation.
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