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ayesian optimization: a case study
in material extrusion

Jay I. Myung, a James R. Deneault,b Jorge Chang,a Inhan Kang,ac

Benji Maruyama d and Mark A. Pitt*a

Autonomous experimentation is a rapidly growing approach to materials science research. Machine

learning can assist in improving the efficiency and capability of experimentation with algorithms that

adaptively identify optimal design parameters that achieve one or more objectives in iterative, closed-

loop fashion. Optimization in additive manufacturing, which can be slow and costly because of its

complexity, stands to benefit greatly from such technologies. The present study demonstrates the

application of an algorithm (multi-objective Bayesian optimization; MOBO) that optimizes two objectives

simultaneously given multiple parameter inputs. The generality and robustness of MOBO are

demonstrated in repeated print campaigns of two different test specimens. The results push the

boundaries of integrating machine learning with autonomous experimentation for accelerated materials

development in additive manufacturing and related areas.
1 Introduction

Experimentation lies at the heart of scientic progress. Whether
one is interested in identifying the conditions that optimize the
growth and purity of carbon nanotubes in materials science or
understanding the neural basis of memory dysfunction in
psychology, experimentation is essential for advancing our
understanding in any eld. There has been a growing interest in
tools that can help rapidly accumulate information about the
phenomenon under study with the fewest possible number of
experimental observations. Computational methods such as
optimal experimental design1 and active learning2 in machine
learning can assist in improving the efficiency of experimenta-
tion and thus the quality of scientic inference.

Autonomous experimentation for materials discovery and
development is a rapidly-growing approach that was pioneered
by Maruyama et al.,3,4 who introduced an autonomous research
system (ARES), a research robot that taught itself to grow carbon
nanotubes at controlled rates. ARES autonomously designed
and conducted experiments, analyzed the results, and used AI/
ML (Articial Intelligence/Machine Learning) planning algo-
rithms to design new experiments. This closed-loop, iterative
research method has many advantages, including substantially
reducing the number of experiments and associated time
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–476
needed to achieve a research objective,5,6 thus freeing up time
for researchers to focus on higher level issues such as concep-
tualization and problem scoping.7

As illustrated in Fig. 1, an Autonomous Experimentation (AE)
system cycles through a series of iterative processes. Initialize:
the human researcher denes the research objectives and
species experimental constraints; prior knowledge can also be
provided if available. Plan: the selected AI planner uses prior
knowledge to design a subsequent experiment with the intent of
optimizing objectives and/or increasing the accuracy of the
predicting model. Experiment: the research robot carries out
the specied experiment, captures relevant information, and
performs characterization to generate useful results. Analyze:
the AE system updates its knowledge base using the experi-
mental results to plan for the next iteration, at which point the
AE system cycles back to the planning process and iterates until
Fig. 1 A schematic representation of a closed-loop Autonomous
Experimentation (AE) system. See the main text for the description of
each panel. Reproduced with permission from the publisher.7

© 2025 The Author(s). Published by the Royal Society of Chemistry
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done. Conclude: the iterative process terminates based on
conditions dened by the human researcher. Valuable infor-
mation can be extracted from the AE-generated knowledge base
including the trade-offs between the objectives.

Our labs have demonstrated the effectiveness and versatility
of the AE techniques for optimally designing experiments in the
domains of materials science4,8,9 and behavioral science.10–12

Building upon the success of these efforts, in the present study,
we extend the work to more challenging materials science
problems, with a particular focus on optimization of multiple
objectives for additive manufacturing.

Though still largely in its infancy as compared to conven-
tional manufacturing methods,13 additive manufacturing (AM)
is beginning to have transformative impacts in many industries
including automotive, electronics, aerospace, and medical, due
to the vast technological opportunities it offers.14 In general,
additive manufacturing, or 3D printing as it is more commonly
known, involves a sequential layer-by-layer approach to
component fabrication where material is deposited (added)
only where it is needed. This approach possesses many advan-
tages over traditional subtractive methods including reduced
waste, accelerated concept-to-production time, and much
greater freedom of design.15 However, one factor throttling
technological advancement and deterring industry adoption of
AM is the relatively low availability of high-performance feed-
stock.16 Indeed, the time and human labor investment required
to take an AM material candidate from concept to full-scale
production is daunting, particularly when one considers the
overwhelmingly complex and high-dimensional parameter
space associated with AM process optimization.17–19 To address
this AM materials development hurdle, we developed the
Additive Manufacturing Autonomous Research System (AM-
ARES) which harnesses machine learning (ML) techniques to
accelerate materials testing and optimization via autonomous
closed-loop experimentation. The physical setup of the AM-
ARES is shown in Fig. 2.
Fig. 2 Photos of a complete AM-ARES system (a), the syringe extruder
(b), and supporting syringe centrifuge (c) are shown. We purchased
a commercially-available FDM system and replaced the stock print
head with our custom-built syringe extruder (A) with an integrated
dual-camera machine vision system (E and F). Each camera is fitted
with LED light rings that can be individually addressed by AM-ARES
software through an Arduino light controller (C). A peripheral wet
sponge cleaning station (B) has been incorporated into the setup to
enable dispensing tip cleaning between each experimental iteration.
The use of disposable polypropylene syringes, which are clamped
securely into the extruder (D), reduces cost and encourages explora-
tion of diverse sets of materials.

© 2025 The Author(s). Published by the Royal Society of Chemistry
A primary purpose of the AM-ARES project is to integrate AI
decision-making into AM in order to accelerate materials
research and development so that we may realize the full
potential of AM sooner. Since the number of adjustable input or
control parameters for an AM system is large (5 or more), non-
iterative, combinatorial, or design-of-experiment print
campaigns to optimize them will be slow and labor-intensive,
especially against multiple research objectives. AM-ARES
reduces human manual labor by running new experiments
autonomously. It also alleviates human cognitive labor by
analyzing new results and using AI planners to design new
experiments toward a human-directed goal. These strategies
can greatly reduce development time and cost for the estab-
lishment of new feedstock and printers. Moreover, this vision is
completely aligned with the “Materials Genome Initiative”20 as
set forth by the US White House Office of Science and Tech-
nology Policy, which details strategies to accelerate materials
discovery by harnessing the synergy achieved when AI and
autonomy are integrated into the experimental process.

For our rst generations of AM-ARES systems, we opted to
employ a relatively straightforward syringe extrusion system
(Fig. 3) that is low-cost, open-source, and easily replicated. We
chose a syringe extrusion system in order to facilitate the
exploration of novel materials for AM. In our previous work,9 we
presented proof-of-concept real-world autonomous tuning of
four input parameters to quickly optimize the geometry of the
leading segment of printed lines using Bayesian optimization of
a single objective. The present study extends this work to multi-
objective optimization problems with more input parameters to
reect the reality of multiple objectives (e.g., accuracy and time
minimization) for additive manufacturing. Specically, we
employ multi-objective Bayesian optimization (MOBO)21 as the
planner in the AM-ARES workow (see Fig. 3) to evaluate its
Fig. 3 A simple overview of the closed-loop workflow specific to the
Additive Manufacturing (AM) implementation of ARES. Plan: the most
up-to-date knowledge base (containing sets of print parameter values
and their associated objective scores) is sent via a web server to the
planner. Based on the prior knowledge and the specific planner
strategy, a subsequent experiment is designed and parameter values
are returned to the AM-ARES system. Experiment: the new parameter
values are used by AM-ARES to generate machine code that instructs
the robot how to print the target geometry. Once complete, the
onboard machine vision system captures an image of the printed
specimen. Analyze: the AM-ARES system performs analyses based on
the human researcher's analysis selections. The analysis results are
then combined with the experimental parameter values and the
knowledge base is updated for the next iteration.

Digital Discovery, 2025, 4, 464–476 | 465
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ability to rapidly optimize two print objectives. The perfor-
mance of MOBO is assessed in relation to that of two bench-
mark optimization methods, multi-objective simulated
annealing (MOSA) and multi-objective random search (MORS).
Fig. 4 An illustration of the Pareto front and the expected hyper-
volume improvement (EHVI) algorithm for a two-objective maximi-
zation problem. The red circles represent a set of non-dominated
optimal solutions that define the current Pareto front with its associ-
ated hypervolume (red scratched area), whereas the yellow circles
represent dominated (non-optimal) solutions. The blue and green
squares are two candidate designs for the next experiment.
2 Multi-objective Bayesian
optimization

The goal of multi-objective optimization is to simultaneously
optimize two or more objectives in a high-dimensional design
space21 rather than optimizing each objective individually. For
example, in an AM experiment, one may wish to maximize the
similarity between a target object and an actual printed object
while also maximizing the homogeneity of printed layers. A
problem such as this is nontrivial to solve given that the likely
interdependent objectives must be optimized individually
without trading off one for another. That is, we are not to turn
the problem into a single-objective optimization problem by
dening some combined function (e.g., weighted linear
combination) of the objectives. Moreover, the solution to
a multi-objective optimization problem is generally not unique,
and consequently, the goal is to nd a set of optimal solutions
in a dened sense (rather than a single set of input conditions).

Concretely, suppose that a design vector x represents a set of
experimental parameters the values of which are controlled and
varied from one experiment to another. Further assume that we
have thus far made n sets of observations {(f1(xi), f2(xi),., fk(xi)),
i = 1, ., n} for k objectives. A subset of these observations that
are not dominated by any other feasible solutions constitutes
what is called the Pareto front, an example of which is shown by
the collective set of the red circles in Fig. 4 for a two-objective
maximization problem. A solution xa is said to dominate solu-
tion xb when the former is not worse than the latter in any of the
objectives while being better in at least one objective, e.g., fj(xa)
$ fj(xb) for all j's and fl(xa) > fl(xb) for some l. The points marked
by yellow circles in Fig. 4 are dominated by the Pareto optimal
solutions (red circles).

There are a number of machine learning algorithms that
have recently been proposed for multi-objective
optimization.22–25 In the present study, we chose to apply the
expected hypervolume improvement (EHVI) algorithm25 for
optimizing our AM experiments. Hypervolume refers to the
volume under the Pareto front.25–28 The main idea of the EHVI
algorithm is to identify, among a set of candidate designs, the
one that maximizes the hypervolume improvement, as illus-
trated in Fig. 4 for a two-objective case. For example, the blue
and green squares beyond the Pareto front in the gure are two
candidate designs that would be considered for the next
experiment. The EHVI algorithm measures the utility of
a design by its expected hypervolume improvement (light blue
or light green area). Between the two candidates, the algorithm
would select a set of design parameters corresponding to the
blue square given its larger hypervolume improvement. Within
this algorithm, each objective function is optimized based on
another machine learning algorithm known as Bayesian opti-
mization, to which we now turn.
466 | Digital Discovery, 2025, 4, 464–476
Many real-world optimization problems provide little to no
information about the underlying process (e.g., how print
inputs should be combined) that produces an outcome. Within
the optimization literature, this is referred to as black-box
optimization. Algorithms in this category focus on the inputs
(i.e., parameters) and outputs (i.e., objectives), making minimal
assumptions about their relationship. Bayesian optimization
(BO) is largely considered the most popular approach for black-
box optimization.29–36 Fundamentally, BO approaches have two
main components: a surrogate model and an acquisition
function. These two components interact in a closed loop where
the surrogate model approximates the input-to-output mapping
while the acquisition function navigates the topology of this
mapping to nd an optimum value.

Among surrogate models, Gaussian processes (GPs) are the
most popular choice due to their ability to approximate virtually
any function with minimal assumptions while providing addi-
tional information such as uncertainty and gradient informa-
tion.37 Additionally, GPs are exible, allowing the incorporation
of various assumptions by varying their components. In
a nutshell, a GP is a stochastic process where the marginal
distribution of any subset of points is Gaussian. To predict the
output ~f for an unobserved value X, the joint posterior distri-
bution for observed input D and output f can be dened as"

f
~f

#
� N

 "
mD

mX

#
;

"
KD;D KD;X

KX;D KX;X

#!
(1)

where m is a mean function (typically set to 0) and K is a sub-
matrix whose elements are given by a kernel function that
denes the covariance between points. The kernel function
denes the relation between points. While any function that
produces a positive denite (thus symmetric and invertible)
matrix can be used, in most applications it is typically inversely
© 2025 The Author(s). Published by the Royal Society of Chemistry
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related to the distance between two points. As a result, points
have a higher inuence on each other the closer they are. In
practice, the kernel function controls properties of the shape of
the GP (e.g., smoothness and slope). One of the most popular
choices is the Matern kernel, a generalization of the square
exponential kernel given by

Ki;j ¼ s2 1

GðvÞ2v�1

 ffiffiffiffiffi
2v

p

l
kxi � x

0
jk

2

!v

Kv

 ffiffiffiffiffi
2v

p

l
kxi � x

0
jk

2

!
(2)

where l (>0) and v (>0) are hyperparameters that control the
smoothness of the function, s2 is the average variance of the
function to the mean, and Kv is a modied Bessel function of
the second kind. In the present study, we use v = 2.5 (also
known as the Matern52 kernel), optimize the parameter l with
prior l ∼ Gamma(3, 6), and estimate the surrogate model from
all the experimental data.†

The acquisition function, the second component in BO,
leverages information from the surrogate model to steer the
optimization process toward the desired goal. Its role is to
estimate the value of probing an experimental design and
manage the trade-off between exploitation and exploration.
Typically, acquisition functions are based on statistics calcu-
lated from the surrogate model such as expected improvement,
condence bounds, and entropy among others.

As discussed earlier, our multi-objective Bayesian optimiza-
tion (MOBO) algorithm seeks to optimize hypervolume
improvement. Specically, we can compute the hypervolume
improvement (HVI) for the objective outcome vector yx =

{f1(x).fk(x)} of an arbitrary design x as the difference between
the volume with and without y added to the Pareto front P:

HVI(yjP) = HV(PWy) − HV(P) (3)

where HV is estimated using box decompositions (see Fig. 4). To
turn this equation into an acquisition function for x, we
consider the expected HV over the outcomes of x:

EHVIðxjGP; PÞ ¼
ð
HVIðyjPÞ

Yk
i¼0

pðyijx; GPiÞdy (4)

where yi = fi(x), GP = {GP1.GPk} is a collection of independent
GPs corresponding to each objective and p(yjx, GPi) is the
posterior probability of y under GPi.

In contrast to a urry of MOBO theories and algorithms that
have recently been proposed in machine learning, there are just
a handful of MOBO applications in substantive scientic elds.
They include multi-objective optimization of materials design
strategies for shape memory alloys and piezoelectric
compounds,38 optimization of materials discovery in a self-
driving laboratory,39 and multi-objective reaction optimization
in organic chemistry.40 Further, recent years have witnessed an
emergence of novel applications of MOBO to optimize print
parameters against multiple design criteria in additive
† The smoothness parameter value of n = 2.5 was chosen manually aer trying
several preliminary campaigns of printing experiments, whereas the
length-scale parameter l was optimized online jointly with the surrogate model
itself using Python's BoTorch package.

© 2025 The Author(s). Published by the Royal Society of Chemistry
manufacturing.41–43 The present work presents another
demonstration of the utility of MOBO-based experimentation in
the same domain. We bench-mark MOBO against simulated
annealing and random search, and we also introduce a novel
analysis method for evaluating algorithm performance.

3 Materials and methods

To promote versatility and encourage reproduction, we chose
the pervasive and economical “material extrusion” class of 3D
printing for our initial Additive Manufacturing (AM) ARES
systems as pictured in Fig. 2. Production of these systems was
expedited by purchasing and modifying commercially available
Lulzbot® TAZ Fused Deposition Modeling (FDM) 3D printers
(Aleph Objects, Inc., Loveland, CO, USA). We replaced the stock
FDM print heads on these printers with a custom-designed
volumetric syringe extruder (Fig. 2b) in order to facilitate
rapid exploration of diverse sets of materials candidates for
autonomous print optimization. In keeping with that policy, the
custom print head, which was constructed from both 3D-
printed and commercial off-the-shelf components, was
designed to accept inexpensive and disposable 10 mL poly-
propylene syringes (Norm-Ject® Manuf. #4100.X00V0) which
can be tted with an array of disposable dispensing tips. For all
of the work discussed here, we employed 0.43 mm (0.01700)
stainless steel dispensing tips (McMaster-Carr, Cat.
#75165A684). The custom print head was also tted with a dual-
camera machine vision system for closed-loop feedback; one
camera (ModelIDS UI1550SE-C-HQ with Opto Engineering
MC033X lens) mounted at an angle to provide real-time video of
the deposition process and another mounted normal to the
print surface at a xed offset from the deposition tip for inline
top-down analysis. Camera settings and the image processing
pipeline are described in the supplement.

Other hardware customizations were implemented to maxi-
mize experimental integrity including: a wet sponge tip cleaning
station to ensure each autonomous experiment began with
a clean and unclogged dispensing tip; a printer enclosure to
help mitigate the inuence of uctuating external environ-
mental conditions such as temperature, humidity, and air
currents; and an automated machine vision lighting system
(Arduino + LED ring lights) to dial-in optimal image capture
lighting conditions and prevent aberrations from room lights or
transient shadows. The Arduino Uno was connected to two
NeoPixel LED ring lights (one for each of the process and
analysis cameras). Each ring light ran on a 5 V power supply
directly from the Arduino board. Each ring light also received
a digital output from the Arduino board. These connections
were made using a breadboard. Finally, a 1000 mF capacitor was
connected in parallel to the 5 V power bus of the breadboard to
protect the LED light rings from inrush current when the
Arduino was powered on. Code constantly monitored the serial
input for recognized commands sent via USB serial communi-
cation from the AM ARES soware.

Our chosen material for these experiments was Alex® Acrylic
Latex caulk diluted with water at a caulk : water ratio of 3 : 1 (v/
v). The mixture was homogenized using a Thinky ARE-310
Digital Discovery, 2025, 4, 464–476 | 467
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Planetary Centrifugal Mixer at 2000 rpm for 3 minutes,
defoamed at 2200 rpm for 2 minutes, and then transferred to
a 100 cc syringe and capped for storage as stock supply. The
10 mL extruder syringes were lled via direct syringe-to-syringe
transfer (either freehand or using a Luer syringe transfer
coupler). Prior to mounting into the AM-ARES extruder, the
lled 10 mL syringes were spun in our custom syringe centri-
fuge (Fig. 2c) This step is crucial in order to consolidate all
entrained air at the dispensing end of the nozzle where it can be
carefully expelled. Indeed, any compressible gases present
within the volume of the syringe will have detrimental effects on
the responsivity of the material extruded as compared to the
movement of the syringe plunger.

Aer mounting the syringe in the AM-ARES system and
installing the dispensing tip, a semi-automated offset deposi-
tion routine is performed wherein a ducial mark is deposited
and used to determine the x, y, and z offsets between the
dispensing tip and the focal point of the analysis camera.
Additionally, prior to running a campaign of experiments, we
also run a semi-automated routine which measures the surface
contours of the build plate to within 10 mm over a 6 × 7 grid of
points. The resultant mesh is then used by the printer's rm-
ware to compensate for the non-planar surface contours of the
build plate in order to maintain the desired working distance at
every print location.

To prepare for an autonomous campaign of experiments, the
human researcher is responsible for providing the system with
a 2D target shape. For the work discussed here, the target
shapes were input as simple binary image les. Before each
experimental iteration, the soware creates a 3D model by
virtually extruding the 2D target shape in the z-direction by
a distance dened by the “working distance” parameter. The 3D
model is then converted into GCODE (i.e., “sliced”) using
“curaengine.exe”; a command line version Ultimaker's Cura
slicing soware.44 More detail on slicing will be provided later.

The human researcher also provides the system with the
total number of experiments to be run, the number of warm-up
experiments (to ensure steady-state conditions), and the
number of pseudo-random seed experiments. A typical
campaign comprised of 115 total experiments would include 10
warm-up experiments and 5 pseudo-random seed experiments,
leaving a net sum of 100 autonomous experiments. It is
important to note that the warm-up experiment results are
excluded from the planner's prior knowledge. Next, the human
researcher selects the specic planner to employ for the
campaign (e.g., remote BO, remote SA, local random) and
species which print parameters are to be controlled by the said
planner.

The six planner-controlled print parameters, which were
continuous over the range of each parameter, were

(1) Extrusion multiplier [range = 0.400–1.000]: scales the
volumetric owrate of extruded material during a print move
(aer priming) where 1.000 would be the theoretical ideal, <1.0
would result in under-extrusion, and >rbin 1.000 would result in
over-extrusion. The target volumetric owrate “Q” is dened as

Q = EM × WD × LW × v (5)
468 | Digital Discovery, 2025, 4, 464–476
where EM is the extrusion multiplier, WD is the working
distance (distance between the dispensing tip and the build
plate), LW is the line width (dened below), and v is the velocity
or print speed.

(2) Prime distance [range = 0.001–0.200 mm]: species the
distance to depress the plunger prior to commencing a print
move in order to establish a baseline pressure in the syringe.

(3) Prime delay [range = 0.000–3.000 s]: the wait time
between completion of priming and commencement of a print
move; this provides an opportunity for the material to reach and
adhere to the build surface before motion begins.

(4) Print speed [range = 0.050–4.000 mm s−1]: the target
absolute lateral velocity of the dispensing tip with respect to the
build plate while depositing material (subject to acceleration,
jerk settings).

(5) Z-Hop [range= 0.000–2.000 mm]: this parameter controls
the distance, if any, the dispensing tip is raised and lowered
between distinct print moves. At the end of an individual print
move, the syringe plunger is retracted and the dispensing tip is
raised up by the specied Z-Hop distance in order to overcome
the adhesive bond that sustains a connective strand of material
between the dispensing tip and build plate. Not only can this
prevent stringing artifacts, but it also prevents the dispensing
tip from contacting previously deposited material during travel
moves.

(6) Line width [range = 0.100–0.500 mm]: not only is this
parameter used in calculating the volumetric ow rate during
a print move but it also denes the pitch for concentric lines.

Once planner-controlled parameters have been designated,
the human researcher has the option to dene values for the
remaining xed-value parameters. For each experiment, AM-
ARES generates a Cura-specic settings le containing the
current values of both the controlled and xed parameters. This
settings le is used by curaengine.exe, along with the afore-
mentioned 3Dmodel, to generate the GCODE necessary to print
the specimen. Finally, before initiating the campaign of exper-
iments, the human researcher selects the analysis routines that
are to be performed at the end of each experiment.

In addressing campaign logistics, the AM-ARES soware
analyzes the GCODE that was generated to determine the build
plate area required for each specimen. By calculating these
specimen extents, the soware is able to divide the build plate
into a grid of cells where each cell is available for a single
experiment. As the campaign progresses, each used cell is
agged in order to avoid repeated use of the same cell.

Before running each experiment, AM-ARES runs through
a series of actions to ensure the dispensing tip is restored to
a clean and unobstructed state. First, the tip is wiped multiple
times on the build plate to remove any excess oozed material.
Next, a tip cleaning routine is run using the wet sponge located
at the front-le of the build plate (Fig. 2a–B). Aer cleaning, the
tip is inserted into the sponge where it is allowed to soak for
a short period (10 s typ.) to ensure any dried material is loos-
ened from the tip interior. Finally, a skirt feature is deposited
along the periphery of specimen to purge the dispensing tip
immediately prior to printing the specimen.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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‡ Our implementation of MOSA used an initial temperature T = 100 and cooling
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Immediately aer depositing the specimen, the system uses
the x, y, and z offsets to switch from the deposition head to the
analysis camera. A top-down image of the specimen is captured
and passed to the analysis routine selected during campaign
setup. For the multi-objective work presented here, we chose to
use an analysis routine that returned both a similarity score and
a print time score. The similarity score was determined by
comparing the thresholded binary specimen image to the same
2D target image that was used to generate the specimen
GCODE. The specic similarity scoring algorithm is as follows:

(1) The images are scaled such that they have the same
dimensions (e.g. 600 × 600 px).

(2) A “difference image” is calculated by subtracting the
binary target image from the binary specimen image.

(3) We calculate the average pixel value for the binary target
image.

(4) We calculate the average absolute pixel value for the
binary difference image.

(5) Similarity score is calculated as shown in eqn (6).

Similarity ¼ avgtarget � avgdiff:

avgtarget
(6)

Calculating a score representing the time taken to print
a specimen is non-trivial since the relationship between several
of the print parameters and the elapsed print time is non-linear.
In the most pronounced case where we consider the elapsed
print time as a function of print speed, the relationship is
represented by a power function of the form

te ¼ Aþ B

1þ ðCvÞD (7)

where te is the elapsed print time, v is the print speed, and A, B,
C, and D are constants. The consequences of this print speed vs.
print time relationship are that small print speed changes result
in very large print time changes in the low-speed regime
whereas very large print speed changes result in very small print
time changes in the high print speed regime. Hence, in order to
ensure the planner's decision-making process remained unbi-
ased, we implemented a power function transform to approxi-
mate a linear response to those parameters which inuence the
elapsed print time. Our transform formula is generalized as

Time score ¼
"�

S þ 1

S

��ðt�tminÞ
�
�
S þ 1

S

��ðtmax�tminÞ
#P

(8)

where t is the elapsed print time, tmin and tmax are the empiri-
cally measured minimum and maximum possible print times,
respectively, and S and P are constants. Additional information
about the above formula is presented in the supplement, where
the values of the constants employed in the present study are
provided along with a graph depicting how print time is related
to the time score.

Aer the completion of each printing experiment, AM-ARES
appended the combined analysis results and corresponding
experimental parameter values to the campaign knowledge
base. For both MOBO and MOSA, the updated JSON-formatted
© 2025 The Author(s). Published by the Royal Society of Chemistry
knowledge base was sent to a remote server-hosted planner
through an online API developed in Python Flask. The API
parsed the JSON data and sent it to one of the planners (MOBO,
MOSA, MORS). Aer the planner received the data, it rst
standardized the design parameters with zero means and unit
variances before determining a new set of design parameters to
be used in the next experiment. The new design parameters
were then rescaled back to their original ranges and sent to AM-
ARES along with diagnostic data such as the output of the
acquisition function, the estimated hyperparameters, and the
predicted mean and variance associated with the candidates.
Once received, the next autonomous experimentation cycle
began. To facilitate design optimization with MOBO, we used
Python's BoTorch package, which took advantage of the graphic
processing unit (GPU) cards on the server. Thus, AM ARES and
the GPU server interacted over the course of a campaign
through the network connection.
4 Results

We compared MOBO with two competing optimization
methods, Multi-Objective Simulated Annealing (MOSA) and
Multi-Objective Random Search (MORS). MOSA‡ is a variant of
traditional simulated annealing,45 a widely used method for
maximizing an objective function, while MORS provides an
algorithm-free baseline. MOBO should best both of these if it is
indeed superior in achieving the goal of mapping the Pareto
front. Two studies were completed wherein each of the three
searchmethods was tasked with optimizing print conditions for
challenging single-layer print specimens. The two specimens
chosen were the logo of the United States Air Force and another
specimen called the 2D Test Specimen (2DTS) that were
designed with a variety of features known to be challenging for
the as-congured AM-ARES system. Example printed images of
the Air Force logo and the 2DTS are shown in Fig. 5.
4.1 Simulations

We rst conducted a computer simulation study to evaluate
optimization performance of the three algorithms on two toy
problems from the multi-objective literature, so as to ensure
that the algorithms work as intended. Because it is likely that
the performance of optimization methods depends on the
complexity of the print problem, simulations were conducted
with two synthetic objective functions that varied in difficulty.
The results are shown in Fig. 6. Each curve represents the mean
hypervolume improvement over 10 campaigns with 100 exper-
iments, with the shaded band showing ± 1 SD from the mean.

When the objective functions were relatively simple and easy
(Fig. 6A) with each function having a single global optimum
without local optima, MOBO slightly bests MOSA and MORS,
which overlap each other. When the objective functions were
more challenging (Fig. 6B) with multiple global optima and
a single global optimum at the boundary of the design space,
factor l = 0.9 for all experiments shown.
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Fig. 5 Images of four completed experiments, two of each specimen
type. The gray area represents the target region to print. Red and
orange denote specimens inside and outside of the target, respec-
tively. The similarity score in eqn (6) was computed from such images.

Fig. 6 Simulation results of multi-objective optimization in two toy
problems. The y-axes are normalized with the value of 1 (0) corre-
sponding to the maximum (minimum) possible hypervolume. (A) An
easy case in which the two objective functions to be optimized have
a single global optimum. (B) A challenging case in which one objective
function has multiple global optima and the other has a single global
optimum at the boundary. Each bold line represents the mean aver-
aged over 10 campaigns with 100 experiments per campaign. The
shaded band shows one standard deviation from the mean. The three
algorithms are multi-objective Bayesian optimization (MOBO), multi-
objective simulated annealing (MOSA), and multi-objective random
search (MORS).
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the algorithms differentiated themselves rapidly.§ By the 10th
experiment, hypervolumes of the functions are well separated,
which continues through about experiment 20. Notably,
MOBO's hypervolume increases at a much faster rate than
MOSA and MORS through experiment 30. When the search
objective is challenging, MOBO explores the trade-off between
two objective functions much more efficiently than the other
algorithms, achieving a much higher hypervolume in fewer
experiments. When the objective is simple, a sophisticated
search algorithm like MOBO is underutilized, delivering
performance no better than simpler alternatives.
4.2 Air Force logo printing campaigns

To ensure the reliability of the empirical results, ve campaigns
of 100 autonomous experiments were run with each of the three
algorithms. The two objectives being optimized were the simi-
larity (proportion of the overlap between the binary target image
and the binary printed specimen image) and the time score (a
normalized inverse-transformation of the overall print time. See
the Materials and methods for further details). The objective
scores for a representative MOBO campaign are plotted in Fig. 7
and illustrate the progression of experiments in the AM-ARES
system. Knowing that BO functions in either exploitation or
exploration mode, we are able to interpret these results and
speculate on the strategy of the MOBO planner throughout the
campaign. The rst ve experiments shown in the plot utilize
pseudo-random parameter values to seed the campaign.
Experiments 6–13 strongly favor similarity over time, while
§ The two objective functions for the easy case in Fig. 6A are the McCormick
function46 and the Matyas function,47 both with a single global optimum. The
two objective functions for the challenging case in Fig. 6B are the Branin
function48 with three global optima and the Currin function with a single global
optimum at the boundary.49

470 | Digital Discovery, 2025, 4, 464–476
MOBO explores the parameter space to learn the specic
inuence of the various parameters. At experiment 14, we start
to see improvement in the time score and MOBO shis
primarily into exploitation mode where relatively high scores
are simultaneously achieved for both objectives and their values
uctuate minimally through experiment 46. Experiments 47–65
seem to demonstrate a shi in priorities as a decrease in time
scores coincides with a slight increase in similarity scores.
Finally, the large uctuations over experiments 66–105 suggest
that MOBO has exhausted its exploitative approach and has
decided to switch to exploration, wherein new local maxima are
sought in previously unexplored regions of the parameter space.

Algorithms were evaluated and compared using multiple
measures to obtain a comprehensive understanding of perfor-
mance. We begin by assessing MOBO on normalized hyper-
volume. Fig. 8A shows the increase in hypervolume aer each
experiment. Each curve is the mean of ve campaigns with
about 100 experiments per campaign. The shaded band is one
Fig. 7 Objective scores for a representative multi-objective Bayesian
optimization (MOBO) campaign show the progression of experiments in
AM-ARES. The first five experiments utilize pseudo-random parameter
values to seed the campaign and experiments 6–105 are MOBO-driven.
See the main text for a summary and interpretations of the results.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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standard deviation from themean. The results show that MOBO
decisively outperforms MOSA and MORS. The hypervolume
reaches a higher asymptote at a faster rate under MOBO than
both benchmarks. Further, MOBO's superior performance is
robust, exhibiting very low variability and thus yielding a mean
curve that is outside the band of its closest competitor, MOSA.

The informativeness, or information gain, of an algorithm's
hypervolume improvement depends on the efficiency of
sampling the Pareto front. The algorithm should concentrate its
exploration of the input space on the regions that are most
Fig. 8 (A) Performance comparison among the three algorithms in the
Air Force logo printing campaigns. Each bold curve shows the mean
averaged across 5 campaigns per algorithm type, with ∼100 experi-
ments in each campaign. The shaded band shows one standard
deviation from the mean. (B) Quality of Pareto optimal solutions from
the ten campaigns in panel A. The blue curve with dots, the orange
curve with asterisks, and the green curve with diamonds represent
results from the first MOBO, MOSA, and MORS campaigns, respec-
tively. Each point on a curve represents the proportion of designs that
achieved the hypervolume level on the y-axis or higher. For example,
the left-most blue dot shows that MOBO achieves the hypervolume of
0.602 with 8.6% of the non-dominated experiments. The second blue
dot includes more experiments that are not dominated by the other
experiments other than the first set of non-dominated experiments.
These additional experiments achieve the hypervolume of 0.585. The
positions (values) of the other blue dots and yellow asterisks were
obtained in the same way. See Algorithm 1 for further technical details.
Results for the other four campaigns per algorithm type are shown in
blue, orange, and green curves without dots, asterisks, and diamonds
for visual clarity. The black arrows show the performance comparison
between MOBO and MOSA for a given hypervolume of 0.5; more than
40% of the design samples achieve the hypervolume of 0.5 or higher in
MOBOwhereas it was only about 20% of the design samples in MOSA.
(C) The empirical Pareto fronts from three selected campaigns, one
per algorithm type. Shown in the insets are five sample prints for
MOBO. Larger, high-resolution images overlaid on the target region
are shown in Fig. 5.

© 2025 The Author(s). Published by the Royal Society of Chemistry
promising for nding new combinations of the two objectives
that dominate (have higher objective scores than) previous
experiments. Fig. 8C shows both objective scores for each of the
three algorithms over a single campaign. Note that the distri-
bution of objective scores differs greatly across algorithms. For
MORS, the distribution is almost bimodal along the similarity
objective, with hypervolume values below 0.4 (many stacked at
0) or widely distributed above this value. MOSA exhibits
a similar distribution, although as a group it contains higher
time scores. MOBO, in contrast, has a number of points in the
upper right that together dene a Pareto front, suggesting that
its search is more efficient and informative. We examine each of
these qualities in turn.

We quantied algorithm efficiency by measuring the
quality of its solutions in a campaign. In practice, we want to
nd as many optimal and nearby sub-optimal scores (which
can be potentially as good as those in the estimated Pareto
front) as possible to be condent in the algorithm's solution.
The greater the concentration of points in this region, the
more well-dened the front. The analysis can be conceptual-
ized as layers of an onion. Imagine an onion centered at the
origin (0, 0) of the solution space in Fig. 8C. Because the
similarity and time scores are scaled between 0 and 1, our view
in the graph can be thought of as one quarter of the onion. The
Pareto front obtained at the end of a campaign (which we will
call the ‘rst’ Pareto front) forms an arc connecting the
observations that constitute the largest possible radius; this
arc of points corresponds to the outermost layer of the onion.
These points, which are not dominated (i.e., not exceeded) by
any others, are then counted and their combined hypervolume
is computed. Next, these design points are removed (the rst
and outermost layer of the onion is peeled off) and those
remaining dene a second Pareto front, which corresponds to
the new, outermost layer of the onion. Again, the number of
points that form the front is counted and its hypervolume is
computed. This peeling-off process repeats until all points are
assessed and counted, the formal steps of which are described
in Algorithm 1.

To generate the Pareto front plots in Fig. 8B for the Air Force
logo printing campaigns and in Fig. 9B for the 2D Test Specimen
printing campaigns, discussed in the next section, we used the
“peeling-the-onion” strategy presented in Algorithm 1. Formally
speaking, the algorithm comprises ve steps: (1) we start with the
set A1 of objective scores of all design samples obtained from
a campaign; (2) nd the set of non-dominated designs J 1; (3)
count the number of elements N k¼1 in the set and compute its
hypervolume H k¼1; (4) dene a new setA2 by excluding J 1 from
A1 (i.e., A2 ¼ A1\J 1); (5) we repeat this procedure with Ak, J k,
N k, and H k for k = 1, 2, . until Ak becomes empty ðAk ¼ fÞ.
Aer the procedure described above, we compute the cumulative
number Ck of design samples for each of the k-th Pareto front. For
k= 1, it is simply the number of design samples in the rst Pareto
front ðC1 ¼ N 1Þ. For k = l, it is the sum of the number of design
samples removed at steps k = 1, ., l ðCl ¼

Pl
k¼1

N kÞ. Finally, we
plot Ck (but as proportions with respect to the total number of
experiments conducted) on the x-axis against H k on the y-axis to
generate Fig. 8B, and similarly, Fig. 9B.
Digital Discovery, 2025, 4, 464–476 | 471
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Fig. 9 (A) Performance comparison among the three multi-objective
optimization algorithms in the 2-D test specimen (2DTS) printing
campaigns. (B) Quality of Pareto optimal solutions from the ten
campaigns in panel A. (C) The empirical Pareto fronts from a selected
campaign per each algorithm type. Shown in the insets are four sample
prints for MOBO. Larger, high-resolution images overlaid on the target
region are shown in Fig. 5. For an interpretation of the data in each plot,
see the discussion of the logo results in the caption of Fig. 8.
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The results of this analysis are shown in Fig. 8B, with the
curves describing the results for the ve campaigns. The
thickest lines denote the rst campaign. To the extent there are
non-dominant points, there will be more than one Pareto front.
Together they form a function, the slope of which describes the
compactness, or distribution, of fronts. Shallow slopes describe
fronts that are closely packed, whereas steep slopes indicate
fronts that have greater separation from one another. We focus
on MOBO and MOSA because they are the most competitive.
The number of dots along each function species the number of
hypervolumes (fronts) computed, which is similar for both
472 | Digital Discovery, 2025, 4, 464–476
algorithms (MOBO: 14, MOSA: 13). What differs between them
is their distributions. Although both functions start at a similar
hypervolume (e.g., 0.602 vs. 0.563 for MOBO and MOSA,
respectively), their trajectories differ. The slope of the MOBO
function is shallower, with adjacent hypervolumes not differing
much from each other. The slope becomes steep only when
hypervolumes are low; note that there are very few hyper-
volumes below 0.3, indicating that MOBO, on the whole, rarely
chose designs that yielded a low hypervolume. In contrast,
successive fronts for MOSA drop more rapidly in hypervolume,
resulting in a function with a steeper slope. Further, the rela-
tively even spacing of the fronts along the function reveals that
MOSA sampled regions of the design space that yielded low
hypervolumes just as much as it sampled regions that led to
medium and high hypervolumes. This difference between the
two algorithms is replicated across campaigns, as the separa-
tion of the orange and blue functions shows.

The above efficiency analysis describes the thoroughness
with which the algorithms trade off the two objectives to dene
the Pareto front. Their differences can be understood further by
comparing the algorithms for a given hypervolume. The black
arrows in Fig. 8B show the comparison between MOBO and
MOSA with the hypervolume of 0.5 as a criterion; more than
40% of the design samples achieve the hypervolume of 0.5 or
greater with MOBO whereas only about 20% reached this level
with MOSA. Similarly, large differences are found for other
hypervolumes. What these observations mean is that MOBO
searches the design space selectively and intelligently, probing
potentially promising new regions experiment aer experiment
based on what it has learned, which leads to an efficient
mapping of the Pareto front in under 13 hours in the AM-ARES
system.

A desirable byproduct of MOBO's efficiency in the current
context is that, with a large enough campaign, the Pareto front
describing the trade-off between the two objectives can be
drawn. Returning to Fig. 8C, the insets in the gure are printed
logos from ve experiments that show differences in quality
(similarity) and print time, providing additional evidence that
the algorithm works as intended. The trade-off is visible in the
three right images. Moving from the top to the bottom, one can
see that faster print speed trades offwith logo quality (notice the
difference in the fullness and denition of the wings). MOBO
identies the relation between input parameters and objective
scores that generate the front. This information puts
researchers in a position to formalize the association, thereby
creating a quantitative description to use for achieving one's
printing objectives.
4.3 2D test specimen (2DTS) printing campaigns

Fig. 9 contains the results from a second study that we con-
ducted to assess the generality of the results from the Air Force
logo printing campaigns discussed in the preceding section.
The shape was customized to be challenging to print. The
outcome is qualitatively the same. MOBO's greater efficiency
leads to a larger nal hypervolume and a more well-dened
Pareto front. The results differ from the previous study in that
© 2025 The Author(s). Published by the Royal Society of Chemistry
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the difference between MOBO and MOSA is smaller. This could
be attributed to an expected increased difficulty with respect to
similarity scoring and an unexpected decreased difficulty with
respect to print time scoring as compared to the Air Force logo.
Indeed, there seemed to be an anisotropic bimodality in the Air
Force logo case that is much less pronounced for the 2DTS
shape due to shiing of the higher-performing data points
along the similarity score axis.

5 Discussion

The overarching goal of our research is to integrate articial
intelligence and machine learning in order to increase the
capabilities of autonomous research systems (ARES) in mate-
rials development and discovery. The particular purpose of the
present study was to explore the application of Bayesian opti-
mization to simultaneously optimize multiple objectives of an
AM process in a complex and high-dimensional parameter
space. AM-ARES, assisted by the multi-objective Bayesian opti-
mization (MOBO) algorithm, succeeded in identifying a set of
six parameter values that optimize two printing objectives
(similarity, time score) in less than 100 experiments. MOBO's
performance exceeded that of two comparison algorithms, and
the generality and robustness of MOBO were demonstrated in
repeated multiple print campaigns of two different test
specimens.

This work, while highly encouraging, explores only a small
fraction of the possible applications of AI in the eld of AM.
Although our experimental platform employs a volumetric
syringe extrusion system, there are many other types of AM
systems that fall into the same materials extrusion category,
such as fused deposition modeling (FDM). There are numerous
other categories of AM technologies that stand to benet from
closed-loop autonomous experimentation including powder-
bed fusion, material jetting, and vat polymerization. We have
also limited our scope to only exploring an underlying compo-
nent of extrusion-type 3D printing, i.e., a single layer, which
reduces the number of potential parameters available for opti-
mization. We chose this crawl-before-you-walk approach in
order to gain important foundational insight into the imple-
mentation of BO in real-world additive manufacturing systems.
Indeed, for most types of 3D printing, a complete 3D compo-
nent is comprised of hundreds, if not thousands, of individual
layers built one upon the other. Hence, the overall quality of
a 3D component is heavily reliant upon the quality of each
individual layer. In opting to analyze single layer prints, we have
also made it possible to employ a somewhat simple feedback
mechanism in the form of single images. Not only does this
lower the barrier to access for others to pursue this work, but it
also enables low-cost duplication by students, hobbyists, etc.
Who may not have access to expensive characterization equip-
ment. Certainly, more comprehensive and sophisticated studies
can be carried out by incorporating expensive equipment and
more advanced analysis soware, and this has been
demonstrated.5

Another topic to pursue is transfer learning. Can an articial
agent like MOBO, which has learned one task, transfer the
© 2025 The Author(s). Published by the Royal Society of Chemistry
acquired knowledge and strategies to a different task in order to
learn faster? For example, a 2D printer that learned to optimize
print conditions for the Air Force logo would subsequently learn
to print the 2DTS more efficiently, i.e., in fewer experiments.
One way to answer this question in the current study without
testing it explicitly is to assess whether optimized inputs are
similar across the two objects. If they are, it is reasonable to
infer that such transfer of learning would be found. The two
objectives, similarity score and time score, should be largely
independent of the object being printed. Optimal settings are
therefore likely to be similar across objects except in cases
where MOBO is sensitive to objet-specic characteristics.

Our analysis compared the optimality of the input parame-
ters across their ranges for the two objects. We rst created
a composite measure of optimality, dened as the product of
the similarity score and time score in an experiment. By deter-
mining the value of each parameter across all 105 experiments
and 5 campaigns (525 observations), one can identify parameter
regions that led to low and high optimality values. To the extent
that printer inputs for the Air Force logo and 2DTS specimens
were optimized similarly, these regions should be similar. To
visualize these regions and compare them across print objects,
we created contour plots of optimality values for nine selected
pairings of parameters that we felt would bemost informative to
evaluate similarity. Fig. 10 contains contour plots for line width
and print speed (see the supplement for the others). Although
not identical, the graphs are quite similar. The lower part of the
diagonal in both graphs contains very low scores. Only when
line width exceeds 0.2 and print speed exceeds 1.0 (roughly the
upper part of the diagonal) is performance enhanced.
Increasing both inputs together tends to lead to a more optimal
setting. Although this association is not surprising, a benet of
MOBO, as demonstrated above, is that it efficiently denes this
relationship, and those among all parameters, across the ranges
of the inputs given the equipment in use (lament, extruder,
etc).

We quantied the similarity of the optimal parameteriza-
tions as the normalized absolute mean difference between the
matrices of values that make up the contour plots. The mean
difference across the nine plots is 0.089 (range: 0.062–0.125),
indicating substantial similarity for a subset of inputs. This
outcome leads us to expect that if the optimal settings were
swapped between objects, the resulting experiments would
yield hypervolumes that are on or close to their respective Par-
eto fronts. Plans are underway to explore this idea and cross-
object parameter comparison more formally.

The present results, taken together, lay the groundwork for
a variety of more ambitious studies. Our future plans include an
extremely low-cost FDM version of AM-ARES that can be easily
deployed in schools and other academic institutions to promote
accessibility to state-of-the-art research tools while simulta-
neously harnessing the power of crowd-sourcing. Our hopes are
that this will spur innovation and accelerate the development of
AI for AM. To directly build upon the work demonstrated here,
we will continue to explore the boundaries of MOBO in AM.
How many real-world input parameters can BO effectively
control? How many simultaneous objectives?
Digital Discovery, 2025, 4, 464–476 | 473
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Fig. 10 Contour plots of the composite measure (the product of
similarity score and time score) for the combination of line width and
print speed. The calculated difference between the respective
contours is 0.62.
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Turning the discussion to the technical aspects of the MOBO
algorithm, despite the impressive progress in Bayesian opti-
mization in particular, and kernel-based non-parametric opti-
mization in general, there is still a central problem that needs to
be addressed for virtually all applications of such machine
learning methods. This is the problem of deciding which one
among a set of applicable models (e.g., Gaussian process
kernels) to use given an optimization task at hand and how to
set its hyperparameters (e.g., length scale and variance param-
eters of a chosen kernel model). It is well known that the
hyperparameters and other structural properties of a machine
learning algorithm can signicantly impact its performance
and efficiency. It is a challenging combinatorial search problem
that is generally intractable to solve manually via hand-tuning.
The fully automated method for nding a solution is referred to
as hyperparameter optimization or more broadly automated
machine learning (AutoML).50–53 At its core, an AutoML
approach solves the problem by automatically (without human
intervention) identifying the best model and tting its hyper-
parameters. This is done dynamically and efficiently on a given
dataset. In the present work, we applied a relatively simple
Bayesian approach for adaptively optimizing the hyper-
parameters of our MOBO algorithm, as done.25 Recently, more
advanced and computationally intensive AutoML approaches
have been introduced to address the problem.54–57 Future work
will focus on applying these techniques to multi-objective
Bayesian optimization in AM.

The MOBO algorithm can also be extended to handle more
complex scenarios in practice. That is, Bayesian optimization,
by construct, assumes that the “black-box” objective function to
be optimized is dened over a set of continuous experimental
parameters. Many real-world problems, however, involve not
only continuous variables but also discrete variables. For
example, in extrusion-based 3D printing, the inll pattern for an
object can be selected from among a diverse assortment of
distinct options (e.g. solid, hexagonal, cubic, etc.). Optimizing
an objective function over a mixture of discrete and continuous
parameters is nontrivial both conceptually and computation-
ally. Further, and related, it would be computationally prohib-
itive to search for an optimal solution due to the combinatorial
explosion of a discrete search space. Despite these challenges,
474 | Digital Discovery, 2025, 4, 464–476
computer scientists have recently developed some promising
solutions.27,58 In essence, the basic idea of these approaches is
to dene continuous “proxy” variables as stand-ins for discrete
variables so that the whole problem is turned into a standard
Bayesian optimization problem.
6 Conclusion

Our successful demonstration of a multi-objective Bayesian
optimization planner for additive manufacturing pushes the
boundaries of integrating machine learning with AI Science for
materials development and discovery. Instead of one-at-a-time,
sequential optimization of AM printing parameters, which is
slow and can lead to sub-optimal printing processes, MOBO
shows that multiple parameters can be simultaneously opti-
mized in a complex printing parameter space. This work points
the way towards more complex campaigns of experiments with
more objectives and more controlled input parameters that will
ultimately afford researchers the ability to tackle research
problems with high degrees of complexity. Indeed, our work
shows the value of AM-ARES as a platform to develop and prove
AI and autonomy planning approaches for optimal experi-
mental design and scientic discovery.59–61
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