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Microscopy plays a foundational role in materials science, biology, and nanotechnology, offering high-
resolution imaging and detailed insights into properties at the nanoscale and atomic level. Microscopy
automation via active machine learning approaches is a transformative advancement, offering increased
efficiency, reproducibility, and the capability to perform complex experiments. Our previous work on
autonomous experimentation with scanning probe microscopy (SPM) demonstrated an active learning
framework using deep kernel learning (DKL) for structure—property relationship discovery. Here we
extend this approach to a multi-stage decision process to incorporate prior knowledge and human
interest into DKL-based workflows, we operationalize these workflows in SPM. By integrating expected

rewards from structure libraries or spectroscopic features, we enhanced the exploration efficiency of
Received 28th August 2024 t ) d trati ficient dt ted lorati ) t
Accepted 26th Novermber 2024 autonomous microscopy, demonstrating more efficient and targeted exploration in autonomous
microscopy. These methods can be seamlessly applied to other microscopy and imaging techniques.

DOI: 10.1039/d4dd00277¢ Furthermore, the concept can be adapted for general Bayesian optimization in material discovery across
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Introduction

Microscopy techniques are indispensable tools in materials
science, biology, and nanotechnology, driving innovations by
providing insights into the structural and functional charac-
teristics of materials at the micro, nano-, and atomic scales.
Techniques such as Atomic Force Microscopy (AFM) have
revolutionized our ability to visualize and manipulate matter
with nanoscale precision." AFM not only offers high-resolution
imaging by scanning a sharp probe over the sample surface
for investigation of mechanical,>* electrical,*® and chemical
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a broad range of autonomous experimental fields.

properties”® at the nanoscale, but also offers detailed insights
into local dynamics by applying temporal excitation at nano-
scale structures.®™®

The automation of microscopy experiments can be expected
to be one of the most transformative advancement in the
field'®** vastly increasing the efficiency of data acquisition and
use. Automated microscopy can offer comprehensive insights
into material properties, systematically studying material
behavior under a spectrum of conditions by adjusting experi-
ment parameters such as scan size and excitation bias in an
automatic manner.”**®* These automated systems provide
numerous benefits, including increased throughput, improved
reproducibility, and the ability to perform experiments that
would be impractical or impossible manually.

The rapid rise of machine learning (ML) applications in
microscopy**® has also significantly enhanced the field by
assisting in instrument tuning,*** data processing and
analysis,**™** and acquisition.***® In microscopy data analysis,
ML can process vast amounts of data to uncover patterns and
correlations that are not immediately apparent to human
analysts,”” accelerating the analysis process. In on-the-fly
experiments, ML facilitates the development of autonomous
experimentation systems by leveraging microscopy automation,
ML algorithms, and workflow integration to perform experi-
ments with minimal human intervention.***** By integrating
ML, researchers can design experiments, optimize imaging
conditions, and even make decisions about subsequent
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measurements based on real-time data analysis.**** This level
of automation and intelligence is transforming microscopy into
a more powerful and efficient tool, driving advancements in
fields such as materials science, nanotechnology, and biology.
Generally, by now three levels of ML applications in
microscopy can be defined. On the simplest level, ML is used as
a part of data analysis after the experiment. These applications
offer a broader toolbox of image and analysis methods
compared to classical image analysis tools, but do not signifi-
cantly change the nature of the microscopy experiment.*3%¢1-6¢
The implementation of the ML image analysis methods as
a part of the experiment offers real time segmentation and
dimensionality reduction of data,® * ultimately facilitating the
representation of high dimensional and complex data to
a human operator. This significantly increases requirements
placed on the used ML algorithms, particularly towards out of
distribution shifts.®” However, real-time image analytics still
requires human decision making. Finally, the third level of ML
implementation is having ML agents directly controlling the
instrument though suitable API or a software library. In this
approach, the decision can be purely ML driven,**’*”* or the
behavior of the ML agent including decision making policies
and reward functions can be continuously tuned by a human
operator, giving rise to human in the loop approach.'*3%34672
Previously we have implemented the autonomous experi-
ment (AE) in scanning probe microscopy (SPM) for structure-
property discovery using static and dynamic policies. In the
former, the pretrained ML algorithms identify a priori known
objects of interest and perform specific experiments using
predefined policies. An example of this approach is to identify
domain walls in ferroelectric samples and grain boundaries in
hybrid perovskites,”*® enabling the discoveries of high
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responsive ferroelastic domain walls and insulating grain
boundary junctions, respectively.

An alternative is the spectral discovery experiments, where
an ML algorithm aims to discover which microstructures opti-
mize certain spectral features. Unlike the static policy experi-
ment where ML performs human-level semantic segmentation
tasks, this is an example of beyond-human AE. We recently
implemented an active learning framework using deep kernel
learning (DKL)* that can uncover the relationship between
image and spectroscopic data, namely the structure-property
relationship. This approach has demonstrated broad applica-
tions in AFM,** scanning tunneling microscopy,” and scanning
electron transmission microscopy,**” and can also be adapted
for any other imaging and spectroscopy techniques. DKL
enhances the capabilities of these systems by providing real-
time data analysis and decision-making, enabling the identifi-
cation of image patterns that are potentially interesting for
spectroscopic investigation. In the process, DKL equally
explores the entire region; however, in materials science,
intriguing physics or functionality is often associated with
specific structures or embedded in particular spectroscopic
features. Instead of equally exploring the entire structure library
and spectroscopic results, prior knowledge and expertise can be
applied to refine the exploration space in DKL to enhance the
discovery of intriguing functionality.

Both static and simple dynamic workflows have a number of
limitations with respect to broad variability of surface responses
and tunability of reward functions. Here, we report methods to
incorporate prior knowledge and human interest into DKL-
driven microscopy, engendering the transition from simple
discovery loops to multi-stage decision making. We refer to this
approach as Scientific Exploration with Expert Knowledge

(3). Measure Spectra
at Selected Locations

1 3 51 3 Sn
Measure : w 3
| spectmm <10 0 10 -10 0 10
Voltage (V) Voltage (V)
(4). Extract
Scalar Physical
Descriptors
(5). Train DKL
X Y;
s = |
=
| Yy, .., Y,

and Uncertainty

Fig.1 Traditional DKL driven discovery. Image patches representing local structures are prepared on dense grid locations within an acquired full
structure image. At the beginning, a few spectra can be measured at random locations, and all spectra are analyzed by using a scalarizer function
to convert 1D spectra data to scalar physical descriptors. The corresponding image patches and descriptors at measured locations form a training
dataset for DKL training, followed by DKL prediction at unmeasured locations. Then, an acquisition function derives the next spectrum
measurement location and microscopy performs the next measurement, and the process is repeated until a certain criterion is achieved.
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(SEEK). We demonstrate that prior knowledge and expected
rewards can be integrated both from the structure library or the
spectroscopic features for DKL exploration. When a constraint
is applied to the structure, a machine learning method can
analyze the acquired full structural image, identify the structure
of interest based on human knowledge, and then form a struc-
ture library that includes only the structures of interest for DKL
exploration. When a constraint is applied to the spectroscopic
features, a second surrogate model predicts the target spectro-
scopic features, interacting with the acquisition function to
determine the next measurement location. We implemented
these approaches in both pre-acquired AFM model data and
operating AFM experiment, revealing a more efficient explora-
tion of autonomous microscopy.

Results and discussion
Traditional DKL-driven discovery

Fig. 1 and pseudo code 1 illustrate the process of a standard
DKL-driven exploration, which begins with acquiring a 2D
structural image, such as topography or piezoresponse force
microscopy (PFM) images. From this structural image, we create
image patches centered on individual pixels, which form
a structure library representing the nanoscale spatial structure.
Detailed properties at each pixel are measured via a spectro-
scopic mode, such as piezoresponse spectroscopy, force-
displacement spectroscopy, current-voltage curves, etc. The
acquired spectrum is analyzed by using a pre-defined scalarizer
function to extract a physical descriptor for DKL training. At the
beginning of a DKL-driven experiment, a few spectra are
acquired at random or strategically selected locations. The DKL
model is then trained using structure patches from these loca-
tions and corresponding physical descriptors from the
measured spectra. The DKL model learns a probabilistic rela-
tionship between structure patches and physical descriptors,
predicting the physical descriptor values for structure patches
where spectra have not yet been measured. Utilizing DKL
prediction and uncertainty for unmeasured pixels, an acquisi-
tion function determines the next structure patch (pixel) for
spectroscopic measurement. After each new measurement, the
DKL model is retrained with the updated training dataset,
incorporating new structure patches and physical descriptors,
thereby iterating the process. This iterative approach enhances
the efficiency and accuracy of discovering structure-property
relationships in high-dimensional datasets.

Pseudocode 1: traditional DKL

Input Structural patch size w; iterations N
Acquire a full structure image: 1
Extract structural patches: X « I, w
Structural patches are extracted from I on grid locations; w as
the patch size
Measure spectra S at seed patches X;
Seed patches can be selected randomly or by an expert
Extract physical descriptors: ys < S;
Prepare DKL training dataset: {Xiain} < Xs; {Jerain} < Js
Forn=1,2,..., N, do:
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Pseudocode 1: traditional DKL

Train DKL on {{Xrain}s {Virainy} and make prediction on
properties of unmeasured patches

Calculate the acquisition score: Acq,

Measure spectra S, at patch X,, < argmax Acq,

Extract physical descriptor: y,, < S,, and update the training
dataset: Xtrain < XnU{Xtrain}; Ytrain < ynu{ytrain}

Output: e Measured structure patches and corresponding spectra,
which demonstrate the property of interest or structure-
property relationship
o Estimation of properties for unmeasured structure patches
e Trajectory of the learning process

Gated-DKL with a structure constraint

Pseudocode 2: gated-DKL with a structure constraint

Input: Structural patch size wj; iterations N;
Acquire a full structure image: /
Prepare a binary classifier for the structures of interest: Ij,agi
The classifier can be prepared using the image segmentation
method
Extract structural patches of interest: X « I, g, @
Structural patches are extracted from I on masked locations
Inasi; @ as the patch size
Measure spectra S at seed patches X;
Seed patches can be selected randomly or by an expert
Extract physical descriptors: ys < S
Prepare the DKL training dataset: {Xiain} < Xs; Verain} < Vs
Forn=1,2, ..., N,do:
Train DKL on {{Xrain}s {Verainy} and make prediction on
properties of unmeasured patches
Calculate the acquisition score: Acq,
Measure spectra S, at patch X,, « argmax Acq,
Extract the physical descriptor: y,, < S,, and update the
training dataset: Xtrain — XnU{Xtrz\in}; Ytrain < ynU{ytrain}
Output: e Structure patches or interest
e Measured structure patches and corresponding spectra,
which demonstrate the property of interest or structure-
property relationship
o Estimation of properties for unmeasured structure patches
e Trajectory of the learning process

Typically, structure patches are prepared at uniform dense grid
locations within a full structure image (as shown in Fig. 1). This
approach allows the DKL framework to explore the entire region
under study evenly, with spectroscopic measurement locations
determined solely by the acquisition function. However, in
materials research, properties of interest are often concentrated
in specific areas, such as domain walls in ferroelectric materials
or grain boundaries in photovoltaic perovskites. By focusing on
structural patches related to these critical locations, we could
potentially accelerate the discovery of relevant structure-prop-
erty relationships. To leverage this prior knowledge, we propose
a more targeted approach, as outlined in Fig. 2 and pseudocode
2. First, a binary classifier is prepared to identify the structures
of interest within the full image. Using this classifier, structure
patches are extracted only from locations corresponding to the
structures of interest, resulting in a structure library that

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Structure-constrained DKL. Before preparing the structure patches, the structure of interest (e.g., ferroelastic domain walls) can be
identified from the full structure image using a neural network or other methods (i.e. 2.1), and then the structure patches are only prepared on
these identified locations to form a structure library (i.e. 2.2) only containing structures of interest for DKL exploration. As such, DKL-driven
discovery will specifically focus on these structures of interest. In the workflow, the neural network (2.1) either serves as a binary classifier that
defines objects as interesting/not interesting or ascribes an “interest score” to each patch that can be used to sample from when choosing the
next object. This neural network can be trained, or the method can be defined prior to the experiment based on human interest and knowledge.

exclusively represents these regions. Consequently, the DKL
exploration will be focused solely on these structures of interest,
enhancing the efficiency of discovering structure-property
relationships in these critical areas.

We first showcase the application of the structure-constrained
DKL in a model dataset. This model dataset includes vertical
band excitation piezoresponse spectroscopy (BEPS) data of
a PbTiO; (PTO) thin film. This PTO material has been explored
via various machine learning empowered automated and
autonomous microscopy previously,?****”* suggesting that it is
a good model system for developing ML in materials science.
Fig. 3a shows a PFM amplitude image from the BEPS hyper-
spectral dataset, displaying both in-plane a-domains (dark color)
and out-of-plane c-domains (green color). This amplitude image
consists of detailed nanoscale domain structures which will be
the full structure image for DKL exploration. Fig. 3b shows a few
representative piezoresponse vs. voltage hysteresis loops from
marked locations in Fig. 3a of the structure image.

The polarization vector in a-domains is parallel to the
sample surface, making it insensitive to vertical BEPS
measurements that characterize out-of-plane polarization
dynamics, resulting in closed hysteresis loops. In contrast, c-
domains have a polarization vector perpendicular to the
sample surface, resulting in open hysteresis loops that reveal in-
depth ferroelectric characteristics (e.g., polarization magnitude,
coercive field, nucleation bias, etc.). Therefore, when exploring
the relationship between ferroelectric domain structures and
hysteresis loops using vertical BEPS, it is more effective to
sample hysteresis loop measurement locations at c-domains
with open hysteresis loops for detailed ferroelectric character-
istics. To achieve this, a mask (e.g., threshold filter) can be
applied to the full structure image to identify c-domains. For
example, Fig. 3c shows c-domains identified by a binary
threshold filter, where the yellow regions represent c-domains.
When a structure library is created from locations correspond-
ing to c-domains, DKL-driven discovery will focus on exploring

© 2025 The Author(s). Published by the Royal Society of Chemistry

these c-domains. This is demonstrated by the acquisition map
shown in Fig. 3d, which only samples effective acquisition
values at c-domains. As a comparison, the acquisition map of
a traditional DKL is also plotted in Fig. 3e, which samples
acquisition at all unmeasured locations. Notably, traditional
DKL results in higher acquisition values at a-domains, leading
to more spectroscopy measurements at a-domains that are
insensitive to vertical BEPS measurements, leading to ineffi-
cient exploration. The detailed comparison in the performance
of gated-DKL with a structure constraint and traditional DKL
will be discussed later.

Note that the binary classifier can be replaced with
a weighting mechanism to control the degree of exploration
over the entire areas, e.g. via simple softmax based weighting.
By assigning weights, we allow DKL to prioritize high-relevant
regions while still dedicating a smaller portion of exploration
to other regions. As a result, the gated-DKL with a structure
constraint can maintain its efficiency by focusing on regions
with known relevance, but still allocates a fraction of resources
to explore less likely areas. The weighting system effectively
adjusts the exploration intensity, providing a flexible balance
between targeted investigation and broader coverage, and this
can help mitigate the risk of overlooking critical insights or
novel properties outside the primary regions.

Gated-DKL with a spectrum constraint

In some cases, prior knowledge is tied to spectroscopic rather
than structural behavior, and this information is often not
available before an experiment. Here, we also proposed an
approach to apply prior knowledge to real-time spectroscopic
data to guide DKL-driven discovery through a two-step decision-
making approach.

Typically, a scalarizer function is used to convert spectral
data into physical descriptors and is applied consistently to
each spectrum throughout the experiment. However, some real-
time unusual spectra may not be accurately processed by this

Digital Discovery, 2025, 4, 252-263 | 255
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Fig.3 Structure-constrained DKL. (a) The full structural image shows the PFM amplitude showing a- and c-domains, and the scale bar is 300 nm.
(b) A few representative piezoresponse vs. voltage hysteresis loops from the locations marked in (a). (c) Before preparing structure patches,
a threshold filter is used to extract the c-domain locations that are shown as yellow, c-domains are expected to result in more meaningful
hysteresis loops that reveal in-depth ferroelectric characteristics. (d) The DKL acquisition map after 100 exploration steps, which only contains
effective samplings at c-domains. (e) In contrast, the traditional DKL acquisition map indicates higher acquisition values at a-domains that are
insensitive to the vertical BEPS measurement, leading to ineffective exploration steps.

predefined scalarizer function. This issue can arise not only
from noise in the raw spectra but also from shifts in underlying
physics. For example, if the scalarizer function is designed to
identify a peak position under the assumption of a single peak,
complications may occur if spectra either lack a peak due to
noise or display unexpected features such as multiple peaks or
inverted peaks. The latter scenario is generally unforeseen and
could indicate new physics. Such unusual spectra can contam-
inate the DKL training dataset by injecting inaccurate and/or
meaningless physical descriptors.

To address these challenges, we propose a two-stage
decision-making process as detailed in Fig. 4 and pseudocode
3. Alongside the primary DKL, we introduce a gated-DKL model
with a spectrum constraint that evaluates the quality of real-
time spectra and detects unusual spectra. In this approach,
the gated-DKL evaluates each spectrum by comparing it with
a reference spectrum, filtering out low-quality or anomalous
data based on a quality score. Additionally, the gated-DKL
provides predictions of the structural regions likely to exhibit
unusual spectral characteristics, and this information is used to
adjust the acquisition score in the primary DKL. This allows the
primary DKL to focus its learning on spectrally relevant regions
and refine the exploration to within the structural space where

256 | Digital Discovery, 2025, 4, 252-263

the predefined scalarizer function has high accuracy. The
structure space with unusual spectra, highlighted by gated-DKL,
also presents a high probability of revealing new physics. This
structure space needs a deeper analysis to obtain novel
discoveries and insights into the material's behavior.

Pseudocode 3: Gated-DKL with a spectrum-constraint

Input: Structural patch size w; iterations N;
Acquire a full structure image: I
Extract structural patches: X < I, w
Structural patches are extracted from I on grid locations; w as
the patch size
Measure spectra S at seed patches X
Seed patches can be selected randomly or by an expert
Extract physical descriptors: ys < S
Prepare the DKL training dataset: {Xqmn} < Xs; {Vermn; < Vs
Define a reference spectrum: S,
Reference spectrum can be selected from seed spectra or
a simulated spectrum
Evaluate quality of raw spectra: Qs < S;, S;
Raw spectra quality can be checked by comparing raw spectra
with the reference spectrum, assuming that a high-quality
spectrum was defined as the reference
Prepare a Gated-DKL training dataset: {Xfmm} — Xs; Vfamt < Qs
Update the Exp-DKL training dataset: Xgrain, Yerain
Sort out low-quality spectra according to the quality score

© 2025 The Author(s). Published by the Royal Society of Chemistry
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scalarizer function, which is defined based on prior human knowledge.

(Contd.)

Pseudocode 3: Gated-DKL with a spectrum-constraint

Forn=1,2,..., N, do:
Train Exp-DKL on {{Xtn}, {yerain}} and make prediction on the
properties of unmeasured patches
Calculate the acquisition score: Acq,
Train Gated-DKL on {{X8a5}, {y84}} and make prediction on
the spectral quality of unmeasured patches

Adjust the acquisition score with Gated-DKL prediction:
Acqadjusted
" adjusted

Measure spectra S, at patch X,, < argmax Acqp
Extract physical descriptor: y,, < S,, and update the Exp-DKL
training dataset: Xpan — X, U{Xtmn}; Yerain < YnU{train}
Evaluate quality of raw spectra: Q, < S, Sy, and update the
Gated-DKL training dataset: X5am, — X, U{XEamn); Veam < Q.U
Piain

Output: e Measured structure patches and corresponding spectra,
which demonstrate the properties of interest or structure-
property relationship
o Estimation of properties for unmeasured structure patches
o Trajectory of the learning process
e Quality score of acquired spectra
e Estimation of the quality score for unmeasured structure
patches

© 2025 The Author(s). Published by the Royal Society of Chemistry

The gated-DKL with a spectrum constraint is implemented
on the pre-acquired PTO BEPS dataset to test its performance.
Fig. 5a shows the full structural image used for the spectrum-
constrained DKL exploration. In this approach, the gated-DKL
evaluates the quality of the acquired raw spectra and predicts
the spectral quality at all unmeasured locations. To evaluate the
quality of the acquired spectra, we employed the structural
similarity index as a quality metric, calculating the structural
similarity index between the acquired spectra and a reference
spectrum. The reference spectrum is a representative of high-
quality spectrum data, which can be selected from the seed
spectral measurements or defined by researchers. In this study,
we used a spectrum from the seed measurement as the refer-
ence spectrum (black spectrum in Fig. 5b). Fig. 5b shows the
quality scores of a few representative spectra calculated using
this approach.

The gated-DKL is trained on the quality of the acquired raw
spectra and predicts the quality scores at unmeasured loca-
tions. These predicted quality scores are then used to adjust the
acquisition map of the primary DKL, ensuring that the primary

Digital Discovery, 2025, 4, 252-263 | 257
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Fig. 5 Spectrum-constrained DKL. (a) The full structure image shows the PFM amplitude, and the scale bar is 300 nm. (b) Several representative
spectra with their respective quality score; here the quality score is obtained by calculating the structure similarity index between the respective
spectrum and a reference spectrum. We selected a hysteresis loop (black one) with a large loop opening as the reference spectrum, as the
opening loop can offer more ferroelectric characteristics than a closed loop. (c) The acquisition map of spectrum constrained DKL showing
larger acquisition value of the c-domains that are responsive to vertical BEPS measurement. (d) The acquisition map of a traditional DKL showing
larger acquisition values of a-domains that are insensitive to vertical BEPS measurement.

DKL-driven discovery focuses on areas likely to yield high-
quality raw spectral data. Fig. 5c shows the acquisition map of
the spectrum-constrained DKL, indicating high acquisition in c-
domains. This is because c-domains are more responsive to
vertical BEPS measurements, resulting in opening hysteresis
loops similar to the reference spectrum. In contrast, traditional
DKL acquisition (Fig. 5d) results in more sampling in a-
domains, which are insensitive to vertical BEPS measurements.

Comparing explorations of traditional DKL and constrained
DKLs

Next, we compare the explorations of traditional DKL, and
gated-DKL with a structure and/or spectrum constraint, as
shown in Fig. 6. In these DKL explorations, the hysteresis loop
area is used as the reward target, which indicates hysteresis
loop opening. The sampling locations are shown in Fig. 6a-d.
Traditional DKL focused on a-domains (Fig. 6a), which are
insensitive to vertical BEPS measurements, leading to ineffec-
tive measurements. However, gated-DKLs (Fig. 6b-d) targeted c-
domains that are more responsive to the vertical BEPS
measurement. Fig. 6e plots the hysteresis loop area as

258 | Digital Discovery, 2025, 4, 252-263

a function of exploration steps. It is evident that the traditional
DKL sampled many closed hysteresis loops (loop areas close to
zero). In contrast, gated-DKL sampled more opening hysteresis
loops (loop areas deviating from zero). The loop area distribu-
tions of the four DKL approaches are shown as histograms in
Fig. 6f-i. The gated-DKL methods (Fig. 6g-i) sampled more
opening loops with meaningful ferroelectric characteristics
than the traditional DKL (Fig. 6f). Opening hysteresis loops
provide more detailed information regarding ferroelectric
characteristics, such as remnant polarization, coercive field,
and nucleation bias. Therefore, explorations that acquire more
opening hysteresis loops can potentially be more effective.

Implementation in operating autonomous microscopy

After analyzing the performance of constrained DKL using pre-
acquired data with known ground truth, we implemented these
approaches in operating microscopy for autonomous experi-
ments. Specifically, we applied these methods in band excita-
tion piezoresponse force microscopy (BEPFM) and spectroscopy
(BEPS) using our AEcroscopy platform'™ to investigate the
ferroelectric PTO thin film. AEcroscopy is a platform for

© 2025 The Author(s). Published by the Royal Society of Chemistry
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automated experiments in scanning probe and electron
microscopy, allowing seamless implementation of machine
learning approaches in operating microscopy for accelerating
discoveries; details about AEcroscopy can be found in our
previous report.*®

Compared to the pre-acquired hyperspectral BEPS data,
operating PFM can provide high spatial resolution BEPFM
images that clearly illustrated domain walls. This allowed us to
apply a structural constraint of domain walls in addition to the
previously mentioned structural constraint of c-domains. To
implement the structural constraint of domain walls, we
utilized a previously developed ensemble neural network for
real-time identification of ferroelastic domain walls. This
method identifies domain wall locations from on-the-fly PFM
images. Using these identified locations, we prepared structural
image patches focused specifically on the extracted domain
walls, enabling the exploration of gated-DKL with a domain wall
constraint.

Fig. 7 presents the results of DKL explorations in operating
autonomous PFM, comparing traditional DKL, gated-DKL with
a spectrum constraint, gated-DKL with a domain wall
constraint, and gated-DKL with a domain constraint. Fig. 7a-
d show the DKL sampling locations on the full structural image
of the PFM amplitude. It is seen that traditional DKL predom-
inantly samples measurement locations in a-domains, which
are insensitive to vertical BEPS measurements, leading to inef-
fective measurements. In contrast, when constraints based on

© 2025 The Author(s). Published by the Royal Society of Chemistry

prior knowledge are applied (Fig. 7b-d), with either a spectrum-
constraint or structure-constraint, the gated-DKL directs
measurements to potentially intriguing locations. For example,
gated-DKL with a spectrum constraint (Fig. 7b) primarily
samples BEPS measurements near a-¢c domain walls. Similarly,
gated-DKL with a domain constraint samples measurements at
either a-c domain walls or c-¢ domain walls, which are known
to encode intriguing properties in ferroelectrics.

Fig. 7e plots the hysteresis loop areas as a function of
exploration steps, with corresponding histograms showing loop
area distributions in Fig. 7f-i. These loop area distributions
indicate that traditional DKL tends to acquire closed hysteresis
loops with loop areas close to zero, providing limited informa-
tion regarding ferroelectric properties. However, gated-DKL
samples more opening loops, resulting in deviated loop area
distributions, indicating a more informative exploration
process. Specifically, the live autonomous microscopy data
show that the percentage of sampled opening loops with
meaningful ferroelectric characteristics (open loop with a loop
area >0.2) is 17% for the traditional DKL method, 48% for the
gated-DKL with a spectrum constraint, 57% for gated-DKL with
a domain wall constraint, and 22% for gated-DKL with
a domain constraint. Additionally, it is worth mentioning that
the reason the DKL samples a-domains is likely due to high
uncertainty in those areas. Predicting spectra from certain
locations can be challenging, leading to situations where model
uncertainty does not significantly decrease with additional

Digital Discovery, 2025, 4, 252-263 | 259
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samples because the correlation between the structure and
property is too low. The constrained methods help bypass these
low-correlation areas, which are already known to be problem-
atic, thus enhancing the efficiency of the sampling process.

Conclusions

In summary, we developed constrained active learning
approaches that incorporate prior knowledge and specific
interests for knowledge-informed active learning-driven auton-
omous experiments. In DKL-driven microscopy, prior knowl-
edge can be applied to either the structural space or the spectral
data. These workflows are fully operationalized on autonomous
SPM systems and performance of traditional DKL and gated-
DKL is compared. We demonstrated that constrained DKL
can lead to more effective exploration in autonomous PFM
experiments, via both pre-acquired datasets with known ground
truth and operating autonomous PFM.

We note that the developed workflows can be represented as
an example from single-step to multiple-step decision making.
We expect that this approach can further be extended to build
expert mixture gated workflows, where the role of the gate agent
is to select the problem-appropriate DKL model, and the latter
controls the exploration of image space. These multiple DKL
models share the common training data but differ in possible
reward functions and make different exploration decisions.
This approach can be seamlessly extended to other microscopy

260 | Digital Discovery, 2025, 4, 252-263

and imaging techniques, accelerating scientific discovery.
Furthermore, the constraint concept can be adapted for general
Bayesian optimization in material discovery across a broad
range of autonomous experimental fields.

Data availability

The constrained DKL approach developed in this work is
publicly available at Github https://github.com/yongtaoliu/
constrained_DKL.
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