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p InfoMax as an effective self-
supervised learning methodology in materials
informatics†

Michael Moran, ab Michael W. Gaultois, ab Vladimir V. Gusev, *c

Dmytro Antypov ab and Matthew J. Rosseinsky *ab

The scarcity of property labels remains a key challenge in materials informatics, whereas materials data

without property labels are abundant in comparison. By pre-training supervised property prediction

models on self-supervised tasks that depend only on the “intrinsic information” available in any

Crystallographic Information File (CIF), there is potential to leverage the large amount of crystal data

without property labels to improve property prediction results on small datasets. We apply Deep InfoMax

as a self-supervised machine learning framework for materials informatics that explicitly maximises the

mutual information between a point set (or graph) representation of a crystal and a vector representation

suitable for downstream learning. This allows the pre-training of supervised models on large materials

datasets without the need for property labels and without requiring the model to reconstruct the crystal

from a representation vector. We investigate the benefits of Deep InfoMax pre-training implemented on

the Site-Net architecture to improve the performance of downstream property prediction models with

small amounts (<103) of data, a situation relevant to experimentally measured materials property

databases. Using a property label masking methodology, where we perform self-supervised learning on

larger supervised datasets and then train supervised models on a small subset of the labels, we isolate

Deep InfoMax pre-training from the effects of distributional shift. We demonstrate performance

improvements in the contexts of representation learning and transfer learning on the tasks of band gap

and formation energy prediction. Having established the effectiveness of Deep InfoMax pre-training in

a controlled environment, our findings provide a foundation for extending the approach to address

practical challenges in materials informatics.
1 Introduction

Materials informatics has seen the development of many
advanced transformers1,2 and graph models3,4 to perform
supervised machine learning on crystal structures, i.e., on
materials where both composition and structure are known.
These models work by breaking down a structure into its
constituent atomic sites and the relationships between them. In
both of these paradigms the sites exchange information with
each other to establish their context within the crystal, before
being pooled into a xed sized vector representation of the
crystal that can be transformed into a property prediction. This
rpool, Crown St, Liverpool, L69 7ZD, UK.
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–811
vector encodes all the crystal as points in a shared vector space
and can from there be trivially used for property prediction and
other tasks.

Supervised machine learning relies on property labels.
Property labels are the non-trival to obtain information about
an input that you wish to predict using a machine learning
model. This is as opposed to what in this work we will call the
intrinsic information in the input which is either directly
present or can be trivially computed. In the context of materials
informatics and machine learning on crystal structures in
particular, property labels are the physical properties of mate-
rials that require measurement or are difficult to computa-
tionally model. The intrinsic information is the stoichiometry of
the crystal; the geometry of the sites in the crystal structure.
What we call the intrinsic information is everything that is
immediately and directly computable from a Crystallographic
Information File (CIF).5

Although transformers and graph models possess high
expressiveness and the ability to capture complex chemical
information, their performance in supervised learning is ulti-
mately limited by the availability of data with property labels.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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‡ To avoid confusion between chemical elements, and the elements of a set, we
refer to the elements of a set as the constituents of a set in this work.
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Data scarcity remains a signicant challenge in materials
science,6,7 as property specic data sets tend to be small and
measurements can be noisy. This is compounded for trans-
formers and graph models as they oen contain orders of
magnitude more parameters than models like decision trees and
simple multilayer perceptrons and, as such, are expected to be
vulnerable to overtraining when there is a small amount of data.

When only small amounts of labelled data are available for
a given property, additional information can be obtained from
external sources. An example of this is supervised transfer
learning,8 in which a donor model is trained on a related
property where property labels are more abundant, and a target
model then makes use of the donor model to improve perfor-
mance on a task where there is less data. Whether through
using predictions for this related property as a feature in the
target model or by direct reuse of model parameters from the
donor model. This can oen lead to gains in performance on
the target task if the properties are sufficiently correlated.
Although supervised transfer learning is oen effective, it can
be difficult in practice to predict which properties are suffi-
ciently correlated enough for benets to be obtained.

Self-supervised transfer learning presents an alternative to
the supervised approach described above. Unlike supervised
learning, self-supervised learning does not require property
labels, instead focusing on tasks that only include the intrinsic
information in the input i.e. the unlabelled data supervises
itself. In the context of materials informatics, these methodol-
ogies take advantage of intrinsic information from large data-
bases of crystal structures with no property labels provided.
This information is then used to improve the performance of
supervised models trained on small datasets by guiding
learning through more generic chemical rules and under-
standing. In contrast to supervised transfer learning, which
relies on some other property being well-correlated with the
target property, self-supervised transfer learning leverages
intrinsic information about crystals available in any Crystallo-
graphic Information File (CIF).

Self-supervised transfer learning is expected to more readily
generalise than any particular property label used for super-
vised transfer learning, because self-supervised tasks can cast
a broader net on what knowledge to extract. For transformers
and graph models in particular, there is a strong motivation for
self-supervised transfer learning as the step of aggregating the
crystal into a useful vector likely has components that are
shared between many tasks. One example is capturing the
geometric information of the crystal which is expected to be
a necessary component of most property prediction tasks. In
this setup, we rely on a large unlabelled crystal database to teach
a model what a crystal is, and this information can then be used
to improve performance on downstream supervised tasks.
Through this methodology, the risk for overtraining can be
reduced, as less of the models nal behaviour depends on the
small labelled dataset and more on picking up patterns found
in known crystals. At its most ambitious, large-scale ‘foundation
models’9 can be trained on very large datasets combining many
self-supervised tasks, acting as a general purpose starting point
for supervised models.
© 2025 The Author(s). Published by the Royal Society of Chemistry
In this work, we adapt Deep InfoMax10,11 as a self-supervised
learning framework for crystal transformers and crystal graphs
that maximises mutual information between the constituents‡
of the initial representation of the crystal used by the model and
the produced feature vector. We investigate the benets of this
approach for improving the performance of downstream prop-
erty prediction models where only small amounts of property
labels are available. This is investigated through using the
learned crystal representation vectors as input features to
simple supervised property prediction models, and through
transfer learning where the parameters from models trained
with Deep InfoMax are used as the initial parameters for
supervised models. We also visualise the latent space of the
learned representation, that is, the representation vector of the
crystal learned by the model. This allows for a qualitative
assessment of the effects of Deep InfoMax training. Unlike
autoencoders,12 Deep InfoMax does not require reconstructing
the original crystal as part of the pipeline. Reconstructing
crystals from vector representations without external informa-
tion injection (i.e., the number of atoms in the unit cell and the
unit cell parameters) remains an unsolved problem, so the lack
of reconstruction requirements is an important novelty of our
approach. Removing the requirement to reconstruct the orig-
inal crystal removes a boundary condition on the kinds of self-
supervised models that we can create.

This self-supervised pre-training approach, where a model is
rst trained on a large unlabelled dataset, and the gathered
insights are used to improve performance on small supervised
datasets is normally performed with distinct datasets. In this
regime the small supervised dataset is unrelated to the large
dataset used for pre-training. Using distinct datasets is neces-
sary for real world applications of self-supervised pre-training
but in establishing the suitability of a technique the use of
two distinct datasets introduces an undesirable extra degree of
freedom, distributional shi, where the large dataset may
simply not be relevant to the target dataset. To mitigate this and
isolate Deep InfoMaxes capabilities from distributional shi,
we use the band gap and formation energy datasets from the
Materials Project for both pre-training and supervised training.
Deep InfoMax models are trained on the entirety of each dataset
(approximately 105 samples) without using the property labels,
and supervised training takes place on multiple randomly
sampled subsets of each dataset. This allows us to benchmark
the effectiveness of Deep InfoMax on each task as a function of
the amount of available data for supervised training, with well
dened statistical resolution.

2 Methods
2.1 Crystal transformers and graphs – self-supervised
learning on permutation invariant functions

In this work, we build the Deep InfoMax architecture on top of
Site-Net,2 which has been adapted for self-supervised learning
from its previous application for supervised property
Digital Discovery, 2025, 4, 790–811 | 791
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prediction. Site-Net is a transformer architecture for crystals
that performs complete self-attention on roughly cubic super-
cell representations of the crystal, similar to those used in
simulations.13 The supercell is represented as the set (an
unordered list) of the local environments within it, where each
local environment is itself the set of pairwise interaction
features between the central site and every other site in the cell,
including itself. The sets of vectors representing the pairwise
interaction features are aggregated into vectors representing the
local environments, and the set of local environments is
aggregated into a vector that represents the entire crystal. Site-
Net operates on cubic super-cells of a consistent size chosen
as a hyper parameter, which acts as the main inductive bias.

z = f(c1,.,cn) = f(cp(1),.,cp(n)) (1)

The xed vector representations of a set is constructed
through a permutation invariant function. This permutation
invariant function (eqn (1)) groups a variably sized set of vectors
in a common basis (ci) into a single xed sized vector (z). For
a set of size n, a permutation operator (p) can be applied that
transforms indices 1 through n to some arbitrary new permu-
tation and the result of the function does not change. In the
context of Site-Net, this is the mapping of sets of vectors
featurising the pairwise interactions to vectors featurising local
environments, and vectors featurising the local environments to
a vector featurising the crystal. The encoder in a neural network
that maps a variable size input to a xed vector can be described
as a parametric permutation invariant aggregation function.
This description of an encoder as a permutation invariant
aggregation function is general and applies to set models, graph
convolution models, and transformers. This paradigm allows
for the handling of crystals of arbitrary size and complexity and
respects that there is no intrinsic ordering to the sites in
a crystal or the pairwise interaction features in a local
environment.

Permutation invariant aggregation functions, by their
nature, are prone to information loss. This is especially true
when there are multiple layers of permutation invariant func-
tion between the input to the model and the representation. To
mitigate this, the permutation invariant functions can be opti-
mised to capture the essential characteristics of the input for
a given task. One approach to solving this problem is through
manual design of the functions based on known constraints on
the input, without utilising data. A particularly simple and
successful example is to convert the set of atoms in a chemical
composition into a vector of elemental fractions. Elemental
fraction vectors provide a bijective representation of the
chemical composition. That is, for every element fraction
vector, there is exactly one composition, and for every compo-
sition there is one elemental fraction vector. However, dening
a similar function for structural information poses a signicant
challenge.

The other approach is to learn the parameters for the
aggregation function from the data; this is the approach taken
with Deep InfoMax. Deep InfoMax maximises the mutual
information between the crystal set (ci) and the crystal
792 | Digital Discovery, 2025, 4, 790–811
representation (z). With enough crystals to train on, it is
possible for a model to learn the intrinsic structure of the
crystals and to learn an efficient encoding that captures infor-
mation relevant to the properties of interest. Once the model is
trained, the learned vectors representing the crystal, or the
parameters of the encoder that generated them, can be used for
downstream machine learning tasks. The simplest use case is
improving performance for supervised learning with small
datasets. Although we use the Site-Net architecture in this work
to implement Deep InfoMax for crystals, the methodology is
fairly generic. Deep InfoMax can also be applied to graph
models such as CGCNN, ALIGNN, and MegNet3,4,14 that t the
framework of sequences of permutation invariant aggregation
functions.
2.2 Intuition for mutual information maximisation – self-
supervised learning with classiers

Mutual information is the expectation of how much informa-
tion can be gained about one random variable by knowing the
value of another;15 it is maximised when the variables contain
identical information. In the context of representing a crystal
point set as a vector, mutual information between the crystal
and the representation measures how much you can know
about the crystal given only the representation, and vice versa,
across the dataset. Mutual information can be interpreted as
one of many metrics for representation quality. If the mutual
information is very low, the representation does not contain
much, if any, of the information present in the crystal which
limits the usefulness of the representation. If mutual informa-
tion is maximised, then all of the information in the crystal is
present in the representation and the parameters of the model
are optimised to preserve information.

As mutual information is an essential component of a good
representation, it is an interesting target to explicitly maximise
with self-supervised learning. Unfortunately, computingmutual
information is notoriously difficult for complex data16–18 that
cannot be t with simple distributions, and even more difficult
if we require the function to be differentiable so we can use it as
a loss function for deep learning. This is especially true in a self-
supervised learning context since what oen motivates self-
supervised learning is that the input is complex and that our
understanding is not sufficient to construct a xed vector
representation without heuristics, data driven or otherwise.
Fortunately, if the goal is to increase mutual information via
a loss function, exact computation of mutual information is not
necessary. Instead, a gradient exposing estimate of mutual
information that acts as a lower bound on mutual information
is sufficient. If we maximise a lower bound, we are guaranteed
to also increase the actual mutual information if it was initially
below that lower bound.

Autoencoders, the most common kind of self-supervised
learning architecture, can be understood in this mutual infor-
mation context. Autoencoders use an encoder to construct
a representation and a decoder to reconstruct the input from
the representation. Although autoencoder reconstruction loss is
not an explicit formulation of mutual information,
© 2025 The Author(s). Published by the Royal Society of Chemistry
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reconstruction loss can be shown to act as a lower bound on
mutual information between the input and the representation
produced by the encoder.19 If it is possible to always perfectly
reconstruct the input from its laten representation, thenmutual
information is maximal.

Unfortunately, reconstructing the original crystal point set
from a xed vector representation is difficult because the point
set representation of the crystal is discrete (a variably sized set)
and the vector representation is continuous. While it is trivial to
reduce the point set to a continuous vector, the reverse is more
challenging since it is unclear how to extract discrete qualities
like howmany atoms are there in the unit cell, and thus the size
of the set. Existing solutions to this discretization problem
involve trade-offs and additional complexities. Examples
include a decoder that predicts crystal properties and then uses
a separate diffusion network for reconstruction;20 sacricing
invariances on the output representation;21 or using a latent
representation that is not a vector.22 As such, it would be
desirable to be able to perform self-supervised learning on
crystals, that can map the crystal to a vector, without having to
solve the reconstruction problem and introduce additional
complexities to the model.

Deep InfoMax is an alternative to the autoencoder (Fig. 1)
that veries the quality of the representations through a loss
function that explicitly maximises the mutual information
between the representation and the original input – without
reconstruction. This is performed with a classier where the
loss function of that classier is an explicit lower bound on
mutual information. This classier would receive a representa-
tion and a crystal, either the crystal that generated the repre-
sentation or some other unrelated crystal, and would be tasked
with determining whether that representation came from that
crystal. If the classier can correctly identify whether a partic-
ular representation came from a particular crystal, and correctly
identify when it did not, then the lower bound on mutual
information between representation and input can be said to be
maximised. Since the output of this model is a scalar classi-
cation score, no additional complexity is introduced. This idea
of verifying the quality of a representation using a classier that
queries the representation about the input used to generate it is
the core intuition of Deep InfoMax.
2.3 Maximising mutual information within constraints

Any bijective mapping of input to representation will maximise
mutual information, and any bijective transformation of that
representation will preserve the encoded information. For this
reason, the naive maximisation of mutual information allows
many pathological solutions. These pathological encodings of
the information are arbitrarily complex, and no realistic
machine learning model would be able to make use of the
encoding due to the heavy levels of obfuscation introduced by
that complexity. Consider taking a strong representation and
then applying a reversible function that pseudorandomly swaps
the positions of every input in the representation space. This
transformation would make the representation impossible to
learn from by any real world model, but mutual information
© 2025 The Author(s). Published by the Royal Society of Chemistry
would none the less be preserved because there is some hypo-
thetical function that would be able to reverse engineer the
pseudorandom transformation and make full use of the
information.

Simply maximising mutual information is insufficient; it is
the usable information that matters, i.e., the information that
a practical downstream machine learning architecture can
effectively leverage. This more specic concept of mutual
information in terms of the information that is accessible to
a particular model can be dened explicitly,23 but directly
computing this is not practical for use as a loss function.
Instead, by maximising mutual information within heuristically
determined constraints, we can approximate this idea of max-
imising the “accessible mutual information”, and achieve
a stronger self-supervised learning pipeline. The main compo-
nent of our eventual loss function represents a naive max-
imisation of mutual information, the constraints limit the
solution space to representations that a reasonable machine
learning architecture can take advantage of.

The rst architectural constraint is that the classier that
estimates the mutual information should be quite simple. If the
classier is deep and has a lot of parameters, then there is no
guarantee that the information exploited by the Deep InfoMax
classier will be readily accessible by a more simple down-
stream model and may be locked behind several complex, non-
linear transformations of the representation. In contrast, if
a linear classier can nd large amounts of usable information
in the representation, then it is known that the information
measured by the linear classier is also accessible to a down-
stream linear regression model. Corollary to this, for the linear
classier, there is unlikely to be much value added for a non-
linear model. Ideally, the complexity of the classier should
be similar to the complexity of the downstream model. In this
work, the Deep InfoMax classier uses a single hidden layer and
a single non-linear activation function, which is aligned in
complexity with the downstream supervised models used later
in this work.

The second architectural constraint is to force the classier
to pay attention to the local properties of the input by only
providing it with a local patch of the input instead of the full
input. Since we are using a set representation of the crystal,
a local patch is just a constituent of the set. For Site-Net, a local
patch is either a single pairwise interaction between the
centroid of a local environment and a neighbour, or a single
local environment in the crystal. We replace the question of
whether the representation came from a particular crystal with
an array of questions asking if each and every individual
constituent of the crystal belongs to the crystal that produced
the representation. This approach forces the model to use the
properties of the crystal to make decisions on what does and
does not belong and to look at correlations between the prop-
erties of crystals across the dataset to assist in this. By only
allowing the model to see local patches of the input when
making a judgement, it is less likely to overt to the training
data andmore likely to cluster similar materials closer together.
This is the “local Deep InfoMax” objective as dened in the
original implementation of Deep InfoMax10 and the best
Digital Discovery, 2025, 4, 790–811 | 793
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Fig. 1 The intuition for how a Deep InfoMax model and an autoencoder evaluate the quality of a learned vector representation (z) is compared
and contrasted. In each case, the considered representation is that of an oxygen local environment in the conventional unit cell of lithium oxide,
the oxygen atom has been centred in the unit cell and highlighted. (a) In an autoencoder, the model attempts to reconstruct the local envi-
ronment from the latent representation; the model is then evaluated on the basis of the accuracy of the reconstruction. (b) Deep InfoMax, this
work, avoids the requirement to reconstruct the local environment by answering an array of questions. The array of questions is generated by
pairing the representation with all of the local samples used to create it, each paired with local samples from a different crystal; the questions are
on which pairs belong to each other and which do not. A non-exhaustive subset of the questions is shown for a representation constructed from
the pairwise distances. In this case the samples are the individual neighbours within the local environment and their distance from the central
atom, which are the constituents of the local environment set prior to pooling into a single vector. The questions are answered using a binary
classifier which is evaluated for its ability to answer the question of which neighbours belong to a local environment and which do not. The ability
for the model to correctly identify all so called “true samples” and “false samples” for a representation verifies the information content of the
representation in the same way that a successful reconstruction does in (a). More formally, the ability for the model to identify all constituents of
the set given the representation acts as a lower bound on mutual information between the representation and the original input.
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performing models used this paradigm exclusively. This makes
graphs and sets ideal inputs for Deep InfoMax because what
a “local patch” means is well dened, and querying over every
characteristic of the representation makes sure that all of the
information in the crystal is accounted for. We exclusively use
the local formulation of mutual information maximisation.

The third architectural constraint is to introduce noise to the
representation before providing it to the classier. By intro-
ducing noise at this stage of themodel, themodel is encouraged
to place similar crystals closer together in the representation
space because if it does not do this, then there is the risk that
the noise will cause the classier to incorrectly identify the
crystal. In our work, we add and regulate noise with the
794 | Digital Discovery, 2025, 4, 790–811
weighted Kullback–Leibler loss introduced in b-VAEs24 as a reg-
ularisation term. This term turns the magnitude of this noise
into a trainable parameter of the model where the model tries to
balance mutual informationmaximisation with maximising the
tolerance to noise.

The fourth architectural constraint is to introduce additional
“false samples”, that is, the constituents that the Deep InfoMax
classier must identify as not belonging to the representation.
In addition to “false samples” taken from other crystals in the
dataset, additional “false samples” can be generated that
highlight different aspects of the chemistry of the material. For
an explicit lower bound on the information, it is necessary that
false samples be uniformly taken from the rest of the data set
© 2025 The Author(s). Published by the Royal Society of Chemistry
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without bias.25 As such, this false sampling regime must always
be included and encapsulated in its own loss term. However, it
does not need to be the only source of false samples contrib-
uting to the loss function, and additional false samples can be
included to ne-tune which information is prioritised. In
practice, the performance of representations trained with Deep
InfoMax on downstream tasks is strongly dependent on the
false sampling, and performance can be improved dramatically
by introducing additional false samples to the model that use
domain knowledge to focus on the most difficult and relevant
cases. This is an intentional source of bias introduced to the
model that encourages the model to focus on chemically rele-
vant differences between samples and use chemical reasoning
for constructing the latent space.

In summary, we introduce an alternative to autoencoders for
self-supervised learning on crystals that does not require the
crystal to be reconstructed by the model. This is achieved by
maximising the mutual information between the crystal and the
learned representation using a classier that determines which
crystals and representations go together and which do not.
Since maximising mutual information on its own can lead to
pathological solutions where the encoding of the information is
too complex to be useful, we augment Deep InfoMax with
a number of heuristic architectural constraints. By maximising
mutual information within these constraints the objective is to
obtain an encoder thatmaximises the encoded information that
is accessible to real world downstream models.
2.4 Independent learning of local environment and global
representations

Site-Net aggregates the crystal point set into a global represen-
tation vector in two steps using two independent permutation
Fig. 2 The Site-Net architecture represents the crystal as a ((a), Bi,j,f) mat
features of the sites, their neighbours, and the chemical interaction be
a primitive unit cell of Li2O as per (Fig. 1). The colours in the bond feat
features, and the interaction between them which become increasing
represent which atomic site is being considered and are of length equal to
in length throughout themodel according to the size of the neural netwo
(j) in Bi,j,f can be understood to be a local environment centred on site i
a particular site into ((b), S

0
i;f ) local environment features, and the resulting

global feature vector that describes the entire crystal. The colours dem
elemental features with a distance, to local environments, to a single
interactions into local environment descriptors and the aggregation of
distinct steps of aggregation where information loss is possible. Therefor
Mutual information is maximised between the vector representing the lo
information is maximised between the global crystal representation and

© 2025 The Author(s). Published by the Royal Society of Chemistry
invariant aggregation functions. The rst step aggregates each
sites interactions with all other sites in the crystal into a vector
summarising the local environments. The second step aggre-
gates the local environments into a global feature vector sum-
marising the entire crystal. We apply Deep InfoMax at both
stages of aggregation and treat each aggregation as a separate
self-supervised learning pipeline. For learning the local envi-
ronments, Deep InfoMax takes a learned representation of
a local environment produced by the attention block, a pairwise
interaction from that environment, and a pairwise interaction
from an unrelated local environment. The model determines
which pairwise interaction belongs to the local environment
and which does not. To learn a representation of the entire
crystal structure, Deep InfoMax takes a learned representation
of the crystal, a local environment from that crystal, and a local
environment from a different crystal, and determines which
local environment belongs to the structure and which one does
not. This two-step process ensures that all the information
about the crystal is available to the global representation (Fig. 2)
where each step aggregates a properly dened set with no
ordering information. If we tried to maximise mutual infor-
mation between a global crystal representation and pairwise
interactions, we would lose the information about which pair-
wise interaction belongs to which particular local environment.
2.5 The Deep InfoMax loss function

As discussed above, we create an encoder that reduces the
constituents of the crystal point set (c) to vector representations
in a shared basis (z). We then use a classier to verify whether it
was possible to identify which representations map to which
crystal. It is essential that this classier acts as a lower bound on
mutual information so that we have guarantees on the value of
rix of every bond in a large cubic supercell consisting of the elemental
tween them. For demonstration purposes the features are shown for
ures represent the information from the lithium features, the oxygen
ly mixed as the representation is reduced to a single vector. i and j
the number of sites in the supercell. f is the featurisation axis and varies
rk layers and the starting feature vector length. Each row (i) and column
. Site-Net uses self-attention to pool pairwise interactions centred on
set of local environment features are then pooled into a ((c), Gf) single

onstrate the increasing levels of information mixing from raw pairs of
feature vector summarising the crystal. The aggregation of pairwise
local environment descriptors into a global feature vector represent
e, Deep InfoMax is applied independently to both parts of the process.
cal environment and its constituent pairwise interactions, and mutual
its constituent local environments.
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the mutual information for a given loss. We now formally dene
the loss function used in Deep InfoMax. As Deep InfoMax is
applied for self-supervised learning at both the local environ-
ment and global crystal representation level, we maintain the
use of the generic set notation to describe the construction of
the loss function. In the former case, the constituents are the
pairwise interactions and the learned representation vector is of
the local environment. In the latter case the representation
vector is of the entire crystal and the constituents are the local
environments produced by the previous part of the model.

Js(z, c, c†) = Sp(uz(z)$uc(c)) + Sp(−uz(z)$uc(c†)),

Sp(x) = ln(1 + ex) (2)

The core loss function, the classier used to estimate and
maximise mutual information (eqn (2)), is the Jensen–Shannon
entropy (Js). This classication loss quanties the ability to
determine whether a particular constituent belongs to a partic-
ular representation. The Jensen–Shannon loss accepts a repre-
sentation (z), a constituent of the set used to construct the
representation (c), and a false sample from a different set that
the representation was not constructed from (c†). To place
a lower bound on mutual information, the false sample is
uniformly sampled from every available false constituent in the
training data without bias. In practice, false constituents are
randomly chosen from the same training batch. If the repre-
sentation (z) is the vector featurising the entire crystal, then the
constituents (c) are the local environment feature vectors it was
created from. If the representation (z) is a local environment,
the constituents (c) are pairs of atoms.

To compute the loss (Fig. 3), we rst scale the representation
and samples to a shared higher dimensional space using a feed
Fig. 3 The computation of the Jensen–Shannon entropy loss function is
are first upscaled to a shared higher dimensional space. Once in this hig
representation and the two samples. The Jensen–Shannon entropy loss
products. The greater this separation across the dataset, the greater the lo
constituents from which it was created.

796 | Digital Discovery, 2025, 4, 790–811
forward neural network, the size of which is a hyperparameter
of the model. The model utilises two separate neural networks
to perform this scaling: one dedicated to scaling the represen-
tation to a higher dimensional space (uz) and another for
scaling the samples (uc).

Once scaled, we compute the dot product between the
upscaled representation and the upscaled samples, resulting in
a true score for the representation true sample pairing and
a false score for the representation false sample pairing.
Summing the soplus (Sp) of these two values is the Jensen–
Shannon entropy, and as the Jensen–Shannon entropy gets
lower, the lower bound on mutual information between the
representation and its constituents is increased.

It is noted that the Jensen–Shannon entropy could be
replaced with any classier, and the same result would be
achieved of teaching the model to distinguish true and false
samples. The Jensen–Shannon entropy has a number of math-
ematical qualities that make it a pragmatic loss function for our
approach, in addition to acting as a lower bound on mutual
information. The rst is that it is a smooth and monotonic loss
function, and the second is that there are diminishing returns
for correct answers, so the model does not focus exclusively on
easy cases.

Once again, it is noted that maximising mutual information
is not sufficient on its own for constructing a representation, as
a representation space could have very highmutual information
with the crystal but have an unusual shape that makes it diffi-
cult to interpret for all but the most complex models. Max-
imising mutual information using local patches of the input
does a lot of work in forbidding trivial solutions, but they are
still possible. To mitigate this possibility further,
visualised. The representation (z), true sample (c) and false sample (c†)
her dimensional space, the dot product is taken between the learned
function is then used to maximise the separation between the two dot
wer bound onmutual information between the representation and the

© 2025 The Author(s). Published by the Royal Society of Chemistry
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a regularisation term assists in learning the representation by
forcing it to conform to a prior distribution that is known to be
well behaved and easy to work with, such as a uniform or
gaussian distribution. To this end, in addition to just the Jen-
sen–Shannon loss, we incorporate a regularisation term that
sculpts the representation space.

Js(z + sy, c, c†) = Sp(uz(z + sy)$uc(c)) + Sp(−uz(z + sy)$uc(c†))(3)

Kl(z, s) = mean(z2 + s − ln(s)) (4)

There are two components to the regularisation. The rst is
that before introducing the representation to the classier (eqn
(3)) we perturb it with noise by adding a vector sampled from
a unit Gaussian of the same dimensionality as the representa-
tion (y) multiplied by a learnable vector of scalars (s) that
control the magnitude of the noise. Note that this is the same
“Reparameterisation Trick” used in variational autoencoders,12

though for the sake of accessibility we do not adopt the varia-
tional autoencoder formalism for describing its impact on the
model. The purpose of this noise is to ensure smoothness under
local perturbations in the latent space by clustering similar
crystals together. The reason this encourages clustering of
similar crystals is that the classier can receive any feature
vector in the local region around the representation once the
noise is applied. If nearby crystals are similar, it is more likely
that the classication is correct regardless. The second is that
we control the magnitude of the representation vectors.
Without an explicit penalty for making the representation
vectors large, the noise can be trivially bypassed by inating the
magnitude of the latent space such that the noise is arbitrarily
small in comparison.

The Kullback–Leibler divergence (Kl) term is the regulariza-
tion loss term that combines the noise component and the
magnitude component (eqn (4)). Formally, it measures the
distance between the distribution dened by the values of the
representation aer applying noise, and a unit Gaussian. In
terms of its function for training, the Kullback–Leibler diver-
gence term rewards the model for maximising the ratio of noise
(s) to magnitude (z2) for a given lower bound on mutual infor-
mation. The reason for this is that it is assumed that if the same
degree of mutual information can be achieved with more noise,
then the latent space with greater noise tolerance is more useful
as a representation. The Kullback–Leibler divergence term is
computed for each dimension in the representation vector, and
then the mean value is taken. The mean is taken rather than the
sum so that the magnitude of the loss is independent of the
dimensionality of the representation.

Loss ¼
XI

i¼1

a

I
Js
�
zþ sy; ci; c

†
i

�þ bK lðz; sÞ (5)

The nal loss is a weighted sum of the Jensen–Shannon
entropy (eqn (2)) and the Kullback–Leibler divergence (eqn (4)),
where a and b are hyper parameters. The ratio of the parameters
a and b will determine the balance between a highly regularised
representation, and a high mutual information representation.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Optimal performance is expected from a careful balance of the
two terms. We nd that an a of 1 and a b of 0.1 give good results
and outperform the zero regularisation case, but no further
explicit optimisation has been performed on the a and b ratio.
The Jensen–Shannon entropy's contribution is averaged over
the number of constituents in the set (I), be it the number of
atoms in the local environment or the number of local envi-
ronments in the unit cell. The Kullback–Leibler divergence is
normalised with respect to the dimensionality of the represen-
tation vector. The purpose of these normalisations is to prevent
the size of the crystal and the number of dimensions in the
representation vector from implicitly altering the relative
magnitude of the loss components.

2.6 Implementation

We construct a Site-Net with a single head and a single attention
block and with two distinct Deep InfoMax loss functions that
are respectively used to optimise the representation of the local
environments and then the global representation (Fig. 4). The
attention block aggregates the pairwise interactions that
constitute a local environment into local environment feature
vectors, and the local Deep InfoMax loss function is used to
maximise mutual information between these local environment
features and their constituent pairwise interactions. These
learnt summaries of the local environments are then passed
through shared neural network layers before being mean
pooled into global representations of the entire crystal; the
global Deep InfoMax loss function is then used to maximise
mutual information between the global aggregates and the local
environments from which they were constructed.

The hyper parameters of the model were chosen by down-
sizing the hyper parameters reported in the original Site-Net
(Table 1) both for computational speed and to achieve a lower
dimensional representation for use with small supervised
datasets. Heuristic optimisation of the hyper parameters then
took place until the self-supervised training looked reasonable,
but there was no formal hyper parameter tuning objective, the
justication for which is covered in the discussion. The size of
the supercells was also reduced to 50 from 500 and materials
with more than 50 atoms in the primitive unit cell were
excluded from the data sets. This reduced the size of the
training dataset for the band gap from 84 890 samples to 70 590,
and the size of the formation energy dataset from 106 201
samples to 88 740, but made models signicantly faster to train.
This weakens the assumption of the supercell being cubic that
Site-Net relies on and as such weakens the performance but this
does not impact comparisons between models. The nal hyper
parameters are heuristic and were chosen to achieve reasonable
model performance with minimal computational overhead.

2.7 Synthetic samples

As discussed previously, a key part of optimising the Deep
InfoMax model is the selection of false samples provided to the
classier. The methodology in the original implementation of
Deep InfoMax pulls false samples from other crystals in the
dataset, which is a requirement for the classier to act as a lower
Digital Discovery, 2025, 4, 790–811 | 797
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Fig. 4 The learning of a global representation of the (a) crystal takes place in two distinct steps. The first step is to generate summaries of the
local environments of the sites in the crystal ðS0

i;f Þ from the bond features (Bi,j,f) using a (b) Site-Net transformer block and (c). Mutual information
is then maximised between local environment features and the pairwise interactions they are constructed from using additional false samples
(B†

i,j,f). The second step is to process the local environment features through some shared neural network layers before (d) taking the mean to
construct a global feature vector. (e) Mutual information is maximised between the learned local environment features and the global feature
vector. These are effectively two separate models, and the gradients are isolated from each other. The global Deep InfoMax objective cannot
adjust the features of the local environments. The backpropagation is shown explicitly using coloured arrows. The gradient flow for the local
environment feature learning is shown in red, and the gradient flow for the global feature learning is shown in blue. Dashed lines represent the
forward propagation of features without corresponding back propagation. The two essentially independent sub models are trained in parallel.
The attention pooling and mean pooling is performed as per supervised Site-Net, the DIM blocks are described in Fig. 3.
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bound on mutual information. The exclusive use of these false
samples has limitations when trying to learn a representation of
the crystal structure. Specically, in almost all cases, it is trivial
to discriminate true samples from false samples solely on the
basis of composition, unless the materials are polymorphs. For
example, no knowledge of the structure is required to conclude
that there is no carbon in a NaCl local environment. The vast
majority of the variance in crystal databases can be explained
through stoichiometry alone, so there is little incentive to
Table 1 The hyperparameters for the Site-Net trained with Deep InfoMax
parameters found by the hyper parameter search in the original Site-Net
Site-Net implementation with the exception of the upscaling layers used
the coulomb force as an interaction feature suppressed performance, so

Hyperparameter

Site features (from Pymatgen26 & Matminer27)

Site features length
Interaction features (from Pymatgen26)
Interaction features length
Attention blocks
Attention heads
Attention weights network [layers]
Upscaling network (us and up) [layers]
Pre-pooling network [layers]
Post-pooling network [layers]
Activation function
Optimizer
Learning rate
Normalization method
Global pooling function
Batch size (unique sites)

798 | Digital Discovery, 2025, 4, 790–811
encode structural information without some bias in the
training.

To alleviate this issue, we engineer synthetic false samples
that cannot be discriminated on composition alone, such that
we can bias the representation towards structural information.
Notably, these synthetic false samples do not need to be stable
or even realistic. What matters is that it should be difficult to
discriminate these synthetic false samples from the true sample
without using structural information.
are shown. These hyper parameters are a reduced version of the hyper
work. All hyper parameters have the same meaning as per the original
as part of the Deep InfoMax classifier. It was also found that including
only the Euclidean distance matrix was used

Value used

9: Atomic number, atomic weight, row, column, rst ionization energy,
electronegativity, atomic radius, density, oxidation state
64
1: Distance matrix
64
1
1
[64]
[64, 128]
[64, 128]
[64]
Mish28

Adamw
8.12 × 10−4

Layernorm29

Mean
1200 unique sites (400 for 100 sample supervised learning)

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 The false sampling strategy is shown in context of (a) Li2O. The false samples consist of (b) an unrelated real crystal, (c) an artificial crystal
with the same stoichiometry as Li2O with geometry donated from an unrelated real crystal, (d) an artificial crystal with the same structure as Li2O
but with stoichiometry donated from an unrelated real crystal, and (e) the same stoichiometry and structure as Li2O but the positions of each
atomic species are randomised. The final false sample with shared structure and stoichiometry is only deployed when learning global repre-
sentations from the local environment representations, as the risk of “sample collision”, that is, false samples being the same as true samples by
chance, is too high when considering only two elements and a distance.
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Three different kinds of synthetic false samples are used in
addition to sampling other crystals directly (Fig. 5). The rst
kind of synthetic false sample is the “false polymorph” gener-
ated by taking the structure from another crystal in the dataset
but keeping the site identities of the true crystal. This false
polymorph will have an identical composition, so the change in
structure must be relied upon to identify the fake. The second
kind of false sample is where the structure is identical but the
composition is taken from another crystal, changing the
elements present at each site. This false sample is introduced so
that the model can learn compositional information indepen-
dently of the positioning of the sites. The nal kind of false
sample is the most difficult for the model; it is a “false
permutation” where the structure is the same and the compo-
sition is the same, but the site positions are permuted. For the
false permutation, the classier must combine the structural
and composition information, neither of which contains the
information on its own. For the false permutation, there are
always sites where there should be sites, and the composition is
correct, and the model must understand when the site at
a particular position is of the wrong species to catch the fake.
The false permutations are only used in the second step of
aggregation, if the false permutations are employed when
learning local environment features then any permutations
between sites of the same element will result in those neighbors
remaining correct.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Loss ¼
XI

i¼1

XJ
j¼1

a

IJ
J s
�
zþ sy; ci; c

†
ij

�
þ bK lðz; sÞ (6)

In computing the Jensen–Shannon entropy, the new false
samples are introduced in parallel to the false samples
randomly sampled from other real crystals. To modify the loss
function to account for multiple false samples (eqn (6)), a false
sample is provided from all sources (c†ij). The mean Jensen–
Shannon entropy for all false samples is taken.

Optimising the false-sampling regime with domain knowl-
edge will likely lead to signicant improvements in the quality
of the representation moving forward. In this work, the engi-
neered false samples were limited to those that could be
generated during training by moving data between crystals, but
more complex false samples could be generated before training
using physical processes. Equally, additional true samples can
be generated in a similar manner. For example, small thermal
perturbations to the positions of each atom in the unit cell
structure could be used as adjunctive true samples to teach the
model not to consider thermal noise as changing the crystal's
identity. Combining more complex sample generation with
adjunctive true samples, one could consider defect chemistry or
assert that adding thermal noise to true samples does not
change their identity.
Digital Discovery, 2025, 4, 790–811 | 799
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Given the nature of the sampling, it is possible that a false
sample almost or exactly matches a true sample from the
material. This puts a limit on the degree of condence in the
classication of samples that are quite common. The effect of
sample collisions and to what extent they should be explicitly
prevented is a matter for future investigation. Collisions are
signicantly more likely with the local Deep InfoMax loss, since
the considered pairwise interactions are just two atoms and
a distance, while the local environment features only collide if
all of the pairwise interactions for two environments are iden-
tical. Site-Nets use of supercells makes samples collisions
signicantly less likely when learning the global representation.
3 Results

A key use case for Deep InfoMax in materials science is the
potential to improve property prediction performance when
only a small number of property labels are available. Large
databases of crystal structures without specic property labels
can be leveraged with Deep InfoMax. The intrinsic information
about crystals in these large databases can then be used to
improve the performance of the property prediction task. We
investigate this use case for Deep InfoMax using the formation
energy and band gap tasks in the Matbench30 suite (Version 0.1),
the largest property prediction tasks available. These datasets
contain crystal structures from the Materials Project31 stored as
Pymatgen structure objects along with their DFT band gaps and
DFT formation energies and contain ∼105 crystals along with
their respective property labels.
3.1 Data processing and task denitions

To simulate a low data environment, we mask the majority of
the labels in the band gap and formation energy datasets. The
masked data can be used for Deep InfoMax pre-training, but not
for property prediction, giving us a large unlabelled dataset for
pre-training and a labelled subset of the data for supervised
training. From there it can be determined if pre-training with
Deep InfoMax improves performance on the smaller amounts
of labelled data. This masking approach is chosen because it
removes the distributional shi between the unlabelled dataset
and the labelled dataset as a performance factor, since they are
now from the same source. This is important because if an
external dataset were used for Deep InfoMax pre-training, it
would be difficult to distinguish the effects of Deep InfoMax
from the effects of the chosen dataset. The two largest tasks in
the Matbench suite are used because it maximises the amount
of property labels that can be used while making sure that the
crystals without property labels greatly outnumber the labelled
crystals. If we mask all but 1000 property labels, there are 100
times as many crystals used in the pre-training as are made
available for supervised learning.

To handle the data, we rst split the datasets into train and
test data in a 80/20 split, using the rst fold as dened by
Matbench to train the Deep InfoMax model. The 20% of the
data allocated to the test dataset is used to evaluate the
performance of supervised models and is not used as part of
800 | Digital Discovery, 2025, 4, 790–811
supervised or Deep InfoMax training. The training characteris-
tics of the Deep InfoMax (Fig. 6) model are shown, in terms of
the Jensen–Shannon entropy and the Kullback–Leibler diver-
gence as a function of epoch.

To perform supervised learning, the property label masking
is then applied to the training fold, with the removal of property
labels being randomised between supervised models. This gives
us a large collection of unlabelled crystals for Deep InfoMax pre-
training and a smaller labelled dataset for property prediction.
We test Deep InfoMax at a variety of property label availabilities.
We work with 50, 100, 250, and 1000 available property labels.

We investigate two methodologies for applying Deep Info-
Max. The rst methodology is transfer learning, where the
parameters from the Deep InfoMax model are used as the
starting parameters for a supervised Site-Net model with the
same architecture except for appending two additional neural
network layers to map the produced global feature vector to
a property prediction. These nal layers are initialised
randomly. The second methodology is representation learning,
where we take the xed vector representation of the crystal that
the Deep InfoMax model produces and use it to train simple
supervised models in scikit-learn.32 These simple models
consist of a linear regressor and a neural network with a single
64 node hidden layer. In this paradigm, the trained Deep
InfoMax model is treated as a featuriser, a function that trans-
forms a crystal structure into a vector. The datasets and meth-
odologies for this work were pre-selected, and there was
a commitment to showing all results regardless of the perfor-
mance, in the name of reproducibility and scientic rigour.
3.2 Transfer learning

For deep learning, the parameters on which a model converges
are dependent on the starting parameters. If the starting
parameters are particularly poor, then the model may diverge
and fail to train. If the starting parameters are particularly good,
then the model can converge faster and to a better solution.
Normally, the starting parameters of a model are set to random
values using some distribution.

An alternative to random values is transfer learning, where
the parameters of a donor model are used as the starting point
for another model and then ne-tuned to the new task.
Generally, the donor model was trained with more data, and
there is reason to believe that the auxiliary information from
that task can assist the model with access to only a small
amount of data. As Deep InfoMax is a self-supervised task that
works with the intrinsic information in the crystal, it is expected
that this should correlate well with most properties. Alterna-
tively, a model trained on another supervised task can be used
for transfer learning.

To investigate the effects of transfer learning from Deep
InfoMax on supervised Site-Net models, we train a Deep Info-
Max model on all of the training data for the band gap and
formation energy tasks. We then add an additional layer (ini-
tialised with random parameters) to the architecture that maps
the output global feature vector to a property prediction and
remove the Deep InfoMax classiers. This modies the network
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 The validation learning curves are shown for a Deep InfoMax model trained on the formation energy dataset, where for all loss functions
a lower value is better. Shown are the validation curves of the (eqn (2), (a and c)) Deep InfoMax (DIM) loss and the (eqn (4), (b and d)) KL divergence
loss, for both the (a and b) local and (c and d) global encoders, plotted against the training epoch. The DIM loss is averaged over all false samples
as per eqn (6). The Deep InfoMax training is fairly smooth and monotonic for both encoders, with the global encoder generally being more
successful in maximising mutual information. To give context to the Deep InfoMax loss values, the baseline loss corresponding to always
assigning a classification score of zero is shown with a dashed red line. The KL divergence loss acts as a constraint on the model. There is an
upward surge in the KL loss early in training where the model must violate the constraint to make performance gains on the Deep InfoMax,
followed by an unstable equilibrium between the Deep InfoMax and KL divergence loss where the model makes trade-offs between the two to
minimise the overall loss. The KL divergence loss is a stronger constraint on the local encoder than on the global encoder and remains high
throughout training.
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into a supervised Site-Net model. If we initialise this supervised
model with random parameters before training, it is a standard
supervised Site-Net model; if we initialise it with the parameters
arrived at by Deep InfoMax training, then we are performing
© 2025 The Author(s). Published by the Royal Society of Chemistry
transfer learning from Deep InfoMax to the supervised task.
Since we are working with two property prediction tasks, we can
also use supervised transfer learning as a baseline by training
supervised Site-Nets on the full training fold for each dataset
Digital Discovery, 2025, 4, 790–811 | 801
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Fig. 7 Box and whisker plots for the test dataset MAE are shown for supervised Site-Nets trained on the (a) formation energy and (b) band gap
tasks, as a function of the amount of training data (50, 100, 250, 1000), and the source of the starting parameters of the model (random, Deep
InfoMax, band gap, formation energy). Each box and whisker plot represents 12 supervised Site-Net models for the relevant starting parameters
trained on a different random sub sample of the training data as determined by 12 shared random seeds. We compare supervised Site-Nets that
started from random starting parameters, the parameters of a trained Deep InfoMax model trained on the full training data, and the parameters
from a supervised Site-Net model trained on all available training data from the other task. This allows us to compare Deep InfoMax pre-training
with supervised transfer learning and a random control. We demonstrate in the case of formation energy that Deep InfoMax pre-training
improves the performance of downstream models with small amounts of data and is stronger than transfer learning from a band gap model. In
the case of band gap, transfer learning from the formation energy task achieves the best performance, and there are small gains in performance
with smaller amounts of data. For both tasks, transfer learning from Deep InfoMax does not improve performance with larger amounts of data.
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and using these models as starting points for the other dataset.
We train supervised Site-Nets initialised with random parame-
ters, parameters taken from the Deep InfoMax model, and
parameters taken from a supervised model training on the
entire training dataset from the other task. We train 12 super-
vised Site-Nets in each category, and the nth trial for eachmodel
uses the same random seed for masking the training data to
ensure direct comparability. Each supervised Site-Net is evalu-
ated according to its MAE on the test dataset containing ∼20
000 samples with ∼20 000 property labels.

From the results (Fig. 7), it is shown that transfer learning
using Deep InfoMax parameters results in improvements in
performance across both tasks in the lower data regimes. With
greater amounts of labels available for supervised training
(>rbin250) the Deep InfoMax pre-training is harmful to perfor-
mance. In general, Deep InfoMax pre-training is shown to be
more effective for the formation energy task than the band gap
task. In the case of the band gap task, supervised transfer
learning from formation energy is uniformly the best option for
all levels of label availability.
802 | Digital Discovery, 2025, 4, 790–811
3.2.1 Representation learning. The xed global represen-
tation vectors produced by a Deep InfoMax model (length 128)
have potential as input to traditional machine learning models.
The trained Deep InfoMax model is used like any other featur-
isation function that creates a feature vector from the crystal
structure for machine learning tasks. As a baseline to compare
the learned representations with, we use the representation
produced by an untrained/randomly weighted Deep InfoMax
model and two feature vectors produced from Matminer fea-
turisers. The vectors produced by the untrained model are an
important point of comparison, as they demonstrate the value
added of training over doing nothing. The vectors produced by
the untrained model are normalised but the Deep InfoMax
vectors are not. The two featurisers used allow Deep InfoMax to
be compared with manual feature engineering. We chose the
attened orbital eld matrix representation33 and the X-ray
diffraction pattern34 because they are self-contained para-
materisations of the crystal.

We use scikit-learn to train the supervised downstream
models at varying levels of property label availability (Fig. 8).
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Box and whisker plots for the MAE on the test dataset are shown for supervised property prediction scikit-learn models trained on the (a)
formation energy and (b) band gap tasks. The results are shown as a function of the amount of training data (50, 100, 250 and 1000 samples), the
representation provided to the model as input (untrained DIM, trained DIM, orbital field and X-ray), and the type of the regression model used
(either a linear regression model or a neural network). Each box and whisker plot shows the data for 100 models, each trained on random
subsamples of the training dataset, of which the Deep InfoMaxmodel had full access to but without the property labels. The models trained were
either linear regression models or scikit-learn neural networks with a single 64-node hidden layer using the ReLU activation function. The
representations used were the normalised quasirandom feature vectors produced by an untrained Deep InfoMax model, a Deep InfoMax model
trained on the full training dataset (either formation energy or band gap), and two engineered structural representations. The vectors produced
by both the untrained and trained Deep InfoMax were of dimensionality 128. The engineered structural features used were the flattened orbital
field matrix and the X-ray diffraction pattern from Matminer. The value added from Deep InfoMax training is dependent on both the task and the
available data. Deep InfoMax training always results in an improvement in performance from the randombaseline when training on the formation
energy. For band gap, there is a significant improvement in performance associated with Deep InfoMax training for linear models and for neural
networks with #100 available labels.
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The models chosen are least-squares-t linear regression and
a neural network with a single hidden layer with 64 nodes. The
relative performance of the linear regression and a single
hidden layer neural network are able to offer insights into the
accessibility of the information in the representations. The
linear models trained on the orbital eld matrix and the X-ray
diffraction pattern are not shown because the test MAEs for
these models were several orders of magnitude greater than the
other models.
© 2025 The Author(s). Published by the Royal Society of Chemistry
The Deep InfoMax representation results in a marked
improvement compared to the untrained representation and
Matminer features for the formation energy task. There is
a marked improvement in performance using the Deep InfoMax
representation over the untrained baselines across all data
availability's for both the linear models and neural networks.
For the band gap with small amounts of data (#100), Deep
InfoMax improves linear models and makes downstream
supervised model performance more consistent. The median
Digital Discovery, 2025, 4, 790–811 | 803
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performance is higher for neural networks trained using Deep
InfoMax representations for small amounts of data, but the best
performing models trained on the Deep InfoMax representa-
tions match the best performing models trained on the repre-
sentations produced by a randomly weighted model. With
greater amounts of data ($250), linear models continue to
improve but the neural network trained on the Deep InfoMax
representation fall behind both the untrained baseline and
linear models trained on the Deep InfoMax representation. This
suggests that with larger amounts of data ($250) the Deep
InfoMax representation is more vulnerable to overtraining on
Fig. 9 t-SNE plots demonstrating the distribution of halogen &metal con
trained Deep InfoMax representations and (a and c) representations prod
parameters. The t-SNEs are generated for the test partitions of the (a an
given an overlay depending on whether they contain both a metal and a h
both a metal and a halogen are coloured yellow, while materials that d
clustering of materials containing both a halogen and a metal for both th
InfoMax. This kind of clustering based on simple chemical properties is
direct relevance for identifying true and false samples.

804 | Digital Discovery, 2025, 4, 790–811
the band gap task. The Deep InfoMax training regime aligns
well with the formation energy task, but seems to require tuning
to be more successful on band gap.
3.3 Visualisation results

To explore the properties of the global crystal representation
learned by using Deep InfoMax, we generate t-SNE35 plots to
explore the topology of the representation. t-SNE is a dimen-
sionality reduction technique that creates a two-dimensional
representation of a high-dimensional space that preserves the
nearest-neighbour distances for each point in the high-
tainingmaterials in the representation space are created using (b and d)
uced from the ‘initial’model prior to Deep InfoMax training i.e. random
d b) formation energy and (c and d) band gap datasets. The t-SNEs are
alogen as a heuristic for identifying halogen salts. Materials that contain
o not meet these criteria are coloured purple. There is an increased
e band gap and formation energy latent spaces after training with Deep
an expected outcome of the training, as this kind of information is of

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 10 t-SNE plots highlighting the distribution of property labels in the representation space are created using (b and d) trained Deep InfoMax
representations and (a and c) representations produced from the ‘initial’ model prior to Deep InfoMax training i.e. random parameters. The t-
SNEs are generated for the test partitions of the (a and b) formation energy and (c and d) band gap datasets. The t-SNEs are given an overlay
according to their relevant property label. Deep InfoMax training does not result in any obvious human readable differences in the distribution of
the property labels. As Deep InfoMax is a self-supervised learning method with no direct access to property labels, there is no expectation that
this would be the case.
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dimensional space. The global structure is not preserved in a t-
SNE plot, so direct distances between points are only mean-
ingful for nearby points in the t-SNE space. With these t-SNE
plots it is possible to see how the materials cluster in the
global feature space generated by self-supervised learning. The
t-SNEs are generated on the test partitions of the band gap and
formation energy datasets with scikit-learn using a perplexity of
100, or 5% of the total number of data points. The other hyper
parameters are set to scikit-learn defaults.

To investigate the topography of the latent space, t-SNEs are
generated on top of the representations built by both an
untrained, randomly initialised Site-Net model and a trained
Deep InfoMax model for the test partitions of both the band gap
and Formation Energy data sets. The perplexity is set to 100, or
5% of the total number of data points. The other hyper
parameters are set to scikit-learn defaults. t-SNEs with property
© 2025 The Author(s). Published by the Royal Society of Chemistry
labels as overlays (Fig. 10) contrast with t-SNEs overlayed with
an innate property, the presence of a halogen and a metal
(Fig. 9). As the Deep InfoMax architecture is self-supervised,
there is not much in the way of obvious clustering in the
latent space in terms of property labels (Fig. 10). However, there
is an increase in clustering when it comes to materials con-
taining halogens and metals, especially with the formation
energy data set, where halogen containing materials form an
explicit “island” in the latent space (Fig. 9).
4 Discussion
4.1 Performance of Deep InfoMax for downstream learning

There are consistent improvements in performance for pre-
training with Deep InfoMax in both the representation and
transfer learning contexts. In general, Deep InfoMax works best
Digital Discovery, 2025, 4, 790–811 | 805
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Fig. 11 The representation learning experiment (Fig. 8) is performed using Deep InfoMax models without the additional false samples described
in (Fig. 5) for the (a) formation energy and (b) band gap tasks. Without the synthetic false samples, training using Deep InfoMax representations
results in uniformly worse performance for the formation energy task. For the band gap the performance of Deep InfoMax is similar except that
the improvement in the performance of linear models is no longer present. The false sampling strategy chosen in this work had a greater impact
on the formation energy task than the band gap task, suggesting that fine tuning the false sampling strategy is specific to the downstream task. An
alternative set of synthetic false samples tuned to the band structure would likely result in a similar improvement in the performance for band
gap.

Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
Ja

nu
ar

y 
20

25
. D

ow
nl

oa
de

d 
on

 1
/7

/2
02

6 
10

:2
4:

14
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
for the formation energy task rather than the band gap task, and
works best when there are a small number of labels available for
the supervised task (Fig. 11).

For representation learning (Fig. 8), Deep InfoMax is always
the strongest representation in the small data regime (50–100
samples), with the median test MAE always lower than the
representation from the untrained control model and the two
Matminer featurisers. The Deep InfoMax features also result in
more consistent downstream models for small data, with the
variance in MAE being lower. This trend continues for higher
amounts of training data (250–1000 samples) in the case of
formation energy but falls apart for the band gap.

For transfer learning (Fig. 7), results are more mixed. For
formation energy, between 50 and 250 samples, starting
training from the Deep InfoMax parameters gains consistent
806 | Digital Discovery, 2025, 4, 790–811
improvements in performance over starting with random
parameters. This trend is reversed at 1000 samples where
starting from random parameters results in a lower MAE.
transfer learning from Band Gap actively harms performance
for all amounts of training data. For band gap, starting training
from Deep InfoMax parameters results in little change to the
MAE in either direction, with transfer learning from the
formation energy being the strongest performer for all levels of
data availability.

It is noted that the hyper parameters of the Deep InfoMax
model were not explicitly optimised and were instead adjusted
ad hoc from the original Site-Net hyper parameters until
reasonable performance was obtained. There is further room
for improvement in downstream performance through optimi-
zation of the hyper parameters of the Deep InfoMax model.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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With respect to Deep InfoMax's relative performance when
compared to manual featurisers (Fig. 8) the performance of the
hyper parameters is of importance. For the majority of the
results, which compare Deep InfoMax training to untrained
versions of the same model architecture, these comparisons are
much less dependant on hyper parameters since they are shared
between the models.

A surprising nding is that Site-Net models attain a better
test MAE than small models trained on representations even
with very small amounts of data (Fig. S1†). Given the hundreds
of thousands of parameters on Site-Net, severe overtraining
with small amounts of data would be expected. Despite this, the
supervised Site-Net models using Deep InfoMax parameters as
starting parameters (transfer learning) perform better than the
downstream neural networks trained on top of the static
representation produced by Deep InfoMax (representation
learning) even with only 50 data points. This appears to be an
example of the double descent phenomenon36 where heavily
overparameterized models leave the region of overtraining and
start to generalise again.
4.2 Domain knowledge applications in false sampling

The superior performance of Deep InfoMax for the formation
energy task when compared to the band gap task is likely due to
the chosen enhancements to the false samples. Without aug-
menting false samples, the formation energy performs poorly
when used for representation learning, worse than the
untrained control in all cases (11). The addition of the engi-
neered false samples makes the difference in the learned
representations being superior to random baselines for forma-
tion energy. The current engineered false samples are orien-
tated towards the correctness of the local environment in real
space, which aligns with the formation energy task because
formation energy is primarily based on the geometry of the
crystal and the local charge environment at each site. The band
structure, and therefore the band gap, is more complicated.
Performance on the band gap task is likely to be improved
through an alternative false sampling scheme more focused on
preserving information about the band structure.

Prioritising speed, the false samples used in this imple-
mentation of Deep InfoMax relied on data donation from other
crystals in the dataset, which is chosen because it both provides
a large sample space (proportional to the square of the size of
the dataset) and the operations can be trivially performed on the
GPU during training. These false samples are also conceptually
simple and not tuned for any particular property though they
empirically align better with the formation energy task than the
band gap task.

An alternative to the data manipulation approach to false
sampling would be to produce false samples prior to, or during
training through chemical transformations applied to the
crystal structure. This would allow the model to consider defect
chemistry, or more chemically complex perturbations of the
lattice. For example, to improve the performance of down-
stream learning on the band gap, a false sampling strategy that
focuses on dopants and other small perturbations to the crystal
© 2025 The Author(s). Published by the Royal Society of Chemistry
that are known to make large changes to a material band
structure might be considered. The false samplingmethodology
is an important hyper parameter of the Deep InfoMax model
that is heavily dependant on domain knowledge with respect to
the target supervised task. Taking another property that might
be of interest, thermal conductivity, introducing interstitials,
vacancies, and other phonon-disrupting perturbations to create
false samples may capture more relevant variance.

4.3 Untrained models are an essential, non-trivial baseline

A noteworthy result in the experiments with representation
learning is the representation produced by untrained Deep
InfoMax models being stronger than the engineered structural
features when there are small amounts of data, in addition to
the untrained representation being generally competitive with
the trained Deep InfoMax models. There is precedent to this
result in other areas.

In recent work in NLP, it has been found explicitly that
untrained transformers sometimes make stronger sentence
encodings than trained transformers,37,38 suggesting that the
pretrained word embeddings are the key determinant of
performance. Random transformers, using what is essentially
random weighted sums of random projections are sufficient to
create a representation if the word embeddings are good. It is
not surprising that this result is also found with crystal trans-
formers, as elemental embeddings are very similar to word
embeddings with a vocabulary dened by the periodic table and
a grammar dened by the structure of the crystal. In the domain
of materials science, random projections have been shown to
oen outperform compositional feature engineering for
composition based property prediction tasks.39

From the result obtained in this work and precedent in other
domains, the untrained versions of a self-supervised models for
crystals are demonstrated to be a natural baseline for estab-
lishing the efficacy of the training methodology. It is therefore
a recommendation that future work in self-supervised learning
for materials informatics adopt untrained versions of models as
baselines. Demonstrating that trained models achieve superior
performance to untrainedmodels is essential, and shown not to
be something that can be assumed even if performance is good.

4.4 Hyperparameter tuning considerations with Deep
InfoMax

As previously stated, hyperparameters were chosen heuristically
for the Deep InfoMax framework. A formal hyperparameter
search was not performed because the desired outcome from
the self-supervised pre-training was downstream supervised
performance, and explicitly tuning the Deep InfoMax model for
this would constitute data leakage from the supervised labels.
With this data leakage, Deep InfoMax may be articially per-
formant compared to the untrained baselines because the hyper
parameters were specically t for the case of Deep InfoMax
pretraining. It was decided from this that the model's hyper
parameters should be chosen without access to any supervised
labels and should be shared between tasks to simulate the
conditions of a foundation model. A foundation model is
Digital Discovery, 2025, 4, 790–811 | 807
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a single self-supervised model that must generalise to many
tasks. This likely reduces the performance of the Deep InfoMax
approach in this work relative to baselines, but it makes any
increases in performance attained more robust and more likely
to generalise.

Formally dening a hyperparameter search using purely self-
supervised loss is difficult for two reasons. The rst is that the
local Deep InfoMax and global Deep InfoMax losses are trained
separately, and it is unclear how to balance them in a purely
self-supervised hyperparameter tuning regime. The perfor-
mance of the global Deep InfoMax loss is dependant on the
representations produced by the local encoder, and a regime
like naively maximising the sum of the losses could result in the
model converging on a degenerate local solution to lower the
global Deep InfoMax loss. As discussed with the constraints of
the model, an overly complex Deep InfoMax classier can
hamper downstream performance, so the simplicity of the
classier is just as important as the raw performance. For this
reason, the hyperparameter search was limited in scope and
focused on achieving a reasonable local and global Deep Info-
Max loss while keeping the classiers roughly as complex as the
downstream models.
Fig. 12 The general schematic is shown for integrating Deep InfoMax in
a representation vector (z). The pooling layer includes operations such as
sums vectors together. Black arrows show the flow of data and red arro
convolution operation fits into this framework. The set of vectors are the
node after convolution, the false samples are (c†) unconnected nodes w

808 | Digital Discovery, 2025, 4, 790–811
4.5 Practical application of Deep InfoMax in materials
informatics and compatibility with other models

This work represents a controlled pilot investigation into the
application of Deep InfoMax within materials informatics. By
training Deep InfoMax on large supervised datasets and per-
forming downstream training on sub-samples of the same
dataset, we ensure that the distribution of inputs learnt by Deep
InfoMax is the same as the distribution in the supervised sub-
samples. In addition, by resampling the supervised subsets
and repeating experiments, we are able to obtain a well-dened
statistical resolution on the performance differences between
approaches. Removing the distributional shi allows the sepa-
ration of the value of Deep InfoMax training from impact of
the distributional shi between datasets, which is a function of
the data. Another way to phrase this is that the problem
that Deep InfoMax is being applied to in this work is pure
interpolation with no extrapolation. In a supervised pre-training
case with distributional shi, it is difficult to separate the
impact of the data from the impact of the technique. For
a simple interpolation case, any improvement from self-
supervised learning can be more easily interpreted as a func-
tion of the technique.
to a model in terms of a pooling layer that maps a set of vectors (c) to
mean pooling, graph convolution, self-attention etc. any operation that
ws show gradient-enabled flow of data. For a graph model, the graph
incoming nodes and optional edge features, the representation is the
ith optional edge features.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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In practical applications of Deep InfoMax distributional shi
is actively desirable, and learning about classes of material not
present in the small supervised dataset is a key source of value.
If there are materials in the pre-training data that are “out of
distribution” with respect to the supervised data. This has the
potential to increase the probability that the downstream
supervised model will be able to extrapolate to these cases as
they are already accounted for during pre-training. Pre-training
on a large dataset of materials such as the ICSD40 can give the
model knowledge of materials that are very different from those
present in a small supervised dataset. Through the demon-
stration of benets from Deep InfoMax pre-training in the in-
distribution case. This sets the necessary precedent for use of
Deep InfoMax for novel extrapolatory cases.

The Deep InfoMax loss function described in this work can
be integrated into other architectures quite easily (Fig. 12).
Graph models like CGCNN3 and MegNet4 in particular would be
easy to use with the Deep InfoMax framework where the
representation vector is a node post convolution, and the
constituents are the incoming nodes combined with the
optional edge features. Furthermore, an autoencoder recon-
struction loss, a contrastive loss, and the Deep InfoMax loss can
be trivially combined in the same model. This ease of combi-
nation comes from them all sharing the encoder part of the
architecture, and simply being different branching “decoders”
than can be forked from a common bottleneck. Combining the
approaches together and weighting the loss functions may work
better than any one method on its own, with each loss function
Fig. 13 Box and whisker plots for the MAE on the test dataset are show
phonon dataset (last phdos peak), where the Deep InfoMax model was
Training downstream neural networks on the representation produced b
model with initial parameters (representation, Fig. 8) is compared to train
and starting parameters taken from a trained Deep InfoMax model (trans
each trained on distinct randomly sampled property labels from the trainin
the samemethodology. Results shown are the MAE of the models on the
With the Deep InfoMax models trained on the formation energy datase
formation energy dataset and the phonons dataset. With the exception
training improves performance in all cases. Unlike formation energy an
representation is stronger overall than the use of supervised Site-Netmod
the strongest improvement from Deep InfoMax pre-training of all the re

© 2025 The Author(s). Published by the Royal Society of Chemistry
focusing on different elements of a good representation.
Equivalently, Deep InfoMax can be integrated into a supervised
learning pipeline and the loss function can co-exist with
a supervised loss. Contrastive learning in particular is a prom-
ising candidate for combination with Deep InfoMax, as a tech-
nique similar to Deep InfoMax which has seen recent success in
materials informatics.41–43 Both contrastive learning and Deep
InfoMax employ the idea of “positive pairs” and “negative
pairs”, and manipulate the representation of the material so
that positive pairs belong together and negative pairs do not.
The key difference in the approaches is that contrastive learning
operates by dening positive pairs and negative pairs of
complete crystals and complete local environments. By
contrast, Deep InfoMax compares complete crystals and
complete local environments to the building blocks they are
made up of. There is a common framework that could encom-
pass both techniques. The addition of augmented true samples
to Deep InfoMax that encode semantically meaningless vari-
ance would introduce a constructive learning component to this
work.

4.6 Out of distribution representation learning with Deep
InfoMax

The datasets and techniques used in the results were pre-
selected prior to the commencement of the work in the
pursuit of demonstrating the performance of Deep Infomax in
materials informatics where distributional shi is absent. From
this it has been found that Deep InfoMax with the local
n for supervised property prediction models trained on the Matbench
trained on the full formation energy training dataset of 105 crystals.
y a trained Deep InfoMax (DIM) model and an untrained Deep InfoMax
ing supervised Site-Net models using both random starting parameters
fer, Fig. 7). For representation learning, the box plots show 100 models,
g dataset. For the Site-Netmodels, the box plots show 12models using
test dataset of∼200 samples regardless of the amount of training data.
t, this set of results shows a case of distributional shift between the
of the transfer learning case with 1000 samples, Deep InfoMax pre-
d band gap, training small downstream models on top of the learnt
els and the representation learning paradigmwith 1000 samples shows
sults shown, halving the mean absolute error (MAE).

Digital Discovery, 2025, 4, 790–811 | 809
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geometry false samples is able to improve performance across
all data availabilities for representation learning on the
formation energy task. Aer having established performance in
the context of in distribution interpolation, this creates the
necessary conditions to trial a distributional shi case.

The Matbench phonons dataset intuitively should depend
on similar false samples to the formation energy, with the
immediate local environment around the atoms being deeply
relevant to the phonon modes. We repeat the representation
learning task where the Deep InfoMax model is trained on the
full formation energy dataset but this time instead of training
the downstream models on subsets of that same formation
energy dataset we train on the Matbench phonons (last phdos
peak) dataset(Fig. 13). The phonon dataset has 1265 samples,
1000 in each training fold and 200 in each test fold, so is not
large enough for pre-training but we can gain coverage for
downstream supervised learning. For this dataset, representa-
tion learning with Deep InfoMax pre-training was the strongest
overall approach with 1000 training data points. This example
demonstrates that Deep InfoMax can be performant in the
presence of distributional shi.

5 Conclusion

We introduce the use of Deep InfoMax for self-supervised
learning in material informatics through application to the
Site-Net architecture for the purposes of transfer learning and
representation learning. Deep InfoMax rst encodes the crystals
to xed sized vectors in a shared latent space, then uses a clas-
sier to verify the quality of the representation by differentiating
‘true’ local samples that belong to the relevant crystal from
‘false’ samples which do not. In our implementation, we
introduce an additional degree of freedom to the Deep InfoMax
methodology, where domain knowledge is used to curate and
bias the false samples such that the information preserved in
the representation is more relevant to downstream tasks.

We benchmark the suitability of Deep InfoMax through self-
supervised pre-training, where performance on supervised
datasets with small numbers of available labels is improved
through self-supervised training on large datasets without
property labels. We then transfer that knowledge to supervised
training on smaller datasets where property labels are available.
To benchmark Deep InfoMax independently of distributional
shi, we pretrain on the full supervised dataset treating it as
unlabelled and then train supervised models on randomised
subsets of the data. We robustly show that Deep InfoMax pre-
training has value added for improving performance in this
interpolative regime. We also demonstrate that performance
improves when an appropriate false sampling strategy used for
a given supervised task, showing a direction for future
improvement based on domain knowledge. We also demon-
strate in a pilot example that Deep InfoMax can improve
performance when distributional shi is present.

In this work, Deep InfoMax was applied to the Site-Net
architecture, however, the Deep InfoMax loss function can be
used with other architectures such as CGCNN, ALIGNN, and
MegNet3,4,14 that operate on crystal structures. In addition, Deep
810 | Digital Discovery, 2025, 4, 790–811
InfoMax is trivial to combine with other loss functions as part of
larger self-supervised learning frameworks. We present Deep
InfoMax, adapted to the domain of materials informatics, as
a promising candidate for inclusion in foundation models as
well as having general applicability as a self-supervised learning
technique for materials science.
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M. Brucher, M. Perrot and É. Duchesnay, J. Mach. Learn.
Res., 2011, 12, 2825–2830.

33 T. L. Pham, H. Kino, K. Terakura, T. Miyake, K. Tsuda,
I. Takigawa and H. C. Dam, Sci. Technol. Adv. Mater., 2017,
18, 756–765.

34 B. D. Cullity and S. R. Stock, Elements of x-ray diffraction,
Prentice Hall, 3rd edn, 2001.

35 L. van der Maaten and G. Hinton, J. Mach. Learn. Res., 2008,
9, 2579–2605.

36 P. Nakkiran, G. Kaplun, Y. Bansal, T. Yang, B. Barak and
I. Sutskever, arXiv, 2019, preprint, arXiv:1912.02292, DOI:
10.48550/arXiv.1912.02292.

37 J. Wieting and D. Kiela, arXiv, 2019, preprint,
arXiv:1901.10444, DOI: 10.48550/arXiv.1901.10444.

38 Z. Zhong and J. Andreas, arXiv, 2024, preprint,
arXiv:2410.04368, DOI: 10.48550/arXiv.2410.04368.

39 S. Durdy, M. W. Gaultois, V. V. Gusev, D. Bollegala and
M. J. Rosseinsky, Digital Discovery, 2022, 1, 763–778.

40 M. Hellenbrandt, Crystallogr. Rev., 2004, 10, 17–22.
41 F. Ottomano, G. D. Felice, R. Savani, V. Gusev and

M. Rosseinsky, AI for Accelerated Materials Design – NeurIPS
2023 Workshop, 2023.

42 G. S. Na and H. W. Kim, Chem. Commun., 2022, 58, 6729–
6732.

43 R. Magar, Y. Wang and A. Barati Farimani, npj Comput.
Mater., 2022, 8, 231.
Digital Discovery, 2025, 4, 790–811 | 811

https://doi.org/10.48550/arXiv.1711.05099
https://doi.org/10.48550/arXiv.1808.06670
https://doi.org/10.48550/arXiv.1908.01000v
https://doi.org/10.48550/arXiv.1908.01000v
https://doi.org/10.48550/arXiv.2306.11078
https://doi.org/10.48550/arXiv.2110.06197
https://doi.org/10.48550/arXiv.2110.06197
https://doi.org/10.48550/arXiv.2202.09025
https://doi.org/10.48550/arXiv.2002.10689
https://doi.org/10.48550/arXiv.1907.13625
https://doi.org/10.48550/arXiv.1908.08681
https://doi.org/10.48550/arXiv.1908.08681
https://doi.org/10.48550/arXiv.1912.02292
https://doi.org/10.48550/arXiv.1901.10444
https://doi.org/10.48550/arXiv.2410.04368
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4dd00202d

	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d

	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d

	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d

	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d
	Establishing Deep InfoMax as an effective self-supervised learning methodology in materials informaticsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4dd00202d


