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The accurate determination of a molecule's accessible conformations is key to the success of studying its

properties. Traditional computational methods for exploring the conformational space of molecules such

as molecular dynamics simulations, however, require substantial computational resources and time.

Recently, deep generative models have made significant progress in various fields, harnessing their

powerful learning capabilities for complex data distributions. This makes them highly applicable in

molecular conformation generation. In this study, we developed ConfGAN, a conformation generation

model based on conditional generative adversarial networks. We designed an efficient molecular-motif

graph representation, treating molecules composed of functional groups, capturing interactions between

groups, and providing rich chemical prior knowledge for conformation generation. During adversarial

training, the generator network takes molecular graphs as input and attempts to generate stable

conformations with minimal potential energy. The discriminator provides feedback based on energy

differences, guiding the generation of conformations that comply with chemical rules. This model

explicitly encodes molecular knowledge, ensuring the physical plausibility of generated conformations.

Through extensive evaluation, ConfGAN has demonstrated superior performance compared to existing

deep learning-based models. Furthermore, conformations generated by ConfGAN have demonstrated

potential applications in related fields such as molecular docking and electronic property calculations.
Introduction

Molecular conformation refers to the different three-
dimensional arrangements of atoms within a molecule
through the rotation of single bonds. Due to various degrees of
freedom such as bond rotations and group rotations, molecules
can have multiple distinct three-dimensional structures, which
signicantly inuence the physical, chemical and biological
properties of molecules.1,2 For instance, in computer-aided drug
design, the selection and optimization of molecular confor-
mations can affect the interaction between drug molecules and
receptors.3,4 In computational studies of chemical reaction
mechanisms, molecular conformation not only affects the
reactivity and stability of reactants but also alters the structure
and energy of the transition states.5,6 Therefore, optimizing and
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controlling molecular conformations can help researchers
better understand the interactions between molecules and the
mechanisms of reactions, leading to the design of new drugs
and more efficient and selective chemical reactions. Experi-
mentally determining molecular conformations typically
involves methods such as X-ray crystallography, nuclear
magnetic resonance (NMR) spectroscopy, infrared spectros-
copy, and Raman spectroscopy.7–10 However, these techniques
require high-quality instruments and expertise, resulting in
high costs in terms of manpower and resources. Alternatively,
determining molecular conformations through computational
simulations is a fast and cost-effective approach. Common
methods include molecular dynamics, Monte Carlo methods,
and quantum mechanics.11–14 Molecular dynamics is a compu-
tationally efficient method suitable for studying long-term
motion and thermal equilibrium processes of molecules.
However, the probability of conformation sampling is deter-
mined by the Boltzmann distribution, so sampling rare events
requires signicant simulation time.15,16 In contrast, Monte
Carlo methods can rapidly generate a wide range of conforma-
tions in a relatively short time, but the precision of results may
not be as high as those of other methods due to their stochastic
nature.11,17 Quantum mechanics-based methods can accurately
calculate the energy of conformations, providing conforma-
tional information that matches or exceeds experimental
results.14 However, the associated computational cost is
Digital Discovery, 2025, 4, 161–171 | 161
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enormous.18 Moreover, for existing traditional computational
methods, the time required to obtain conformations increases
exponentially as the system's degrees of freedom increase,
making them unsuitable for large-scale rapid screening.

Recently, there has been strong interest in deep learning-
based generative algorithms, which have been applied in
content generation tasks such as ChatGPT.19,20 These algo-
rithms can learn the distribution of existing data and then
generate new data similar to the original. Interestingly, gener-
ative models have also been applied in the generation of
molecular conformations. GraphDG is an early-developed
model that combines Variational Autoencoders (VAEs) and
Distance Geometry (DG) theory to generate molecular
conformations.21–23 However, this model overlooks the fact that
each molecule may have multiple stable conformations around
certain thermodynamically stable states, and the graph neural
networks used struggle to capture long-range dependencies
between atoms.24 Subsequently, methods such as CGCF, Con-
fVAE, ConfGF, GeoMol, SDEgen and GeoDiff were proposed.25–30

The CGCF model is a conditional graph continuous ow
generative model that utilizes ow-based models to better learn
the complex distribution of molecular conformations. It opti-
mizes the generated conformations using an MCMC procedure
combined with an energy-based bias model, resulting in stable
conformations. The ConfVAE model is based on a conditional
variational autoencoder framework and uses bilevel optimiza-
tion to directly generate the three-dimensional structure of
molecules, avoiding potential error accumulation in the step-
by-step generation process. The ConfGF model, inspired by
traditional force eld methods in molecular dynamics simula-
tions, directly estimates the gradient eld of atomic coordi-
nates' logarithmic density, generating stable conformations
through Langevin dynamics. GeoMol predicts the dihedral
angles and angles of molecular fragments and then assembles
them to generate conformations. GeoDiff uses a diffusion-based
approach to directly predict atomic coordinates and generate
conformations. These methods can quickly generate molecular
conformations and have shown improved efficiency in drug
screening tests. However, there are still many issues that need
to be addressed. For example, the current methods for obtain-
ing molecular information are based on graph neural networks,
which provide limited information molecular structures. The
models only consider geometric relationships and do not
incorporate chemical knowledge, resulting in inaccurate bond
lengths, incorrect chiral information, and unrealistic structures
in the conformations generated.

To address the aforementioned issues, this study developed
a molecular conformation generation model named ConfGAN,
which is based on Generative Adversarial Networks (GANs).31

GANs have already shown considerable potential in the eld of
molecular design. For example, MolGAN, designed by Cao and
Kipf, achieved a nearly 100% valid compound generation rate in
experiments with the QM9 chemical database.32 Additionally,
LatentGAN, proposed by Prykhodko and colleagues, combines
autoencoders and generative adversarial networks to generate
a large number of new compounds, with drug similarity scores
comparable to those of the training set.33 To enhance molecular
162 | Digital Discovery, 2025, 4, 161–171
encoding, we extend beyond the conventional molecular graph
representation and introduce a molecular-motif graph neural
network (MM-GNN). By incorporating a molecular-motif
isomeric graph neural network, we capture a more compre-
hensive understanding of the intricate relationships within
molecules, surpassing the limitations of using the molecular
graph alone. To generate more accurate interatomic distances,
we incorporate a pseudo-force eld into the loss function, which
includes a function for Lennard-Jones potential and bond
energies. The parameters of the pseudo-force eld are obtained
from the Universal Force Field (UFF), ensuring that the atomic
bond distances adhere to chemical rules.34 To address the issue
of neglecting stereochemistry in previous methods, we intro-
duce volume violation during the conformation generation
stage.35 Through testing, our method can generate diverse
conformations and accurately produce the lowest-energy
conformations for low-degree-of-freedom molecules. Further-
more, through benchmark tests and comparisons of the
generation of lowest-energy conformations, our method
outperforms other generative models. Finally, we apply this
method to the generation of initial conformations in molecular
docking and molecular property calculations, further demon-
strating its potential applications in drug discovery and related
elds.

Results and discussion
Overview of the ConfGAN model

ConfGAN is a model based on Conditional Generative Adver-
sarial Networks (CGANs) designed for generating molecular
conformations (see Fig. 1). The model includes a generator and
a discriminator, both implemented using multilayer percep-
trons. The generator's task is to convert the molecular topology
into a geometric structure, taking molecular representations
and Gaussian noise as input. The discriminator evaluates
whether the generated molecular conformations are physically
plausible by comparing the potential energy of the generated
and real conformations. The potential energy is calculated from
the Lennard-Jones potential for non-bonded interactions and
the harmonic potential for bonded interactions. The Lennard-
Jones potential describes non-bonded forces such as van der
Waals forces, while the harmonic potential describes bonded
interactions such as bond length, bond angle, and dihedral
angle. The discriminator provides feedback to the generator
regarding the physical plausibility of the conformations by
assessing the potential energy. During training, the generator
and discriminator are optimized through adversarial training:
the generator strives to produce conformations deemed
reasonable by the discriminator, while the discriminator
enhances its ability to distinguish real from generated confor-
mations. Through this process, the model incrementally
improves the quality of generated molecular conformations,
making them closer to real molecules.

For molecular representation, we constructed a Motif-
Molecular Graph Neural Network (MM-GNN), where the mole-
cules are represented by a molecular graph and a motif graph.
In the molecular graph, atoms are nodes and chemical bonds
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dd00179f


Fig. 1 Overview of the ConfGANmodel. Given a molecule, the concatenated atomic embeddings are obtained as conditional information from
the MM-GNN. In the generator part, the conditional information and Gaussian noise are used as inputs to generate the interatomic distances (d0)
and calculate the generatedmolecular potential energy (U(d0)). In the discriminator part, the conditional information is concatenated with the real
and generated molecular potential energy and used as input for updating the network weights. Finally, the generated interatomic distances are
used to obtain the three-dimensional conformation through distance geometry theory and chirality volume violation.

Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

9 
N

ov
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 2

/7
/2

02
6 

7:
48

:5
3 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
are edges, effectively describing the basic topology and direct
connections between atoms. However, molecules contain
functional groups or motifs with signicant chemical proper-
ties and functions. Therefore, we introduced the concept of
a motif graph, extracting key motifs (such as hydroxyl, carboxyl,
and aromatic rings) as new nodes to build the motif graph.
These motifs reect the higher-order structural features of the
molecule; for example, the presence of a hydroxyl group (–OH)
oen implies higher solubility due to its ability to form
hydrogen bonds with water molecules. We use a message-
passing mechanism to update node features, employing Gated
Recurrent Units (GRUs) for node feature updates. The message-
passing process involves three stages: message construction,
message aggregation, and node feature updating.

In the conformation generation phase, we use the Euclidean
Distance Geometry (EDG) algorithm to reconstruct the 3D
coordinates of atoms from the distance matrix generated by the
generator. During this process, we also consider chirality
information to ensure that the generated molecular conforma-
tions have the correct spatial conguration.21

Performance testing of ConfGAN

We trained ConfGAN for 500 epochs and tracked the model's
ability to generate conformations at the 5th, 50th, and 500th
epochs. We randomly selected a molecule for testing, and the
results are shown in Fig. 2(a). At the 5th epoch, ConfGAN could
not correctly predict the three-dimensional structure of the
molecule, and the generated conformation contains incorrect
interatomic distances. By the 50th epoch, the molecule gener-
ated by ConfGAN could more accurately represent the molec-
ular framework, but it still could not correctly generate the
structure of the benzene ring and the distances between atoms.
At the 500th epoch, we optimized the generated molecular
structure through DFT and calculated the Root Mean Square
Deviation (RMSD) between the generated molecular structure
and the optimized molecular structure to be 0.01 Å, indicating
that the model can now generate the correct molecular struc-
ture. To verify the convergence of the model, we calculated the
© 2025 The Author(s). Published by the Royal Society of Chemistry
change in the average distance difference

Dd ¼ ðPn
i

��dr
i � dg

i

��Þ=n with epochs, where dgi represents the
interatomic distance of the generated molecular conformation
and dri represents the interatomic distance of the real confor-
mation. The results are shown in Fig. 2(b), and by the 500th
epoch, ConfGAN has reached convergence. Moreover, we
compared the graph-motif method with the method that only
uses graphs to represent the molecule in terms of average
distance difference D�d. The results show that the D�d aer
convergence using the graph-motif method is 0.14 Å, while the
D�d aer convergence using the graph method is 0.2 Å. This
indicates that using the graph-motif method to predict molec-
ular conformations has better performance.

To validate the diversity of conformations generated by
ConfGAN and to test whether the model suffers from the
common issue of mode collapse oen seen in GAN models,
a diversity test was performed. We conducted a random selec-
tion of 100 molecules, stratied by the count of rotatable bonds
ranging from 1 to 10, with each count represented by 10 distinct
molecules. Utilizing ConfGAN, we generated a set of 5000
conformations for each of these molecules, and the energy of
each conformation was computed using the xTB-GFN2
method.36 Following this, we applied a clustering process to
the generated conformations, setting an RMSD threshold of less
than 0.5 Å and an energy threshold of less than 0.2 kJ mol−1.
Ultimately, we quantied the average quantity of conformations
following clustering for each category of rotatable bond count.
The outcomes of this process are illustrated in Fig. 2(c). The
quantity of conformations post-clustering gradually increases
with the increase in the count of rotatable bonds. This indicates
that the conformations generated by the model exhibit diver-
sity, thereby suggesting that the issue of mode collapse is not
present.

Diversity in the conformational space of molecules is crucial,
as thermodynamically stable conformations typically corre-
spond to the points of minimal potential energy. These
conformations, which represent energy minima on the molec-
ular potential energy surface, are more likely to occur in
Digital Discovery, 2025, 4, 161–171 | 163
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Fig. 2 Performance evaluation of the ConfGAN model in molecular conformation generation. (a) Tracking the model's ability to generate
conformations at the 5th, 50th, and 500th epochs. (b) Variation of the average distance difference in molecular representation using the GNN
and MM-GNN with respect to epoch. (c) The average number of valid conformations generated by ConfGAN varies with the increase in the
number of rotatable bonds in the molecule. (d) Variation of the molecular potential energy surface with changes in two rotatable angles.
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molecular thermodynamic equilibrium. Moreover, they play
a key role in chemical reactions and intermolecular interac-
tions. Therefore, we examined whether ConfGAN could
generate these stable conformations. We randomly selected ve
molecules and scanned the two rotatable angles of each mole-
cule using DFT calculations. The scan interval was set at 20
degrees. The potential energy surface aer scanning and its
projection are shown in Fig. 2(d). We used ConfGAN to generate
50 conformations for each molecule, removing duplicates.
Subsequently, we applied DFT to calculate the energy of each
conformation. The generated conformations, sorted by their
dihedral angles and corresponding energies, are marked in
Fig. 2(d) with red dots and lines.

It can be observed that the conformations generated by the
model are located near the potential energy minima, demon-
strating that our model can generate thermodynamically stable
conformations. We also tested other molecules and arrived at
similar conclusions. Detailed results can be found in ESI Fig. 2.†
Comparison between different models for the generation of
conformations

For more complex molecular structures, we further tested the
ability of ConfGAN to generate the most stable molecular
164 | Digital Discovery, 2025, 4, 161–171
conformations. The most stable conformations typically have
the lowest energy, and predicting these can provide a better
understanding of a molecule's behavior and properties. This is
particularly useful for targeted research and applications in
molecular design and drug development. We randomly selected
ve molecules from the GEOM-Drugs database and performed
Molecular Dynamics (MD) simulations to thoroughly sample
each molecule to obtain its most stable conformation as
a reference. Concurrently, we compared ConfGAN with other
deep learning-based methods and with MD runs that only
sample 200 conformations for eachmolecule (MD-200). All deep
learning-based methods generated 200 conformations, and the
most stable conformation was selected by calculating the
energy. Not all deep learning-based methods were tested, such
as the DMGGmethod, as these methods do not provide suitable
secondary testing code. We depicted the most stable confor-
mation of molecular structures and their relative energy
differences (DE = EGen − ERef) in Fig. 3.

It can be observed that the energies obtained by most deep
learning-based methods are lower than those obtained by the
molecular dynamics method that only samples 200 conforma-
tions. This suggests that deep learning methods have advan-
tages when the number of conformational samplings is limited.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Comparison of ConfGANwith other methods in conformation generation. The reference results consist of 5000 conformations obtained
frommolecular dynamics (MD) simulations (250 ps). MD-200 represents 200 conformations obtained frommolecular dynamics simulations with
a simulation time of 10 ps. All structures shown in the figure are the lowest-energy conformations, and the energy displayed in the bottom right
corner is relative to the lowest-energy conformation from molecular dynamics simulations. NA indicates that the generated structure contains
errors.
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However, some deep learning-based methods generated incor-
rect conformation structures, leading to abnormally low ener-
gies. We marked these cases as NA in the Fig. 3. In our tests, the
GeoMol method generated a signicant number of incorrect 3D
structures, primarily due to multiple atom overlapping. The
ConfGFmethod also produced some erroneous structures, such
as incorrect bond breaking and connections. These incorrect 3D
structures can have a signicant impact on practical applica-
tions. In our tests, our method did not generate any incorrect
molecular structures, and the stable conformations it generated
were closer to the reference conformations produced by
molecular dynamics than those generated by other deep
learning methods. This indicates that ConfGAN can effectively
generate high-quality molecular conformations, demonstrating
both stability and reliability.

In order to further investigate the quality and diversity of the
conformations generated by the ConfGAN, we follow previous
work to calculate coverage (COV) and matching (MAT).23 The
coverage (COV) is used to measure the proportion of confor-
mations in the generated set that match at least one confor-
mation in the reference set. For each conformation in the
generated set, we nd the conformation in the reference set that
is closest to it within a given RMSD threshold d and mark it as
a matching conformation:

COV
�
SgðGÞ; SrðGÞ

� ¼ 1

jSrj
���nR˛Sr

���RMSD
�
R;R

0
�
\d;dR

0
˛Sg

o���
Here, S gðGÞ and S rðGÞ represent the generated conformation
set and the reference conformation set, respectively. RMSD($) is
© 2025 The Author(s). Published by the Royal Society of Chemistry
the root-mean-square deviation between the generated confor-
mation R0 and the true conformation R. The d values are set at
0.5 and 1.25 for GEOM-QM9 and GEOM-Drugs, respectively.
The true conformation is the steady-state conformation ob-
tained through molecular dynamics simulations.

MAT
�
S gðGÞ; S rðGÞ

� ¼ 1

jS rj
X
R
0˛S r

min
R˛S g

RMSD
�
R;R

0�

Although COV can detect mode collapse, it does not guar-
antee the quality of the generated samples. Therefore, the MAT
score is dened as a supplementary measure focusing on
quality. For each conformation in the reference set, the RMSD
distance to its nearest neighbor in the generated set is calcu-
lated and averaged. Lower scores indicate better quality of the
generated conformations.

In the experiment, we randomly selected 100 molecules each
from the GEOM-QM9 and GEOM-Drugs databases. The existing
conformations in the databases were used as reference
conformations, and a corresponding number of conformations
were generated using ConfGAN. Additionally, we evaluated
other deep learning-based methods and RDKit's conformation
generation method (ETKDG) for comparison. The results are
summarized in Table 1. Notably, most deep learning-based
methods outperformed RDKit's conformation generation
method in terms of metrics, demonstrating the advantages of
deep learning-based conformation generation. For the GEOM-
QM9 dataset, our model achieved the highest average scores
Digital Discovery, 2025, 4, 161–171 | 165
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Table 1 Comparison of COV and MAT scores for different methods
using two different databases, GEOM-QM9 and GEOM-Drugs. COV
refers to the proportion of conformations in the generated set that
match at least one conformation in the reference set. MAT refers to the
measure of conformation quality in the generated set

Dataset Method

COV (%) MAT (Å)

Mean Medium Mean Medium

QM9 RDKit 50.68 70.00 0.4776 0.5088
CGCF 63.03 90.00 0.4437 0.3284
ConfVAE 63.84 73.86 0.4446 0.4566
ConfGF 65.06 82.00 0.4224 0.4089
GeoDiff 64.44 77.78 0.4225 0.4071
GeoMol 61.49 76.79 0.4559 0.4235
ConfGAN 66.58 85.58 0.4200 0.3987

Drugs RDKit 72.77 82.34 1.0443 1.0003
CGCF 74.20 81.30 0.9271 0.9305
ConfVAE 75.52 81.37 0.9177 0.8982
ConfGF 77.53 86.52 0.9104 0.9136
GeoDiff 77.14 85.20 1.0220 0.9875
GeoMol 72.13 80.52 1.1120 0.9954
SDEgen 78.46 89.59 0.8995 0.8840
ConfGAN 80.88 91.80 0.8974 0.8795
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on the COV and MAT metrics, while CGCF obtained the best
median scores. The molecules in the QM9 dataset have fewer
atoms, and in the Geom-Drugs dataset, the molecules have
more atoms, making the conformation spacemore complex and
the task more challenging. The results show that our method
outperformed other methods across all metrics.

Practical application of ConfGAN

To evaluate the practical performance of ConfGAN, we utilize it
for generating initial ligand conformations in molecular dock-
ing. The initial conformation of the ligand plays a crucial role in
its matching on the receptor surface and energy scoring during
the docking process. Different initial conformations may lead to
varying degrees of matching accuracy and energy scores.
Selecting an appropriate initial conformation can reduce the
searching space and computational time, thereby enhancing
the accuracy of the docking results. Additionally, we tested
other deep learning-based methods and the commonly used
soware for generating initial conformations, RDKit. During
the docking process, we predicted a conformation for each
ligand and calculated the corresponding affinity energy and
RMSD. These computational results were then compared with
those obtained using the RDKit method. Fig. 4(a) shows the
relative affinity energy (Daffinity energy) aer docking. This
value is calculated by subtracting the affinity energy obtained
using the RDKit method from the affinity energy obtained
through the deep learning method. A negative value indicates
that the result from the deep learning method is better than
that from the conformation generation method used by RDKit.
It can be observed that all deep learning-based methods
outperform the commonly used RDKit method. Our approach
performs the best, with 73.37% of the docked complexes having
a lower affinity energy than the RDKit method. As shown in
Fig. 4(b), we calculated the RMSD between the generated
166 | Digital Discovery, 2025, 4, 161–171
conformations and those in the experiment, again using RDKit
as a reference. A negative value indicates superior performance
to the RDKit method. ConfGAN also surpasses the RDKit
method and other deep learning methods. Upon inspection of
the conformations generated by these methods, we found that
they made incorrect predictions of atomic chirality in the
molecular conformations, resulting in lower RMSD. This issue
is due to the random generation of initial coordinates when
converting distances into 3D coordinates. We addressed this
problem by introducing a volume violation, which is elaborated
in the Methods section. The initial conformations of some
molecules generated by the GeoMol and GeoDiff methods can
lead to docking failures. This is due to the generation of
incorrect 3D structures, as discussed in our analysis of results
shown in Fig. 3. In Table S1,† we have calculated the average
affinity energy and RMSD (aligned with the experimental ligand
position) for all docking results, and it is evident that our
method outperforms other deep learning and the RDKit
methods. These results suggest that our method holds promise
for generating initial conformations for molecular docking.

The variation in molecular conformation has a signicant
impact on the energy and electronic properties of molecules.
Therefore, accurately determining the molecular conformation
is crucial for understanding and predicting the behavior of
molecules. To investigate the performance of ConfGAN-
generated conformations in predicting molecular properties,
we randomly selected 30 drug molecules and employed
molecular dynamics, RDKit, ConfGAN, and other deep learning
algorithms to generate 5000 distinct conformations for each
molecule. Subsequently, following the widely used computa-
tional procedure, we computed the electronic properties of the
conformations. Initially, we utilized the semi-empirical
methods xTB-GFN0 and xTB-GFN2 to calculate the energy of
each conformation and subsequently clustered and ranked
them based on their energy values. Next, we selected the top 10
conformations with the lowest energy for each molecule.
Finally, we employed a more accurate density functional theory
to calculate the energy and HOMO–LUMO energy gap of the
selected conformations, which were then weighted averaged
using the energy-based Boltzmann equation. During the
comparative analysis, we used molecular dynamics as a refer-
ence and computed the average energy difference (DĒ), average
energy gap difference (D�3), average minimum energy difference
(DĒmin), average minimum energy gap difference (D�3min), and
average maximum energy gap difference (D�3max) between
molecular dynamics and other methods. The ndings, as pre-
sented in Table 2, highlight that our ConfGAN method closely
approximates molecular dynamics in terms of DĒ, D�3, and
D�3min, indicating a comparable conformational distribution.
Moreover, all deep learning methods outperformed molecular
dynamics in terms of the average minimum energy (DĒmin).
This is primarily attributed to the limitations of molecular
dynamics in accurately sampling molecules with a higher
number of atoms. Notably, our ConfGAN method demonstrates
superior performance in handling these complex molecules,
generating conformations with lower energy. These results
underscore the potential application of ConfGAN in preparing
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Performance Comparison of ConfGAN and other methods in molecular docking. For the docking results of 184 complexes, the
performances of different methods were compared using the commonly used software RDKit as a reference. (a) Distribution of Daffinity
energies; (b) distribution of DRMSD values. DAffinity energies and DRMSD values are obtained by subtracting the docking results of RDKit from
those of each method. Negative values indicate that compared to RDKit, the conformations generated by the method have lower affinity energy
and RMSD (aligned to the experimental ligand position) in molecular docking, meaning that the performance is better than that of RDKit. The
proportion of cases where each method outperforms RDKit is indicated in the bottom right corner of the figure.

Table 2 Comparison of the performance of ConfGAN and other
methods in quantum calculations

Method DĒ D�3 DĒmin D�3min D�3max

CGCF 4.07 −1.34 −5.26 −3.35 1.92
ConfGF 6.67 −0.94 −5.08 −7.11 3.77
GeoDiff −6.45 −1.77 −7.55 −2.80 1.83
ConfGAN −0.66 −0.59 −7.88 −2.36 2.44
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initial conformations for higher-level rst-principle calcula-
tions of molecular properties.

Conclusions

In this paper, we introduce a molecular conformation genera-
tion model called ConfGAN, which is based on conditional
generative adversarial networks. The model utilizes molecular
motif-graphs and molecular graphs to describe molecular
features and incorporates molecular potential energy functions
into the objective function to achieve high-quality molecular
conformation generation. Through multiple rigorous tests, we
demonstrate that the model can generate high-quality and
diverse molecular conformations, outperforming other deep
learning-based methods in various benchmark tests. Further-
more, we successfully apply the model to molecular docking
and electronic property calculations, demonstrating its poten-
tial value in practical applications.

Methods
Data

We used the GEOM-QM9 and GEOM-Drugs conformational
datasets for training and testing.37 The GEOM-QM9 dataset
includes 133 232 small molecules, with each molecule having
a maximum of 9 heavy atoms. We divided the GEOM-QM9
© 2025 The Author(s). Published by the Royal Society of Chemistry
dataset into a training set, validation set, and test set in
a ratio of 8 : 1 : 1, with each molecule containing multiple stable
conformations obtained through MD simulations. In the
GEOM-Drugs dataset, there are 304 340 drug molecules, with
a maximum of 91 heavy atoms per molecule. The molecules in
the GEOM-Drugs dataset have a higher number of atoms,
resulting in a larger conformational space. Considering the
limitations of computational resources, we randomly sampled
a total of 62 500molecules from the original dataset and divided
them into training, validation, and test sets in a ratio of 8 : 1 : 1.
During the benchmark test suggested by Simm et al.,23 we
randomly tested 1711 conformations from the GEOM-QM9
dataset and 9804 conformations from the GEOM-Drugs data-
set. All the test datasets excluded the molecules used in the
training set. For molecular docking, we used the PDB binding
core set as our database, which consists of 184 complex struc-
tures obtained through experimental data.38
Input representations

In this work, we constructed a molecular-motif graph neural
network where molecules are represented by molecular graphs
and molecular motif graphs. The molecular graph is an undi-
rected graph G = (V,E) where V = {v1, v2, ., vn} represents the
set of nodes corresponding to atoms. E = {euvj(u,v) 4 V × V}
represents the set of edges connecting atoms in the molecule.
Each node vi4 V is labeled with atom properties such as atomic
charge, chirality type, element type, and aromaticity. The edges
connecting u and v in E are denoted as euv and labeled with the
type of bond between them. All distances between connected
nodes can be represented as a vector d ¼ fduvg˛ℝjEj.

Molecular motifs can be regarded as specic meaningful
functional groups within a molecule, where each functional
group is a subgraph of the molecular motif graph G0. Existing
molecular graphs only focus on individual atom information,
ignoring the information about groups composed of atoms.
Digital Discovery, 2025, 4, 161–171 | 167
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However, the functionality and properties of a molecule are
inuenced by its functional groups. For example, the presence
of a hydroxyl (OH) functional group in small molecules oen
indicates higher water solubility. Therefore, using molecular
motif graphs allows for the learning of richer chemical infor-
mation. Additionally, reducing the number of nodes in a graph
improves the ability of graph neural networks to capture long-
range dependencies between atoms. In this study, molecular
motifs were obtained using the BRICS (Breaking of Retro-
synthetically Interesting Chemical Substructures) algorithm.39

This algorithm breaks down the molecule based on whether the
bonds can be synthesized experimentally, with the aim of
preserving valuable structural and functional components, such
as aromatic rings. Although the BRICS algorithm was initially
developed for the design and synthesis of drug-like molecules,
its fundamental principles can be applied to a broader range of
chemical elds. With appropriate adjustments, the method has
the potential to extend to non-drug molecules. For example, in
the case of organometallic compounds, we might consider
incorporating the handling of metal–carbon bonds and
adjusting the molecular fragmentation rules, among other
things. However, the BRICS algorithm can generate numerous
motifs with similar underlying structural variations, such as
furan rings with different combinations of halogen atoms. This
leads to a large number of different types of molecular motifs,
which can decrease prediction accuracy. Therefore, it is neces-
sary to lter and optimize the molecular motifs to obtain more
accurate and meaningful chemical information. Therefore, for
the fragments generated by BRICS, we further operate based on
the two rules proposed by the MGSSL method: (1) disconnect
a bond where one end atom is in the ring and the other end is
not in the ring and (2) select a non-ring atom with three or more
adjacent atoms as a new motif and disconnect the adjacent
bonds.40 These two rules effectively reduce the number of
motifs. In ESI Fig. 1,† we show how to obtain the molecular
motifs. The molecular motif graph G0 ¼ ðM; EÞ is similar to the
molecular graph, where the node part is a set of molecular motif
nodes M = {m1, m2, ., mn}, where MPL($) represents a multi-
layer perceptron and m represents a node of a molecular
motif. The edges are denoted as E ¼ f3mnjðm; nÞ4M �Mg,
where the connection between m and n motif nodes in E is
denoted as 3mn and is labeled with the type of bond between the
motifs.
Molecular-motif graph

We have constructed a MM-GNN to learn graph-based feature
representations at both the atomic and motif levels. We utilize
a graph neural network to learn atomic feature embeddings and
a separate molecular graph to learn motif-level graph
embeddings.
Molecular graph

Given an input graph G, a Graph Neural Network (GNN) utilizes
the graph's connectivity and node/edge features to learn the
representation vector (embedding) hv for each node v ˛ G. Aer
168 | Digital Discovery, 2025, 4, 161–171
t iterations of aggregation, the representation vector hv
(t) for

node v can be computed as follows:

hn
ðtÞ ¼ j

�
hn

ðt�1Þ;

AGGREGATEðtÞ
�n�

hn
ðt�1Þ; hu

ðt�1Þ; euv
�
: u˛N ðnÞ

o��
In the given formulation, j serves as the aggregation function for
neighborhood information in the molecular graph, extracting
the neighboring information of nodes. AGGREGATE($) repre-
sents the function used to extract the adjacent information of
a node v. N ðvÞ denotes the set of neighboring nodes for node v.
euv refers to the feature vector of the edge between nodes u and v.

Motif graph

In the motif graph, each nodem ˛ G0 represents a motif and has
a representation vector or embedding xm. Aer t iterations of
aggregation, the representation vector for node m at the t-th
layer can be calculated as follows:

xm
ðtÞ ¼ j

�
xm

ðt�1Þ;

AGGREGATEðtÞ���xm
ðt�1Þ; xn

ðt�1Þ; 3mn

�
: m˛N ðnÞ���

In the given formulation, N ðnÞ represents the set of neigh-
boring nodes of the motif node m in the motif graph. 3mn refers
to the feature vector of the edge between the motif nodes m
and n.

Aer several iterations between the molecular graph and the
motif nodes, the nodes in the molecular graph are concatenated
with the nodes in the motif graph that correspond to them:

hfv = CONCAT(hfv,x
f
m), where v ˛ C(m)

Here, hfv and xfm represent the node vectors aer the nal
aggregation iteration, CONCAT($) represents the concatenation
of two vectors, and C(m) represents the set of atoms (nodes) that
make up the motif m 4 M. Finally, we compute a molecular
embedding:

hG�G
0 ¼ MLP

 X
v˛V

hfn

!

Conditional generative adversarial network

The Conditional Generative Adversarial Network (CGAN) is
composed of a generator and a discriminator, both of which are
made up of several multilayer perceptrons.41 The generator takes
as input the concatenated information of the molecular repre-
sentations and Gaussian noise and outputs the distances
between atoms. The discriminator, on the other hand, takes as
input the concatenated information of the molecular represen-
tations and the real potential energy, as well as the potential
energy information generated by the generator from the molec-
ular representations. The potential energy is calculated through
a pseudo force eld, determining the potential energy function
related to the distances between atoms. This includes the
Lennard-Jones potential function from non-bonded interactions
© 2025 The Author(s). Published by the Royal Society of Chemistry
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and the harmonic potential function from bonded interactions.
The corresponding force eld parameters are based on the UFF
(Universal Force Field). There are two reasons for using a pseudo
force eld here: rst, in previous work, the generative model
primarily learned the conditional distribution of the distances
between two atoms, P(d0jG), while neglecting the holistic nature
of the molecule. By using a pseudo potential to learn the
conditional distribution of the potential energy, P(UjG), we can
better capture the overall characteristics of themolecule. Second,
the pseudo potential includes parameters based on the UFF,
which are obtained by tting a large amount of experimental
data, thereby improving the accuracy of predicting interatomic
distances. This approach avoids the potential errors that may
arise from using geometric methods alone.

In the loss function part, we adopt the WGAN-GP (Wasser-
stein Generative Adversarial Network with Gradient Penalty)
method.42 The loss function is as follows:

LWGAN
G ¼ �EÛ�pg

h
D
�
Û
�i

LWGAN
D ¼ LWGAN

G

¼ �EÛ�pg
½DðUÞ�

þ lEÛ�pg

	�
kVD

�
U þ

�
1þ aÛ

��
k
2
� 1
�2


U ¼
X
i\j

kij

2

�
dij � d0ij

�2 þX
i\j

Aij

dij
12
� Bij

dij
6

In the expression, U represents the potential energy of the real
molecular conformation, Û represents the potential energy of the
molecular conformation generated by the generator, dij repre-
sents the distance between atoms i and j, d0ij represents their
equilibrium distance, and the parameters kij, Aij and Bij are ob-

tained through the UFF. The term
kij
2
ðdij � d0ijÞ2 represents the

harmonic potential, describing the bond stretching around the
equilibrium distance d0ij. In the Lennard-Jones potential part, the

term
Aij
dij

12 describes the short-range repulsion, while the term

� Bij

dij
6 describes the long-range attraction. The exponents 12 and

6 are empirical values; the 12th power term is used to model the
strong repulsive force due to the Pauli exclusion principle, and
the 6th power term is based on the quantum mechanical effects
of dispersion forces. LWGAN

D is the loss function for the discrim-
inator, used to evaluate the difference between the generated
molecular conformation and the real conformation, while LWGAN

G

is the loss function for the generator, used to make the potential
energy of the generated molecule closer to the real molecular
conformation. D(U) refers to the output of the molecular
conformation potential energy through the discriminator,
EÛ�pr½DðUÞ� refers to the expectation of D(U) and l and a are

hyperparameters. Specically, l is 0.01 and a is a random
number uniformly distributed between 0 and 1.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Conformation generation

The generated pairwise distances can be converted into three-
dimensional structures using the classical Euclidean Distance
Geometry (EDG) algorithm.21 Since previous studies did not
consider the issue of chirality, this work introduces a volume
violation term, Echir:

R ¼ argmin
R

8<
:
X
ij˛D

���ri � rj
��
2
� dij

�2

þ
 X

i˛chiral atoms

Vi

!2
9=
; subject to VR

i \0 or VS
i . 0

In the equation, R represents the three-dimensional coordi-
nates of the molecular conformation, ri and rj respectively
represent the three-dimensional coordinates of atoms i and j, dij
refers to the distance between these two atoms, and Uij refers to
the potential energy between the two atoms. The chirality
volume is dened by the plane spanned by three vectors in sp2-
type (Vchir = 0) or in the center of a tetrahedral sp3-type atom
(i.e., a stereoisomer center with a non-zero chirality volume
Vchir), dened by the scalar triple product Vchir ¼~aþ~bþ~c. For
atom i with R conguration, the chirality volume V R

i > 0 and for
atom j with S conguration, the chirality volume VS

i < 0 (refer to
Fig. S2 for details†). Here, the chiral center is only used for the
center of tetrahedral sp3-type atoms.
DFT

The dihedral angle scan is performed using the B3LYP func-
tional and 6-31G(d) basis set for geometric optimization calcu-
lations.43 We also employed the Grimme D3BJ empirical
dispersion correction (EM = GD3BJ) to account for the disper-
sion interactions between atoms.44 Calculations were carried
out using the Gaussian 16 soware package.45 All the energies of
the DFT (Density Functional Theory) computational systems
mentioned in the article were obtained using the B3LYP func-
tional and 6-31G(d) basis set.
MD

All MD calculations were performed using the xTB soware.45 In
generating the reference conformations, MD simulations were
carried out at 300 K in the NVT ensemble. The generated
conformations used as references were obtained by running MD
continuously for 250 ps, outputting a molecular conformation
every 50 fs. Aer the molecular dynamics run ended, xTB-GFN2
was used to optimize the structure and calculate the energy of
the output molecular conformations.46 When compared with the
MD method, the energies of the conformations generated by
deep learning were calculated using the xTB-GFN2 method.
Molecular docking

For the molecular docking part, we used the Smina soware,
which is redeveloped based on Autodock-vina.47,48 The confor-
mations generated by RDKit used the Experimental-Torsion
Basic Knowledge Distance Geometry (ETKDG) method.49 In
Digital Discovery, 2025, 4, 161–171 | 169
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the process of testing molecular docking, we generated 50
conformations for each ligand, and for each conformation, the
Smina soware was used to produce one ligand pose.
Code availability

https://github.com/xucongs/ConfGAN.
Data availability

The code for ConfGAN can be found at https://github.com/
xucongs.
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