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pressedmolecular representations

Jan Weinreich†a and Daniel Probst †*b

Last year, a preprint gained notoriety, proposing that a k-nearest neighbour classifier is able to outperform

large-language models using compressed text as input and normalised compression distance (NCD) as

a metric. In chemistry and biochemistry, molecules are often represented as strings, such as SMILES for

small molecules or single-letter amino acid sequences for proteins. Here, we extend the previously

introduced approach with support for regression and multitask classification and subsequently apply it to

the prediction of molecular properties and protein–ligand binding affinities. We further propose

converting numerical descriptors into string representations, enabling the integration of text input with

domain-informed numerical descriptors. Finally, we show that the method can achieve performance

competitive with chemical fingerprint- and GNN-based methodologies in general, and perform better

than comparable methods on quantum chemistry and protein–ligand binding affinity prediction tasks.
1 Introduction

Machine learning methods to classify or predict the properties
of molecules have become omnipresent tools in chemical and
biological research. Classication tasks include categorising
molecules into toxic and non-toxic, protein-binding and non-
binding, or otherwise pharmacological active or inactive
compounds. Meanwhile, regression tasks encompass predict-
ing various physicochemical and pharmacological properties,
such as solubility and lipophilicity, protein–ligand binding
affinity, or even quantum chemical properties. With the rise of
deep learning during the past decade, molecular classication
and property prediction have increasingly been carried out by
ever-larger models with mixed results, as in tasks such as
pharmacokinetic property prediction, where data remains
scarce, deep learning methods have yet to perform signicantly
better than ensemble methods.1 Across all machine learning
approaches, the most utilised methods are ngerprint-,
SMILES-, and graph-based approaches, where molecular feature
vectors, text representations of molecules, and molecular
graphs, respectively, are used as the input of the respective class
of models (MLPs, transformers, and GNNs).2–4 Even though the
text-based SMILES encoding of a molecule is oen called a 1D
representation (as opposed to the “2D”molecular graph and the
3D molecular structure), a SMILES string contains all infor-
mation of its respective molecular graph, as it is constructed by
traversing said graph using a depth-rst search (DFS) algo-
rithm.5 Furthermore, it also contains implicit and explicit
information on the 3D structure of the molecule, as molecular
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structure is tied to molecular topology, and molecular chirality
is oen directly dened using the SMILES notation.

Recently, a parameter-free text classication approach based
on Gzip compression has been proposed, which has shown
excellent performance compared to deep learning architectures,
such as transformers, on text-classication benchmark data sets.6

The intuition guiding the method is to exploit the capability of
lossless compressors, such as Gzip, to capture regularity using
a statistical model that enables to assign shorter codes to high-
probability sequences. It is then assumed that texts in the same
category share similar regularity and are thus close in compres-
sion space under a normalised compression distance (NCD)
metric.7 A k-nearest neighbour classier is then used to classify
text under the NCD metric. As the SMILES string encoding of
molecular graphs was proved to be a well-performing molecular
representation for applying natural language processing (NLP)
methods, such as transformers or locality-sensitive hashing
(LSH),2,8 we hypothesise that the methodology presented by Jiang
et al.6 will also yield good results for chemical tasks, and
a comparison to other commonly used methods is warranted.

Here, we report an implementation of the Gzip-based text
representation method, initially introduced by Jiang et al.,6 tar-
geted towards chemical machine learning problems. We present
two algorithms denoted MolZip and MolZip-Vec, both capable of
single- and multimodal molecular classication and regression,
with MolZip-Vec also allowing for the incorporation of real-
valued vectors to embed precomputed chemical values. We
compare our implementation to various other methods that do
not rely on pretraining, including molecular ngerprint-based
approaches and graph neural networks (GNNs), on molecular
classication and regression tasks that include a binding-affinity
prediction problem which we cast as a multimodal task by
including themolecular SMILES of the ligand and the amino acid
sequence of the protein. We show that this conceptually simple
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Moleculenet classification performance, measured as area
under the receiver operating characteristic curve (AUROC), compar-
ison between RF, SVM, and kNN using ECFP fingerprints as an input,
the GNN-based methods GCN, GIN, SchNet, MGCN, with quantum
mechanical information, D-MPNN, which combines the molecular
graph with molecular descriptors, and variants of the proposed
method MolZip. The MolZip variant that performed best as compared
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and inexpensive method works not only for the classication and
clustering of data in a natural language processing context but
also on SMILES-encoded molecules without requiring time-
consuming training on specialised hardware, such as GPUs. In
addition, we extend the methodology to support most chemical
machine learning tasks through an open-source Python library.
to other MolZip variants is shown in bold, results of baseline methods
that are underlined performed worse than the best MolZip variant. The
average and standard deviation for MolZip Aug is taken from 5 runs
with random SMILES permutations. The code to run kNN on the HIV
data set has failed due to the ECFP-encoded data being significantly
larger than the MolZip compressed data, exceeding system main
memory

Dataset BBBP19 ClinTox HIV SIDER

RF 71.4 � 0.0 71:3� 5:6 78.1 � 0.6 68.4 � 0.9
SVM 72.9 � 0.0 66:9� 9:2 79.2 � 0.0 68.2 � 1.3
kNN 61:9� 0:0 68:0� 0:0 — 61.3 � 0.0
GCN 71.8 � 0.9 62:5� 2:8 74.0 � 3.0 53:6� 3:2

GIN 65:8� 4:5 58:0� 4:4 75.3 � 1.9 57:3� 1:6

SchNet 84.8 � 2.2 71:5� 3:7 7:02� 3:4 53:9� 3:7

MGCN 85.0 � 6.4 63:4� 4:2 73.8 � 1.6 55:2� 1:8

D-MPNN 71.2 � 3.8 90:5� 5:3 75.0 � 2.1 63.2 � 2.3
MolZip 64.8 � 0.0 92:1� 0:0 68.8 � 0.0 57.9 � 0.0
MolZip Aug 65.9 � 2.0 81.6 � 1.5 71.2 � 0.5 60:9� 0:5

MolZip Vec 68:6� 0:0 59.8 � 0.0 71:6� 0:0 58.1 � 0.0
2 Results & discussion

We benchmark the proposed methodology on a subset of the
MoleculeNet benchmark for molecular machine learning and
compare it against a selection of non-pretrained baselines for
ngerprint- and GNN-based methods that underlie most current
machine learning methodologies used for chemical property
prediction. Random forest (RF) and support vector machine
(SVM) use binary extended-connectivity ngerprints, ECFP,9,10 as
input, graph convolutional networks (GCN) and graph isomor-
phism network (GIN) use themolecular graph as input,11,12 SchNet
andMulti-View graph convolutional network (MGCN) take graphs
as input and explicitly model quantum chemical interactions
within molecules,13,14 and D-MPNN is a directed message-passing
neural network that takes graphs and molecular descriptors as
input.15 The current state of the art on the benchmark has been
achieved by Molformer-XL,4 which was pretrained on 1.1 billion
molecules for approximately 208 hours on 16 NVIDIA V100 GPUs
and then ne-tuned for another 12 hours, has not been included
in Tables 1 and 2 as we focus on non-pretrained methods.
Furthermore, we extended MolZip towards predicting protein–
ligand binding affinities and compared the approach with GNN-
based methods, which have seen continuous use and advance-
ments over the past years. For all our experiments, we have
chosen Gzip as the compressor as it generally shows the best
performance when compared to LZ4 and Snappy (Table 5).
Finally, we ran additional experiments for k-nearest neighbour-
based classication and regression using ECFP as a control.
Table 2 MoleculeNet regression performance (RMSE, MAE for QM8).
Methods compared are the same as in Table 1. The best-performing
MolZip variant is shown in bold, and results of baseline methods that
are underlined performed worse than the best MolZip variant. The
average and standard deviation for MolZip Aug are taken from 5 runs
with random SMILES permutations. The code to run kNN on the QM8
data set failed due to memory constraints

Dataset FreeSolv ESOL Lipo QM8

RF 2.03 � 0.22 1:07� 0:19 0.88 � 0.04 0:042� 0:00

SVM 3.14 � 0.00 1:50� 0:00 0.82 � 0.00 0:054� 0:00

kNN 4:11� 0:00 0.87 � 0.00 0:98� 0:00 —
GCN 2.87 � 0.14 1:43� 0:05 0.85 � 0.08 0:036� 0:00

GIN 2.76 � 0.18 1:45� 0:02 0.85 � 0.07 0:037� 0:00

SchNet 3.22 � 0.76 1:05� 0:06 0:91� 0:10 0.020 � 0.00
MGCN 3:35� 0:01 1:27� 0:15 1:11� 0:04 0:022� 0:00

D-MPNN 2.18 � 0.91 0.98 � 0.26 0.65 � 0.05 0.014 � 0.00
MolZip 3.75 � 0.00 1.33 � 0.00 1.04 � 0.00 0.028 � 0.00
MolZip Aug 3:34� 0:11 0:99� 0:03 0.97 � 0.02 0.026 � 0.00
MolZip Vec 3.36 � 0.00 1.16 � 0.00 0:91� 0:00 0:022� 0:00
2.1 Classication

We follow the method proposed by Jiang et al.6 for the classi-
cation tasks and extend it with multiprocessing and nearest-
neighbour weighing to support imbalanced data sets better.
In addition, we implement a framework which provides serial-
isable text transformations on the input SMILES, including the
translation into alternative string-based molecular representa-
tions (DeepSMILES and SELFIES) and SMILES-based augmen-
tation, which augments a sample by concatenating a user-
chosen number of different valid SMILES representations of
a given molecule.16–18 For both MolZip and MolZip-Vec, we
choose the parameter k = 5 for the k-nearest neighbour classi-
cation and assume that all data sets are imbalanced, therefore
adjusting the kNN classication based on class weights that are
calculated using the scikit-learn (v1.3.1) utility function

.
Before benchmarking and comparing transformer-based

methods, we evaluated the effect of translation and augmenta-
tion transformations. Table 4 compares the performance of
SMILES, DeepSMILES, and SELFIES-encoded molecules with
© 2025 The Author(s). Published by the Royal Society of Chemistry
otherwise default parameters (k = 5, no augmentation) on various
data sets. Based on these results, we decided to use SMILES
encoding for our implementation, as it provides a balanced
baseline across all evaluated data sets. However, the superior
results of the SELFIES- and DeepSmiles-encodings on various data
sets show that the encoding can indeed have a strong inuence on
the observed performance. Evaluating the effect of augmentation,
which concatenates multiple variants of SMILES-encodings of the
same molecule (e.g. starting the depth-rst search, which
constructs the SMILES, at a different atom), using the BBBP19 and
Digital Discovery, 2025, 4, 84–92 | 85
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BACE (classication) sets showed mixed results. While the
performance of MolZip on the BACE (classication) data set that
was later not used in further testing could have been pushed by
approximately 10% (Fig. 2b), a lack of correlation of the positive
effect on the validation and test set, as well as generally lower
performance on the BBBP19 set (Fig. 2a), led us to report the non-
augmented classication metrics as well. The same holds for
MolZip-Vec, as presented in Fig. 2. Further investigation of the
effect of the amount of augmentation (2-fold, 4-fold, 6-fold, and 11-
fold, Table 6) showed the best overall performance for the 11-fold
augmentation over the investigated classication and regression
data sets, which led us to choose it as the default for MolZip Aug.

The results reported in Table 1 show that our compression-
based methods reach competitive performance compared to
ngerprint- and graph-based methods, while being conceptu-
ally exceptionally simple.

2.2 Molecular property prediction

We implemented regression functionality by taking the arith-
meticmean of the k-nearest neighbours weighted by the similarity
(=one minus distance) of their normalised compression distance
NCD to the query (eqn (3)). For all regression tasks, we also choose
k = 5. As for the classication tasks, we evaluated the SMILES-
encoding against DeepSMILES and SELFIES and again chose
SMILES over the two alternatives for benchmarking (Table 4). We
further evaluated the effects of augmentation for regression tasks
on the two data sets ESOL and BACE (regression). Interestingly,
and unlike our evaluation of augmentation on classication tasks,
augmentation on regression tasks has a general, and in some
cases signicant, positive effect on performance (Fig. 2c, d and
Table 6): Augmenting each SMILES in the ESOL data set with an
additional 19 SMILES, that represent the samemolecule but differ
in atom-order, would decrease the RMSEmeasured for MolZip by
28% from 1.510 to 1.097. As with the classication, we choose the
11-fold augmentation and report it in Table 2 as MolZip Aug.

The results reported in Table 2 show that our compression-
based methods reach competitive performance. The perfor-
mance on the QM8 data set where the task is to predict
quantum–chemical properties of a molecule is especially
Table 3 Performance of MolZip and MolZip-Vec on the PDBbind data s

Model RMSE

GraphDTA GCN 1.735
GAT 1.765
GIN 1.640
GAT-GCN 1.562

GNN-based SGCN 1.583
GNN-DTI 1.492
D-MPNN 1.493
MAT 1.457
DimeNet 1.453
CMPNN 1.408

Compression-based MolZip 1.508
MolZip Aug 1.422
MolZip Vec 1.675

a With three-fold augmented SMILES. The average and standard deviation

86 | Digital Discovery, 2025, 4, 84–92
intriguing, as our method performs as well as MGCN, which
includes quantum mechanical information.

2.3 Binding affinity prediction

In addition to molecular property prediction, we tested the ability
of the compression-based approach to predict protein–ligand
binding affinities—an essential metric for rational drug design,
which aims to nd a drug candidate, given structural information
on a disease-associated protein.20 The protein–ligand binding
affinity describes whether and how strong a ligand binds non-
covalently to a protein, usually causing a conformational change
of the protein and potentially leading to a therapeutic effect.21 The
prediction of the binding affinity, given a potential ligand and
a protein's structure or amino acid sequence, is therefore of
interest to computational chemistry. Over the past years, geometric
deep learning, specically graph neural network-based approaches,
have emerged as the most investigated methods to predict binding
affinities, as they are capable of capturing topological and spatial
features important to protein–ligand binding.22–24

To tackle the challenge of protein–ligand binding affinity
prediction using MolZip and MolZip-Vec, we implemented a data
loader capable of loading and concatenating different modalities,
namely SMILES and amino acid sequences, and pass it to a Mol-
Zip or MolZip-Vec regressor (Table 3). As we evaluated the method
on the PCBbind data set,25 the following information was provided
for each protein–ligand complex: (i) structural and compositional
data for the ligand, (ii) structural and compositional data for
amino acids that are part of the binding pocket of the protein, and
(iii) structural and compositional data for the entire protein. From
this data, we generated the following encodings: (1) for the ligand,
a SMILES string, (2) for the binding pocket, a SMILES string and
a one-letter amino acid string sequence, where amino acids that
are not part of the binding pocket are replaced by an X, and (3) for
the protein, a one-letter amino acid string sequence. These
encodings provided us with four modalities (one molecule repre-
sentation, two binding pocket representations, and one whole-
protein representation) that can be combined arbitrarily through
concatenation. Exploratory benchmark results for the combina-
tions ligand (SMILES), binding pocket (SMILES), binding pocket
et compared to graph representation learning-based methodsa

MAE R

� 0.034 1.343 � 0.037 0.613 � 0.016
� 0.026 1.354 � 0.033 0.601 � 0.016
� 0.044 1.261 � 0.044 0.667 � 0.018
� 0.022 1.191 � 0.016 0.697 � 0.008
� 0.033 1.250 � 0.036 0.686 � 0.015
� 0.025 1.192 � 0.032 0.736 � 0.021
� 0.016 1.188 � 0.009 0.729 � 0.006
� 0.037 1.154 � 0.037 0.747 � 0.013
� 0.027 1.138 � 0.026 0.752 � 0.010
� 0.028 1.117 � 0.031 0.765 � 0.009
� 0.000 1.190 � 0.000 0.720 � 0.000
� 0.017 1.131 � 0.014 0.757 � 0.007
� 0.000 1.300 � 0.000 0.648 � 0.000

is taken from 5 runs with random SMILES permutations.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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(amino acid sequence), whole-protein (amino acid sequence),
ligand (SMILES) + binding pocket (SMILES), ligand (SMILES) +
binding pocket (amino acid sequence), and ligand (SMLIES) +
whole-protein (amino acid sequence) can be found in Table 7. The
combination ligand (SMILES) + binding pocket (amino acid
sequence) provided the best results.

Comparing our best results against baseline GraphDTA- and
GNN-based methods, it becomes evident that MolZip performs
exceptionally well. It does not only perform better than basic GNNs,
including GCN, GAT, and GIN, that used atom features as node
attributes for the molecular graph and the protein sequence as
inputs,24 but also better than methods that include geometric
information in the form of atom-wise protein–ligand interactions,
such as GNN-DTI.26 The introduction of molecular descriptors with
MolZip-Vec reduces the performance to that of GraphDTA
Fig. 1 TMAP visualisation of the BBBP data set. Points represent mole-
cules that are capable (blue) and incapable (orange) of penetrating the
blood–brain barrier. Visual inspection of the plot confirms that MolZip
encoding (b) is as capable as ECFP encoding (a) to identify both local and
global similarities of molecules and cluster them accordingly.19,31

© 2025 The Author(s). Published by the Royal Society of Chemistry
methods, hinting at the importance of a relatively fuzzy represen-
tation of the ligand to a well-performing compression-basedmodel.
2.4 Implications for chemical information retrieval

Compression-based representation of molecules may have
implications beyond machine learning. As chemical databases
such as ZINC or GDB contain billions of molecules, and even
partially human-curated databases such as PubChem contain
more than 100 million unique molecules, retrieving informa-
tion based on chemical features is becoming increasingly
important.27–29 Currently, most searches rely on graph topolog-
ical similarity based on molecular ngerprints, precomputed
stored chemical descriptors, or a combination of both.30 With
the ndings presented in this study, we have shown that the
lossless compression-based combination of molecular structure
and chemical descriptors, used as an input for MolZip-Vec,
presents a low-memory alternative to established methods dis-
cussed by Warr et al.30 that allows for direct structure and
property-based storage, similarity search and indexing.

The ability to index and search molecules similar to
a commonly used molecular ngerprint, ECFP (extended-
connectivity ngerprint),32 is apparent when visually inspecting
the TMAP plots in Fig. 1, where the high-dimensional ECFP and
compression spaces of the BBBP data set19 are visualized by
embedding a minimum spanning tree calculated in the original
spaces in the Euclidean plane. TMAP (tree-MAP) is a data visual-
ization method that represents large, high-dimensional data sets
as two-dimensional trees, preserving local neighbourhoods with
higher accuracy than other methods.31 They both show similar
clusters of molecules capable of passing the blood–brain barrier.

Finally, the adaptability of compression-based representa-
tions facilitates the handling of dynamic databases where new
molecules are continually added, as it eliminates the need for
retraining complex models or recomputing extensive descriptor
sets. Implementing these techniques could signicantly accel-
erate tasks such as virtual screening, lead optimization, and the
identication of novel compounds with desired characteristics.
3 Methods
3.1 Implementation

We implemented the compression-based classication adapt-
ing the code presented in the original preprint and extended it
with support for multiprocessing, class weights, multi-task
classication, and regression.6 Inspired by the Normalised
Compression Distance (NCD) from the original preprint, we
dene the distance between molecules x and y as

NCDðx; yÞ ¼ 0:5ðCðxyÞ þ CðyxÞÞ �minfCðxxÞ;CðyyÞg
maxfCðxxÞ;CðyyÞg (1)

where C(x) and C(y) are the compressed lengths of the SMILES
representations of molecules x and y, respectively. C(xy), C(xx), and
C(yy) are the compressed length of the concatenated SMILES
representations of the two molecules. The distance denition was
adapted because the original NCDdenitionwas not symmetric.
Digital Discovery, 2025, 4, 84–92 | 87
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This denition of NCD takes on values in the closed interval
[0,1], providing a normalized measure of similarity between two
strings based on their compressibility. It achieves its minimum
value of 0 when the two strings are identical (x = y), as the
compressed concatenation of identical strings does not add any
new information beyond what is already in x or y. Conversely, the
NCD approaches 1 when the strings are completely dissimilar
and incompressible; in this case, x and y share no common
patterns or redundancy for a compressor to exploit, so concate-
nating them does not reduce the overall compressed size. Thus,
due to the properties of compression and the design of the NCD
formula, the NCD is non-negative and does not exceed 1.

We are using UTF-8 encoding for text compression, consis-
tent with the original method by Jiang et al.6

We changed the implementation of the k nearest-neighbor
classier by weighting the class counts Ci among the k
nearest-neighbors using the formula

Cwi = CiWi(1 − �di) (2)

where Cwi are the weighted class counts among the k nearest
neighbors,Wi the class weights computed from class distribution
in the training data set and �d the mean distance (NCD) between
the query point and the k nearest neighbors belonging to class i.
The class weights were computed using the function

from the Python package scikit-
learn. For the k nearest-neighbour regression, a simple distance
weighted kNN regressor was implemented in the form of

yi ¼

Pk
j

yj

�
1� dij

�

Pk
j

�
1� dij

� (3)

where �dij is the distance (NCD) between the query point i and
the k nearest neighbours j, yj the values of the k nearest
neighbours, and yi the predicted value.

Multiprocessing has been implemented using the Python
standard library ( ).
3.2 MolZip-Vec

For MolZip-Vec, we combined SMILES strings with numerical
descriptors of molecules commonly used in chemoinformatics.
Specically, we utilized a vector comprising 200 molecular
descriptors from the RDKit cheminformatics library RDKit,33

which are typically used to augment graphs in molecular graph
representation learning.15 A complete list of the 200 descriptors
can be found in the documentation of the descriptastorus
(v2.6.1) Python package. In order to combine and compress the
numerical descriptors with the molecular string representation,
the values are binned and subsequently translated into a set of
non-ASCII Unicode characters. The three molecular string
representations (SMILES, DeepSMILES, and SELFIES) used in
this work only use ASCII characters, so collisions are avoided.
Empirically, we found that 256 is a suitable number of bins. A
special character prexes negative values to represent positive
and negative bins distinctly. Each string-based representation
88 | Digital Discovery, 2025, 4, 84–92
of the numerical vector is concatenated to the corresponding
SMILES string, signicantly improving the RMSE of several
datasets listed in Table 2. In Fig. 3, we show that including
numerical vectors increasingly improves the performance with
growing training set size on the FreeSolv data set.34Note that the
computational cost for the prediction is slightly higher because
of the increased string length.
3.3 Benchmarking

The Moleculenet benchmarking results as well as the scaffold
splitting method were taken from Wang et al.10 PDBbind
benchmark results for GraphDTA and GNN-based methods
were taken from Li et al.22

All benchmarks with the exception of the runs involving k-
optimisation were run on an Intel Core i7-13700K CPU with
a total of 16 cores (8 performance and 8 efficiency cores) with
amaximumpower draw of 253W. Together, all classication and
regression benchmarks took 43 h 55 m to complete. All energy
came from renewable sources (hydropower and solar energy).
4 Conclusion

By applying the proposed Gzip-based text classication method
by Jiang et al.6 to multiple molecular classication tasks and
extending it to regression problems, we veried its validity and
utility beyond natural language processing tasks. While the
claims by Jiang et al.6 in regards to performance comparisons
with large language models were rather optimistic, the adapted
methodology showed good performance compared to oen-
used ngerprint- and graph-based methods in a chemistry
and biochemistry setting. Furthermore, it is in itself highly
intriguing that a method based on differences in the length of
Gzip compressed string representations of molecules can yield
comparable or even superior performance compared to
methods that were and continue to be in use for more than
a decade. We have also shown that the methodology can be
extended to multimodal binding affinity tasks, where SMILES
strings and amino acid sequences are jointly compressed. On
the PDBbind data set, our proposed method performs better
than all GraphDTA- and most GNN-based methods, including
those incorporating spatial information. We belief that this
method represents a superior baseline for future developments
compared to other approaches, as it is exceptionally easy to
reproduce—a problem oen encountered in highly para-
meterised methods. Additionally, we have demonstrated that
integrating molecular SMILES strings with string-converted
chemical descriptors can signicantly enhance the accuracy
compared to using SMILES input alone. Finally, we discuss how
such a method could be of interest outside machine learning
and support a new generation of chemical information retrieval
in ultra-large databases. However, certain limitations and
challenges still need to be addressed, including the relatively
high time complexity of the kNN-based approach and the
elucidation of the reasons for signicant gaps in performance
on specic data sets compared to the state-of-the-art.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Data availability

The code for learning on compressedmolecular representations
as well as all scripts required to reproduce the results presented
in the article can be found at https://github.com/daenuprobst/
molzip with release https://doi.org/10.5281/zenodo.11643143
(https://zenodo.org/records/11643143).
Fig. 2 Influence of data augmentation (randomised SMILES) on validatio
as well as Delaney/ESOL (c) and BACE regression (d), data augmentation
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Appendix
n and test results. In the four data sets BBBP (a), BACE classification (b),
did not yield consistent improvements.
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Table 4 Effect of different string-encodings of molecules on MolZip
performance (Gzip-compressed, no augmentation)

Data set Split Metric SMILES DeepSMILES SELFIES

BBBP19 Scaffold AUROC 0.648 0.638 0.642
ClinTox Scaffold AUROC 0.914 0.920 0.693
HIV Scaffold AUROC 0.688 0.699 0.705
SIDER Scaffold AUROC 0.579 0.575 0.584
FreeSolv Scaffold RMSE 3.754 3.734 3.139
ESOL Scaffold RMSE 1.325 1.203 1.265
LIPO Scaffold RMSE 1.035 1.031 1.027
QM8 Scaffold RMSE 0.045 0.044 0.046

Table 5 Effect of different compression algorithms on MolZip
performance (SMILES-encoded, no augmentation)

Data set Split Metric Gzip LZ4 Snappy

BBBP19 Scaffold AUROC 0.648 0.691 0.641
ClinTox Scaffold AUROC 0.914 0.870 0.882
HIV Scaffold AUROC 0.688 0.687 0.667
SIDER Scaffold AUROC 0.579 0.584 0.594
FreeSolv Scaffold RMSE 3.754 5.586 5.343
ESOL Scaffold RMSE 1.325 1.460 1.736
LIPO Scaffold RMSE 1.035 0.979 1.072
QM8 Scaffold RMSE 0.045 0.047 0.050

Table 6 Effect of augmentation on MolZip performance (SMILES-
encoded, Gzip-compressed)

Data set Split Metric None +1 +3 +5 +10

BBBP19 Scaffold AUROC 0.648 0.634 0.664 0.652 0.682
ClinTox Scaffold AUROC 0.914 0.865 0.824 0.810 0.802
HIV Scaffold AUROC 0.688 0.700 0.711 0.703 0.714
SIDER Scaffold AUROC 0.579 0.599 0.612 0.599 0.626
FreeSolv Scaffold RMSE 3.754 3.458 3.157 3.221 3.158
ESOL Scaffold RMSE 1.325 1.101 1.092 1.013 0.937
LIPO Scaffold RMSE 1.035 0.977 0.990 0.988 0.962
QM8 Scaffold RMSE 0.045 0.043 0.042 0.041 0.041

Table 7 Effect of different combinations of PDBbindmodalities on the
performance of MolZip (without augmentations)

Modalities RMSE MAE R

Ligand (SMILES) 1.776 1.416 0.591
Pocket (SMILES) 1.653 1.311 0.653
Pocket (AA Seq.) 1.665 1.303 0.644
Protein (AA Seq.) 1.885 1.512 0.525
Ligand (SMILES) + pocket (SMILES) 1.598 1.258 0.679
Ligand (SMILES) + pocket (AA Seq.) 1.504 1.187 0.721
Ligand (SMILES) + protein (AA Seq.) 1.688 1.307 0.633

Fig. 3 Comparing SMILES and a combination with molecular property
vectors (SMILES + property vector). Learning curves i.e.mean absolute
error (MAE) evaluated using 10-fold random splits of the FreeSolv34

database for solvation free energies. The x-axis shows the number of
training examples N added at constant test set size. The curves show
the average over the splits and the shadow the standard deviation.
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