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Reactor operating parameters and their effects
on the local reaction environment of
CO(2) electroreduction

Xiao Kun Lu and Linsey C. Seitz *

Low temperature aqueous electrochemical CO(2) reduction (ECR) emerged as a pathway to close the

carbon cycle with the integration of renewable energy. However, activity, selectivity, and stability barriers

prevent ECR from entering industrial scale operation. While catalyst design has made meaningful

progress towards selective and active production of many products including CO, formate, and

ethylene, operating conditions during catalyst testing have not been standardized. Operational

parameters drastically impact the local reaction environment of the ECR and thus the performance of

ECR. Herein, we summarize the prevailing operational variability of ECR and their interconnectedness.

We first analyze reactant availability via tuning of cell geometry and CO(2) pressures. Then, optimization

towards electrolyzer components including electrolyte, electrodes, and bipolar plates is discussed. We

further assess the electrochemical protocols to enhance the performance or accelerate the degradation

of ECR and the considerations required to scale up ECR to pilot scale. Finally, we provide perspectives

on the current challenges of ECR and their promising solutions.

1. Introduction

Anthropogenic CO2 emissions due to burning of fossil fuels
post industrial revolution have disturbed the Earth’s natural
carbon cycles, causing atmospheric CO2 to reach 4420 ppm.1,2

CO2 is a known cause to ocean acidification and the
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greenhouse effect, which leads to potentially irreversible
changes in sea levels, global temperature, and ecosystems.3

As the energy and materials demands continue to increase, CO2

emissions are projected to reach 41100 ppm by 2100 in the
absence of interference or protective measures.4–6 Hence, there
is an urgent need to develop technologies to enable a transition
to renewable energy and cleaner fuels and chemicals.

Low temperature electrochemical CO(2) reduction (ECR) has
emerged as a promising pathway to enable a storage mecha-
nism for intermittent renewable energy (e.g., wind, hydro, and
solar) while producing carbon-based fuels and chemicals that
are easily integrable into contemporary infrastructures. How-
ever, the performance of ECR in terms of activity, selectivity,
and stability has hindered its commercialization. To be eco-
nomically viable, CO2 electrolyzers are expected to meet current
density requirements of 4200 mA cm�2 at o3 Vcell while
achieving 480% faradaic efficiency (FE) towards a desired
product with stability up to 3000–20 000 h.7,8 A lower full cell
potential decreases the operating cost, while being able to
operate at high current densities for longer durations decreases
the capital cost.

Over the past decade, extensive research has been focused
on developing more active and selective catalysts. Methods
such as size and shape control,9,10 porosity control,11,12

faceting,13,14 creating defects,15,16 in situ restructuring,17,18

alloying,19,20 and utilizing ligand effects21 have been adopted
to enhance the intrinsic and extrinsic activity of catalysts.
However, the performance of catalysts in the literature is
evaluated in drastically different systems ranging from H-type
cells22 to membrane electrode assemblies,23 with the electrolyte
bulk pH ranging from acidic24 to alkaline,25 and catalyst
supports ranging from metal foils26 to polytetrafluoroethylene
(PTFE) membranes.27 While this wide range of testing para-
meters has been beneficial in probing the flexibility and
performance of these systems, it has also made it difficult to
assess the overall progress in the field, in particular because
ECR is extremely sensitive to local reaction environments,

which are widely perturbed in these systems and not directly
probed in most studies. For example, employing identical
catalyst modifications or other enhancement approaches such
as adoption of polymer additives often exhibits different elec-
trochemical performances when evaluated in different reactor
geometries.28,29 Therefore, to collectively advance the field of
ECR towards commercialization, effects of bulk reactor operat-
ing conditions on local reaction environments must be eluci-
dated to standardize testing protocols and enable proper
comparison between catalyst materials such that we can collec-
tively achieve enhanced ECR performance by engineering these
operation control variables.

This review provides a systematic overview of various opera-
tion and local reaction environment effects including cell
geometry, CO(2) concentration, local pH, hydrophobicity, con-
ductivity of support, cation and anion effects, salt precipitation,
temperature, and pulsing/accelerated stress test protocols
(Fig. 1). Due to convolutions and intricacies between reaction
environment effects, a simple survey of literature does not
sufficiently bridge together this complex network. This review
aims to offer insightful analyses of essential tuning knobs for
ECR through exhaustive investigation of recent literature to
draw useful connections among diverse factors. Furthermore,
current challenges regarding each enhancement effect are
addressed to encourage further exploration.

2. Background
2.1. Thermodynamics and kinetics

Aqueous ECR is a cathodic reaction where protons from water
are used to reduce CO(2).

xCO2 + nH+ + ne� - product + yH2O (1)

The commonly reported products and their thermodynamic
redox potentials are listed in Table 1. The counter electrode
oxidation reaction is typically the oxidation of abundant water

Fig. 1 Illustrations of important operating parameters and their effects on local reaction environments.
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present in the system, namely the oxygen evolution reaction
(OER).

2H2O - O2 + 4H+ + 4e� (2)

Since water is both the source of protons and electrons, this
process does not require reductants of high global warming
potential (e.g., H2). However, proton reduction, or the hydrogen
evolution reaction (HER), is a naturally occurring competing
cathodic reaction in aqueous media. The HER is heavily depen-
dent on local pH since protons are the only reactant; therefore,
a way of suppressing the HER is to increase the local pH.30

As shown in Table 1, although it appears that most ECR
products are thermodynamically favorable compared to those
of HER, due to the complex kinetics of ECR, more energy
beyond the equilibrium potential is required to drive ECR
compared to the HER. Therefore, ECR catalysts are utilized to
adjust for favorable binding energy of *H and *CO intermedi-
ates to minimize the HER (Fig. 2).31 For noble metals such as Pt

and Pd that bind to both *H and *CO too strongly, the HER will
be the predominant cathodic reaction. For metals that bind to
both *H and *CO too weakly, CO2 is only reduced by 2e� and
subsequently desorbs before further conversion can take place,
forming CO (Au, Ag, and Zn) or formate (Pb, In, and Bi) as the
primary products. In the unique case of Cu, which has an
intermediary binding energy for *H and *CO, it is possible to
form further reduced products that require transfer of more
than 2e�. Since both CO2 and CO reduction primarily proceed
through a *CO intermediate, enhancement effects regarding
*CO are often viewed as transferrable between the two reac-
tions.32 While thermodynamic descriptors such as *H and *CO
binding energies serve well as a general guideline for product
classification, it is insufficient to capture the trends in product
formation for multi-carbon products. In a practical experiment
for Cu-catalyzed CO2 reduction (CO2R), certain Cu sites
are responsible for the reduction of CO2 to *CO, while others
are responsible for subsequent reduction to multi-carbon
products.33 The mechanisms towards a specific multi-carbon
product depend on subsequent reaction steps such as C–O
bond cleavage that bifurcates into ethylene or ethanol, which
require detailed theoretical studies and catalyst functionaliza-
tion to steer.34,35 Kinetic barriers and the presence of water
molecules further complicate the theoretical simulations of
such mechanisms. For example, mechanisms proposed by
Nie et al. and Xiang et al. eleven years apart, with and without
considering the effect of water, show CO2 reduction to methane
proceeding through different intermediates over Cu(111).36,37

Overall, the wide spectrum of ECR products gives rise to broad
selectivity challenges that must be addressed.

2.2. Figures of merit

Similar to conventional catalytic reactions, electrocatalytic
reactions are evaluated based on the activity, selectivity,
and stability. The activity, or formation rate of a product, is
directly proportional to the current, I, or a normalized current
density, j.

rate ¼ I

n� F
¼ j � normalization factorð Þ

n� F
(3)

There are a wide variety of normalization approaches that
can be adopted for current density. The most common approach is
to calculate the geometric current density that is suitable for scale
up as it would indicate the size of the bipolar plates; however, it
does not reflect the number of active sites. A mass normalized
current density can indicate the amount of catalyst material
required, which is especially important for precious metal catalysts
such as Ir-based anodes. Active site specific normalization can
include electrochemically active surface area (ECSA) normalization
via capacitance measurements or deposition methods such as CO
stripping or hydrogen and mercury underpotential deposition.38–40

With knowledge of active site density, G, the turnover frequency
(TOF) as an intrinsic activity measure can be calculated from site-
normalized current density jsite, Avogadro number NA, number of

Fig. 2 Binding energies of *CO and *H adsorbed intermediates as
descriptors for trends in primary product formation over various ECR
catalysts.31 Reprinted (adapted) with permission from the Wiley materials.

Table 1 CO(2) reduction, hydrogen evolution, and oxygen evolution
reactions and their thermodynamic redox potentials

Product Reaction
E1 (vs.
RHE)

Carbon
Monoxide

CO2 + H2O + 2e� - CO + 2OH� �0.10

Formate CO2 + H2O + 2e� - HCOO� + OH� �0.25
Methanol CO2 + 5H2O + 6e� - CH3OH + 6OH� 0.03
Methane CO2 + 6H2O + 8e� - CH4 + 8OH� 0.17
Acetate 2CO2 + 5H2O + 8e� - CH3COO� + 7OH� 0.11
Ethylene 2CO2 + 8H2O + 12e� - C2H4 + 12OH� 0.08
Ethanol 2CO2 + 9H2O + 12e� - C2H5OH + 12OH� 0.09
Propylene 3CO2 + 12H2O + 18e� - C3H6 + 18OH� 0.13
n-Propanol 3CO2 + 18H2O + 18e� - C3H7OH + 18OH� 0.10
Acetate 2CO + 3H2O + 4e� - CH3COO� + 3OH� 0.45
Methane CO + 5H2O + 6e� - CH4 + 6OH� 0.26
Ethylene 2CO + 6H2O + 8e� - C2H4 + 8OH� 0.17
Ethanol 2CO + 7H2O + 8e� - C2H5OH + 8OH� 0.18
n-Propanol 3CO + 10H2O + 12e� - C3H7OH + 12OH� 0.20
Hydrogen 2H+ + 2e� - H2 0
Oxygen 2H2O - O2 + 4H+ + 4e� 1.23
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electrons, n, Faraday’s constant, F, and G.

TOF ¼ jsite �NA

n� F � G
(4)

The selectivity is represented by faradaic efficiency (FE) or
current efficiency, which is the ratio of the amount of charge
passed towards the desired product, Qi, and the total charge
passed, Qtotal. FE can also be simplified to the ratio of partial
current towards a product, Ii, and the total current, Itotal.

FEi ¼
Qi

Qtotal
¼ Ii

Itotal
(5)

For gaseous products quantified by gas chromatography, the
FE is calculated with the injection result in ppm, x, the flow rate
of electrolyzer effluent, ambient temperature and pressure, T
and P, ideal gas constant, R, number of electrons, n, Faraday’s
constant, F, and the total current, Itotal.

FEi gasð Þ ¼ xi � n� F � flow rate� P

R� T � Itotal
(6)

It is important to note that even though the inlet gas flow
rate is almost always controlled by a flow meter, electrochemi-
cal reactions and CO2 capture by an electrolyte would consume
and/or generate gas, leading to a difference between the elec-
trolyzer inlet and outlet flow rates. The flow rate used for FE
calculation must be the measured outlet flow rate to ensure
accurate carbon balance.41 The liquid products can be quanti-
fied by nuclear magnetic resonance spectroscopy or high
performance liquid chromatography. The liquid product FE is
computed with concentration, C, total volume of electrolyte, V,
n, F, and Qtotal.

FEi liquidð Þ ¼ Ci � V � n� F

Qtotal
(7)

Since the driving force for the reaction is electrical potential,
it is important to measure the applied potential, Eapplied, to
calculate an overpotential, Z, beyond the thermodynamic redox
potential, Etheoretical for the various products.

Z = |Eapplied � Etheoretical| (8)

The applied potential may be measured in a two-electrode
setup, or a three-electrode setup with a reference electrode to
report a half-cell potential. Half-cell potential is useful to isolate
ECR from the OER and allows for better control of the applied
potential, while the full cell potential indicates the total energy
requirement of the system. Reference electrode potentials are
often converted to the reversible hydrogen electrode (RHE)
potential via calibration to hydrogen evolution and oxidation
reactions to exclude pH effects.

ERHE = Emeasured + Eref calibration + 0.0591 � pH (9)

Taking into account both activity and selectivity, the energy
efficiency (EE) describes the ratio between the actual electrical

energy input and the minimum thermodynamic requirement.

EEi ¼ FEi �
Etheoretical

Eapplied
(10)

Conversion in ECR is typically calculated based on single
pass carbon efficiency (SPCE). In contrast to many other
examples of heterogeneous catalysis, the SPCE of CO2R is
rather low (o50%) in most systems. This is due to CO2 loss
to the alkaline electrolyte as (bi)carbonate.42 Strategies for
mitigating CO2 loss will be outlined in Section 5.

The stability of the system is defined as the amount of time
under continuous electrolysis. While other fields of electro-
catalysis such as the OER have adopted additional specific
metrics (e.g., S-number43,44 and decay rate in potential required
(V/time)45), there is no general consensus on a stability metric
for ECR. The instability of ECR systems arises from a variety of
sources, including but not limited to multiple materials com-
ponents of the electrodes, chemicals used for the electrolyte,
mechanical parts, and operational procedures. Stability is a
critical metric to consider after meeting activity and selectivity
requirements, which have not yet been broadly met for ECR
towards multi-carbon products.

3. Reactor geometry

Electrochemical reactors, or electrolyzers, are typically specia-
lized to facilitate the electrochemical reactions taking place.
However, fundamental components present in almost all reac-
tors include electrodes, electrolytes, separators, and reactants.
The electrolyzer configuration then dictates how the CO(2)

reactant is fed, what interfaces with the catalyst, and how
products are collected. The four most commonly used config-
urations are H-type cells, rotating disk electrode (RDE) cells, gas
diffusion electrode (GDE) flow cells, and membrane electrode
assemblies (MEAs) (Fig. 3). The main difference between liquid
immersed electrode geometries (H-type and RDE) and gas
diffusion electrode geometries (GDE flow cell and MEA) is that
the gaseous reactant is delivered in the aqueous phase versus
gas phase. Dissolving the CO2 into an aqueous phase impacts
the availability of reactants at the catalyst surface such that the
current density is limited. The dissolved CO2 buffering equili-
brium also renders the electrolyte neutral, limiting the tun-
ability of local pH.

3.1. Liquid immersed cathodes: H-type cells and rotating
(ring) disk electrode cells

H-type cells are excellent for fundamental studies due to their
simple operation and control over configuration. Fig. 3A illus-
trates a typical H-type cell. In an H-type cell, the cathode is fully
immersed in the catholyte where CO(2) gas is dissolved via a
dispersion tube or bubbler. A reference electrode is typically
placed in the cathodic compartment to identify the operating
half-cell potential. The cathodic compartment is separated
from the anodic compartment by an ion exchange membrane
(IEM) to prevent re-oxidation of ECR products and plating of
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ions leached out from the anode. Despite the presence of IEM
separators, organic and ionic species may still cross over the
IEM due to swelling and electrostatic drag. To accurately
calculate FEs, liquid products in both catholyte and anolyte
need to be quantified.46 However, there would be still products
lost to re-oxidation in the anolyte, of which the amount will
depend on the choice of the anode catalyst.47

The solubility of CO2 and CO is low in water, at just 34 mM
and 1 mM, respectively. Through modeling, Burdyny et al.
concluded that the amount of dissolved CO2 is only sufficient
for current densities up to 25 mA cm�2, which would require
high capital expenditure (CapEx) to reach the same desired
production rate compared to GDE-based geometries (Fig. 4A).48

The transport model in this work also revealed that a more
concentrated electrolyte also hinders the transport of CO2 to
the catalyst surface. Therefore, there is a conflict between
increasing the ionic conductivity of the electrolyte to reduce
the ohmic drop of the system vs. allowing for better CO2(aq)

diffusion.
In addition, there exists a buffering equilibrium between

dissolved CO2 and water.

CO2(g) + 2OH�(aq) " HCO3�(aq) + OH�(aq)

" 2CO3
2�(aq) + H2O (11)

Fig. 4 (A and B) CO2 concentration and local pH of the electrolyte at the electrode surface as a function of current density in an H-type cell.48 (C) CO2

concentration of the electrolyte as a function of current density using a GDL.48 (D) Illustration of TPB in GDL-based cells.49 Reprinted (adapted) with
permission. Copyright 2022 Springer Nature. (E) Local pH of the electrolyte at the electrode surface as a function of current density with a GDL.48

Reproduced with permission from the Royal Society of Chemistry.

Fig. 3 Schematics of (A) an H-type cell, (B) an RDE, (C) a GDE flow cell,
and (D) an MEA.
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The pKa values for the above (bi)carbonate equilibrium are
6.4 and 10.3, respectively. The pH of H-type cells is naturally
regulated by this set of buffering reactions to be near-neutral
regardless of starting pH (Fig. 4B).48 Hence, bicarbonate elec-
trolytes became the popular electrolytes of choice for systems
with dissolved CO2. The inability to use alkaline electrolytes
leads to one fewer tuning parameter to suppress the HER via
decreasing the concentration of H+. On the other hand, the pH
of systems driving CO reduction (COR) in H-type cells can be
adjusted, where alkaline media are a popular choice for sup-
pressing the HER.50,51

Although the current density limit prevents H-type cells
from being scaled up for ECR applications, they are suitable
for fundamental studies. They are also critical for in situ
characterization techniques that require the backside of the
catalyst support to interface with the instrument. For instance,
differential electrochemical mass spectroscopy constantly pulls
a vacuum on a catalyst-deposited pervaporation membrane that
only allows CO2 to be delivered via the electrolyte.52 H-type
cells can also be pressurized since they will not suffer from
liquid-gas pressure imbalances. H-type pressurized spectro-
electrochemical cells can be used for in situ attenuated total
reflection infrared spectroscopy that requires catalyst deposited
on crystals to reveal important reaction orders with respect to
surface adsorbates.53,54

Another cell geometry that requires immersion of the work-
ing electrode is the rotating (ring) disk electrode (R(R)DE)
setup. This classic setup has well-controlled mass transport
due to the convection from rotation.55,56 Since the geometry
and system parameters are defined, R(R)DE systems enable the
use of dimensionless numbers such as the Sherwood and
Damköhler numbers for analysis of CO2 transport and con-
sumption to decouple the complexity of mass transport effects
and reaction kinetics.57 As a result of these well-defined mass
transport conditions, R(R)DE can be used to isolate the effects
of mass transport from the reaction kinetics.58 It was also noted
that R(R)DE supports sufficient time resolution to mitigate the
effects of homogeneous liquid-phase reactions for product
detection methods such as gas chromatography.59 Although
the small electrode area prevents R(R)DE systems from achiev-
ing high currents, this platform is useful to study catalyst
materials that undergo unique structural changes under low
applied potentials and current density.55,56,60

3.2. GDE flow cells

To overcome the solubility limit of CO(2) in aqueous environ-
ments, a gas diffusion layer (GDL) is often used as a porous
catalyst support to allow CO(2) to be directly supplied in the gas
phase, drastically decreasing the CO(2) diffusion distance by
three orders of magnitude and allowing for operation at much
higher current densities (Fig. 4C).48 The cathodic and anodic
compartments are again separated by ion exchange mem-
branes; no GDL is required for the anodic OER since the
reaction occurs in a liquid phase (Fig. 3C). A large fraction of
research on ECR transitioned from H-type cells to GDE-based
cells post 2015 to evaluate catalyst performance at closer to

industrially-relevant current densities. To efficiently utilize gas
phase CO(2), GDE flow cells require maintenance of a delicate
triple-phase boundary (TPB) for the gas-fed CO(2) – solid
catalyst, gaseous reactant, and liquid electrolyte (Fig. 4D).49

If the TPB is disrupted, CO(2) would have to dissolve into
the aqueous catholyte before reaching the catalyst surface,
yielding a similar solubility limit to liquid immersed cathode
geometries.

An imbalance of pressure from either the gas or the liquid
phase leads to species crossover, disrupting the TPB.61 In
general, the CO(2) crossover at the GDE is acceptable, as GDE
flow cells may be operated in a flow-through configuration.62

Indeed, Duarte et al. demonstrated that for CO2R to CO on Ag
nanoparticles, a CO2 flow-through configuration reached
higher current density while maintaining the same FE and
potential compared to the CO2 flow-by configuration. However,
this was at the cost of higher ohmic drop and worse stability
due to bubbles and salt precipitation in the GDL.

Liquid crossover across the GDL into the gaseous compart-
ment, also known as flooding, is a much more common failure
mechanism of GDE flow cells. Liquid intrusion in the GDL
decreases the efficiency of gas transport due to longer diffusion
path lengths through aqueous electrolyte, as well as introduc-
tion of ions such as K+ and OH� to form carbonate salts with
CO2 that obstruct the porous channels of the GDL.63 Flooding
arises from several physical phenomena.64 Capillary action due
to the porous GDL together with porous salt formation due to
electrolyte salts naturally draws liquid into the GDL. When
operating under a negative applied potential that is far from the
potential of zero charge (PZC), the electrode surface also
experiences electrowetting, which is the process of excessive
negative charge on the electrode surface drawing cations and
liquid to the surface to cause wetting. The various effects of the
electrolyte on the GDE PZC and methods to mitigate flooding
will be discussed in the coming sections.

Since much of the CO2 supplied to the reaction is in the gas
phase, the bulk electrolyte pH is less affected by the (bi)carbo-
nate equilibrium and CO(2) transport is no longer hindered by
the concentrated electrolyte in GDEs as compared to CO(2)-
purged systems. Therefore, GDE flow cell research is typically
conducted in KOH ranging from 1–10 M.14,27 The local pH in a
GDE flow cell is predicted to remain above 12 due to the OH�

being produced as a byproduct during ECR and alkaline HER
(Fig. 4E).14,27,48

The GDE flow cell is also excellent for collecting gas phase
products from the tail gas of either the gas or liquid cathodic
compartments, depending on flow geometry. Conversely, liquid
products are mixed with a salty catholyte that imposes extra
operation expenditure for downstream separations.65 The
added catholyte layer also contributes to higher ohmic drop
in the cell compared to a zero-gap geometry, lowering the EE of
the overall process.

3.3. MEA

MEA is a zero-gap configuration where the two electrodes are
compressed against an IEM by the flow fields (Fig. 3D). This cell
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design also employs porous transport layers such as the GDE
for improved mass transport of reactants and products. The
ohmic resistance is minimized to merely originate from elec-
trodes and the membrane, due to the elimination of a catholyte
electrolyte layer between the electrodes. The liquid products are
instead collected via cold traps at the gas effluent and in the
anolyte.66 Therefore, it is the ideal cell design to achieve high
current densities while minimizing the cell potential. Addition-
ally, the scalability of MEAs into electrolyzer stacks makes them
most suitable for commercialization.

MEAs are also a robust platform for evaluating catalyst
performance. Stability tests have reached 41000 h in MEA-type
electrolyzers in single- and multi- stack configurations.67–69 Com-
mercialized electrolyzers are available for purchase from vendors
globally to reduce the variability in cell geometry, as ECR perfor-
mance tests using other platforms are often conducted in custom
manufactured cells. Knowledge gained from mature electro-
catalytic processes such as polymer exchange membrane fuel cells
and water electrolyzers (PEMFCs and PEMWEs) can be imple-
mented for ECR. Although cell-to-cell variability is decreased,
operating conditions can still noticeably impact the performance;
hence, explicating and untangling effects of operating conditions
on local reaction environments are key to advancing the field.

3.4. Flow field

Flow fields are required for GDEs in scaled up devices to
facilitate the transport of reactants and mechanically support
the porous transport layers. There are four types of commonly
used flow patterns: (1) pin-type, (2) parallel, (3) serpentine, and
(4) integrated (Fig. 5). The pin-type and parallel patterns are
suitable for high viscosity fluids such as water for the anodic
OER due to their low pressure drop; therefore, they cannot be

used to deliver gas-phase reactants in ECR. The fluid is allowed
to travel through different parallel paths and would naturally
distribute itself to the path of least resistance, resulting in lower
pressure drop compared to serpentine design with a single
path.70 The integrated pattern has blockages between the inlet
and outlet, which convectively forces the reactant to pass
through the porous transport layer. This pattern also causes
high pressure drop due to fluids traveling through the GDL and
would force liquid out at the GDE–liquid or GDE–membrane
interface when gases exit the GDL. This may be paradoxical as
flushing liquid through the GDL helps with removal of pre-
cipitated electrolyte salts to prevent blockage but would also
disrupt the TPB and cause instability.71,72

The most adopted flow pattern for ECR in the literature is
serpentine. Subramanian et al. tested failure mechanisms in
CO2 electrolyzers including loss of CO2 access, flooding, and
salt precipitation and concluded that the serpentine pattern is
more robust than parallel and integrated patterns.73 The ser-
pentine pattern allows for more complete coverage of the GDE
area, but induces higher pressure drop along the path of the
channel. In devices with geometric area 410 cm2, the multi-
serpentine patterns where multiple serpentine channels run in
parallel are used to alleviate excessive pressure drop. Large
pressure drop down the serpentine channel causes flooding of
the GDE and it is typical to maintain a certain positive Dp
between the gas and liquid phase through back pressure
regulation (Fig. 6A).74–76 Yuan et al. showed that a multi-serpen-
tine pattern outperforms both regular and dense serpentine
patterns at 500 mA cm�2 in terms of full cell potential and CO2-
to-CO FE (Fig. 6B and C).77 The observed reactant concentration
decreases along the serpentine channel as it is being consumed
while the product distribution shifts to less reduced products
(CH4 and H2) in a 25 cm2 COR electrolyzer (Fig. 6D).76 Exploit-
ing this phenomenon, tandem reactions can be designed to
occur within the serpentine flow channel by calculating the
distance required to fully convert an intermediate product.
Zhang et al. layered a segment of CO-producing catalyst on
top of a Cu catalyst to perform CO2R to CO and utilized the
in situ produced CO to undergo subsequent reduction along the
channel on the Cu catalyst which allowed for 90% multi-carbon
product FE at 1 A cm�2 (Fig. 6E and F).78 However, the
consumption of the reactant along a plug flow type path
generally causes a conversion–selectivity trade-off where lower
concentration of a reactant leads to promotion of the side
reaction, HER, that in turn decreases the economic viability.79

4. CO(2) availability
4.1. CO(2) flow

While the literature summarized in Section 3 demonstrated
superior CO(2) transport for GDEs over H-type cells, H-type cells
nonetheless have important design parameters. H-type cells are
also configurable to flow cells. Billy and Co studied the effects
of gas and liquid flow rates in an H-type flow cell and showed
that, at low gas/solution flow ratios, the C2H4 FE declines due to

Fig. 5 Illustrations of flow field patterns: (A) pin-type, (B) parallel,
(C) serpentine, and (D) integrated.
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insufficient transport of CO2, causing the ECR product profile
to shift to CH4 (Fig. 7A).80 In additional to faster gas flow rate to
improve CO2 transport, Lobaccaro et al. integrated a glass frit to
reduce the bubble size of CO2(g) streams in the H-type cell.81

A noticeable increase in FE directed towards ECR versus HER is
achieved when the CO2 bubble size is decreased (Fig. 7B). The
other extreme of using elongated bubbles and an ultra-thin
(1 mm) layer of electrolyte to form Taylor-flow has been pro-
posed to improve CO2 availability.82 Bagemihl et al. employed a
model to demonstrate that, under Taylor-flow, 1 bar of CO2 is
capable of sustaining ECR above 200 mA cm�2 (Fig. 7C).

The CO(2) flow rate also plays a pivotal role in GDE systems.
Gabardo et al. tested CO2R flow rates across two orders of
magnitude, ranging from 2 to 100 s.c.c.m (Fig. 8A).66 The
general trend observed is that as the CO2 flow rate increases,
the CO2R FE increased while the CO2 conversion decreased.
In their 5 cm2 electrolyzer, C2H4 FE plateaus at flow rates
410 s.c.c.m. As shown in Fig. 8B, a high CO2 flow rate leads
to low CO2 conversion and CO2R product concentration in the
exit stream, which incurs additional downstream separation
cost. Somewhat in contrast, studies aiming to improve the
SPCE tend to decrease the reactant flow rate. Da Cunha et al.
have analyzed the recent studies that aimed at either optimiz-
ing for FE or optimizing for SPCE.84 While product concen-
tration in the outlet stream and SPCE can be improved via
decreasing the CO2 inlet flow rate (Fig. 8C), the FE towards

products, especially multi-carbon products, is lower compared
to operation that is aimed at maximizing product selectivity
(Fig. 8D). For instance, Pan et al. reached B90% SPCE in a CO2-
to-CO MEA at 1 s.c.c.m. CO2 flow rate, but at the expense
of sacrificing CO FE to B40%.85 Therefore, it is suggested
that ECR research should not focus on maximizing SPCE via
feeding stoichiometrically insufficient CO2 to compromise the
selectivity.

4.2. CO(2) partial pressure and contaminants

The inlet CO(2) partial pressure (i.e. utilizing o1 bar CO(2) with
N2 as the balance gas) is often studied to obtain kinetic insights
or optimize selectivity for ECR. Chang et al. varied the pCO

between 0.1 and 1 atm and used in situ surface-enhanced
infrared spectroscopy to identify that the rate determining step
of COR is likely the hydrogenation of CO rather than the C–C
coupling step.86 In an H-type cell, a moderate pCO2

of 0.4–
0.6 atm reduces the buffer capacity of (bi)carbonate and
increases the pH of the bulk electrolyte, therefore suppressing
the HER (Fig. 9A).87 For CO2-to-CO conversion in GDE flow
cells, pCO2

of 0.45 is found to still maintain high FECO (480%)
while achieving improved SPCE compared to a pure CO2 inlet
stream, but at the expense of lower current density (Fig. 9B and
C).88 As expected, for CO2 conversion to hydrocarbons in GDE
flow cells on Cu-based catalysts, a decrease in pCO2

leads to
lower production of multi-carbon products.89 The main ECR

Fig. 6 (A) Schematic of the COR on Cu catalyst along the serpentine channel. CO partial pressure decreases along the channel, leading to higher H2

production and transport resistance which causes flooding down the channel.76 (B and C) Full cell potential and CO FE of CO2R over Ag catalyst in a MEA
device with serpentine, multi-serpentine, and dense-serpentine flow patterns.77 Reprinted (adapted) with permission. Copyright 2024 American
Chemical Society. (D) Relative CO concentration during the COR over a Cu catalyst in a 25 cm2 MEA measured at points #1–5 on Fig. 5A.76 Reprinted
(adapted) with permission. Copyright 2023 American Chemical Society. (E and F) Schematic of tandem CO2-to-CO-to-multi-carbon products reactions
using Ag segment layered on Cu GDE in a flow cell with serpentine flow channel.78 Reprinted (adapted) with permission. Copyright 2022 Springer Nature.
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product becomes CH4 and an optimized pCO2
of 0.84 atm

achieves a FECH4 of 56% (Fig. 9D).90

Studies discussed thus far have employed an inert balance
gas. In practical upstream feeds such as flue gas, a variety of
contaminants including O2, NOx, SOx, and H2S may introduce
side reactions or modify the catalyst structures. The concen-
tration of O2 can reach up to 15 v/v% in flue gas; with a
reduction redox potential of 1.23 V vs. RHE (B1 V more
favorable than ECR), the O2 reduction reaction (ORR) can easily
displace ECR and occupy up to 99% of the FE at concentrations
as low as 4 v/v% O2 (Fig. 10A).91 Nevertheless, it was shown by
He et al. that despite having lower ECR FE, the partial current

density of multi-carbon ECR products (e.g., C2H4) increased by
up to 216-fold at �0.8 V vs. RHE when CO2 is co-reduced with
20 v/v% O2 due to the presence of surface-oxidized Cu species
(Fig. 10B).92 Both SOx and NOx react with water to form acids
that could lower the electrolyte pH and lead to higher HER
activity.93 Although typical SOx concentration in flue gas is only
on the order of hundreds of ppm,94 SOx reacts with electrocata-
lysts and induces S-doping that irreversibly shifts the product
distribution toward formate/formic acid (Fig. 10C).95,96 ECR selec-
tivity also decreases in the presence of NOx due to NOx reduction,
but in contrast to SOx contaminants, this change is reversible
once the NOx contaminant source is removed (Fig. 10D).97

Fig. 7 (A) C2H4-to-CH4 FE ratio of CO2 reduction at various gas to liquid flow rate ratios in an H-type flow cell.80 Reprinted (adapted) with permission.
Copyright 2018 American Chemical Society. (B) ECR FE with small (left) and large (right) bubbles of CO2.83 Reproduced with permission from the Royal
Society of Chemistry. (C) Illustration of Taylor flow tubular cell.82 Reprinted (adapted) with permission. Copyright 2022 American Chemical Society.

Fig. 8 (A) FE as a function of the CO2 inlet flow rate over the Cu catalyst in an MEA at 150 mA cm�2.66 (B) Product stream concentration as a function of
CO2 inlet flow rate over the Cu catalyst at 50 and 100 mA cm�2.66 Reprinted (adapted) with permission. Copyright 2019 Elsevier. (C) Literature CO2 SPCE
at various CO2 inlet flow rates.84 (D) Literature ECR cathodic tail gas composition at various CO2 SPCE.84 Reprinted (adapted) with permission under
Creative Commons License.
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A mixture of CO2 and CO creates a peculiar case when
investigating the impacts of lower reactant partial pressures.
For applications such as acetate/acetic acid production, a pure
CO inlet is desired. Crandall et al. performed tandem CO2-to-
CO-to-acetic acid production starting with a pure CO2 stream
and noted that a NaOH trap is required to remove all CO2 from
the effluent of the first electrolyzer to maintain high acetic acid
selectivity from COR (Fig. 10E).98 For production of other multi-
carbon products, a co-feed of CO2 and CO increases the yield
of C2H4 by B50% and alcohols by up to 100%, benefiting
from the lower energy barrier of CO2–CO cross-coupling
(Fig. 10F).74,99

4.3. Pressurized CO(2)

The inlet CO(2) can also be pressurized to alter the product
profile due to increased CO(2) solubility in aqueous systems.
The literature has presented mixed results regarding pressur-
ized CO2 reactions. On a metallic Cu foil catalyst, an increase in
pressure up to 100 atm of CO2 shifts the dominant ECR product
to CH4 in an unstirred reactor, or to formate when the reactor is
stirred.100 A balance of CO2 supply to the electrode surface and
electron supply is required to improve hydrocarbon selectivity,
as high CO2 mass transport (high stir rate and pressure) leads
to increased 2e� ECR products, and high electron supply rate
(high current density) leads to an increased HER (Fig. 11A).

Fig. 9 (A) C2H4 FE for CO2R as a function of pCO2
over a Cu catalyst in an H-type cell.87 Reprinted (adapted) with permission. Copyright 2019 Elsevier.

(B and C) CO FE and product stream CO:CO2 ratio for CO2R over a Ag catalyst in a GDE flow cell.88 Reprinted (adapted) with permission. Copyright 2019
Elsevier. (D) CH4 FE for CO2R over a dilute Au/Cu catalyst in a GDE flow cell.90 Reprinted (adapted) with permission under Creative Commons License.

Fig. 10 (A) Sum of HER and CO2R FE over a Cu catalyst with simulated flue gas containing 4 v/v% O2 and 15 v/v% CO2 in a GDE flow cell.91 Reproduced
with permission from the Royal Society of Chemistry. (B) Multi-carbon product FEs for CO2R at 0, 10, and 20% O2 with CO2 balance over a Cu catalyst in
an H-type cell.92 Reprinted (adapted) with permission under Creative Commons License. (C) Various product FEs and applied potential during CO2 + 1%
SO2 electrolysis at 100 mA cm�2 over a Ag catalyst in a GDE flow cell.95 Reprinted (adapted) with permission. Copyright 2019 American Chemical Society.
(D) Various product FEs and applied potential during CO2 + 0.83% NO electrolysis at 100 mA cm�2 over a Ag catalyst in a GDE flow cell.97 (E) Photo of
tandem CO2 and CO reduction setup for acetate and C2H4 production. A NaOH trap is setup to remove unconverted CO2 from the first electrolyzer.98

Reprinted (adapted) with permission. Copyright 2024 Springer Nature. (F) Ethanol production rate as a function of CO concentration in CO/CO2 co-feed
electrolysis over a Cu catalyst in a GDE flow cell.74 Reprinted (adapted) with permission under Creative Commons License.
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This is also analogous to ambient temperature systems where
CO or formate is the main product at low applied potential due
to insufficient supply of electrons, and CH4 is the main product
at high applied potential due to low CO2 concentration to
perform C–C coupling.101 Similar results have been observed
by Huang et al., where they utilized a polymer-functionalized
Cu catalyst to achieve stable and efficient formate produc-
tion.102 This effect is also noticeable on other metallic catalysts,
regardless of whether they are suitable for ECR under ambient
conditions. Group 8–10 metals including Fe, Co, Rh, Ni, Pd,
and Pt, which typically catalyze the HER under atmospheric
CO2 pressure, shift to producing CO and/or formate under
pressurized CO2.103 Mildly pressurizing CO2 to just 2 bar also
increases the local CO2 concentration, making CO2-to-CO con-
version more efficient (Fig. 11B).104

Pressurization of CO(2) is also known to increase the coverage
of *CO, an important intermediate to achieve C–C coupling.54

Qiu et al. utilized this *CO coverage effect to steer the primary
liquid CO2R product to ethanol on Cu2O@Cu hollow spheres
when operating with 30 atm CO2.107 For COR to acetic acid,
Jin et al. through computational modeling concluded that a high
*CO coverage (4/9 monolayer) has lower energy barrier to divert
the ECR pathway to acetate production compared to lower
coverages.105 Building off this conclusion, a record high acetate
FE of 91% is achieved at 10 atm CO (Fig. 11C). High CO

pressures and *CO coverage also enable catalysts that otherwise
are poor at performing COR. For example, Raaijman et al.
showed that COR on Ag at 60 bar CO produces a variety of
alcohols and oxygenates including ethanol, acetic acid, and
ethylene glycol, whereas Ag typically produces only CO under
atmospheric pressure of CO2.108

Increased operating pressure and controlled pressure
swings are also associated with improved bubble removal from
electrode/transport layers and as a result, a decrease in kinetic
and mass transport resistance (Fig. 11D).106,109,110 However, it
is important to note that elevated O2 permeation across the IEM
during pressurized operation could lead to a decrease in ECR
performance at elevated pressures, despite the fact that this
aspect is not commonly considered in the ECR literature.111

5. Electrolyte effects
5.1. Polymer electrolyte membranes and ionomers

Polymer electrolyte membranes or IEMs are employed as separa-
tors in H-type and GDE flow cells, as well as the sole ion
conductor in the zero-gap configuration MEA. There are three
types of membranes, which are classified by the charged species
passed: the cation exchange membrane (CEM), anion exchange
membrane (AEM), and bipolar membrane (BPM) (Fig. 12A–D).

Fig. 11 (A) Dependence of product distribution on electron supply and CO2 supply.100 Reprinted (adapted) with permission. Copyright 1994 IOP
Publishing. (B) CO FE for CO2R at 1 and 2 bar CO2 pressure over a Ag catalyst in a GDE flow cell.104 Reprinted (adapted) with permission under Creative
Commons License. (C) Acetate FE for COR at �0.57 VRHE over a Cu/Ag catalyst in a pressurized GDE flow cell.105 Reprinted (adapted) with permission.
Copyright 2023 Springer Nature. (D) Chronopotentiometry of pressure swings during alkaline water electrolysis at 55 mA cm�2 (4 bar/1 bar) for bubble
removal.106 Reprinted (adapted) with permission. Copyright 2019 Elsevier.
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CEMs, for instance Nafion, have negatively charged func-
tional groups, such as sulfonates (SO3

�); they offer an acidic
electrode environment for proton exchange and benefit from
the uniquely high ionic conductivity of protons. In contrast,
AEMs have positively charged functional groups, such as imi-
dazolium and phosphonium, to allow for hydroxide exchange.
Since (bi)carbonate is often present in the system, it also serves
as an anion conductor. AEMs are widely used for ECR to
support an alkaline reaction environment that suppresses
HER, although at the cost of higher ohmic drop across the
membrane.

BPMs are made from laminating CEMs and AEMs to prevent
ionic species from crossing over the membrane. BPMs can be
employed in forward or reverse configuration, which results in
the formation or dissociation of water at the CEM/AEM inter-
face, respectively. Since a BPM is practically two membranes,
the additional ohmic drop across it is also much higher than a
CEM. Furthermore, in the reverse bias mode, an applied
potential is required to drive water dissociation at the CEM/
AEM interface. Incorporation of a water dissociation catalyst
between the CEM and AEM has resulted in lower water dis-
sociation overpotential in BPM systems.112–114 In the forward
bias mode, formation of water at the CEM/AEM interface often
leads to delamination of BPM and stability challenges. For best
membrane stability, the CEM and AEM should not be inter-
calated as water formation at the CEM/AEM interface would
cause delamination, and additional punctures on the CEM may
be needed to allow for water drainage.67,115,116

The selective permeability of IEMs limits the types of elec-
trolytes used. CEMs are inherently acidic and AEMs are alka-
line. Using them as the ionic conductor in MEAs dictates the

local pH at the electrodes. Altering the pH of IEMs with liquid
electrolyte is unfavorable; for example, using an alkaline
solution (e.g., KOH) in cation exchange membrane system
negates the benefit of high proton ionic conductivity due to
low proton concentration.

Although not a popular choice, porous separators adopted
from mature alkaline water electrolysis technology serve as an
alternative to IEMs for separating cathodic and anodic com-
partments in liquid electrolyte systems.117,118 Perazio et al.
compared a PEM and a Zirfon diaphragm (polysulfone matrix
and zirconium oxide filler) in a GDE flow cell with acidic
electrolyte to conclude that the Zirfon diaphragm resulted in
a lower cell potential due to lower ohmic resistance (Fig. 13).117

Diaphragms are not ion conductive alone, their conductivities
are determined by the type of electrolyte used that pass through
their pores.119 A major disadvantage of this property is that
diaphragms are not selective for species crossover, so liquid
ECR products may also cross to the anodic compartment and
be lost via reoxidation.117,118

5.2. Bulk and local pH

Liquid electrolytes are used in all ECR experiments. Liquid
electrolytes present opportunities for various factors to affect
ECR performance, including but not limited to pH, cation,
anion, and hydrophobicity effects, which will be discussed in
depth in this and the following sections. An alkaline reaction
environment can be used as a tool to suppress the HER by
reducing the proton concentration.30 The local pH at the
catalyst surface is modulated by a complex interplay of proton
consumption, (bi)carbonate buffering equilibrium, and cation
hydration. Quantifying the local pH of the electrode surface has
been extensively studied using methods such as pH-sensing
RRDE,120–122 in situ Raman spectroscopy,123–126 and confocal
microscopy.123–125,127

Both the ECR and the competing HER consume protons for
reduction, and since water is the reductant in the system, water
dissociation generates OH� as electrolysis proceeds. Therefore,
the electrolyte at the catalyst surface has a higher local pH (B8)

Fig. 12 Schematic illustrations of (A) a CEM, (B) an AEM, (C) a forward-
BPM, and (D) a reverse-BPM.

Fig. 13 Comparison of the voltage drop between two identical CO2R
setups featuring either a Nafion membrane or a porous Zirfon separator in
3 M KCl/0.05 M H2SO4 electrolyte.117 Reprinted (adapted) with permission
under Creative Commons License.
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than the bulk 0.1 M KHCO3 electrolyte (B6.8, CO2 saturated) in
a liquid immersed cathode system (Fig. 14A).122,128 In a GDE
flow cell where high current density operation is possible,
the rate of OH� production is higher, leading to a local pH
difference of 43 (i.e., pH 410) in the 0.1–1 M KHCO3

catholyte.123,127 In contrast, when an alkaline starting electro-
lyte such as 1 M KOH (pH 14) is used in GDE flow cells, the local
pH (7–9) is lower than the bulk pH since OH� produced by
electrochemical reactions and from the electrolyte reaction
with CO2 to form (bi)carbonates at the TPB.123,125

In fact, an alkaline reaction environment (alkaline liquid
electrolyte or AEM) is difficult to maintain because of the CO2

loss to the electrolyte at pH 4 10. In ECR, for every two electron
transferred, two OH� will be formed to generate one CO3

2�,
with the exception of anionic products which form less CO3

2�

(formate and acetate).129 Such CO2 loss decreases the pH of the
electrolyte, leading to higher H2 FE and 3-d transition metal-
based anode dissolution. Chen et al. electrodeposited a film of
polyamine to shift the buffering reaction to protonation of
amine functional groups which has a higher pKa than the
(bi)carbonate equilibrium to increase the local pH.124 Lost
CO2 in the form of (bi)carbonate will be oxidized at the anode
to form CO2, and it is economically taxing to regenerate the CO2

from anode tail gas (Fig. 14B). To mitigate CO2 loss in alkaline
systems, Kim et al. used an acidic solid electrolyte layer in a
dual MEA to regenerate 90% of the lost CO2 from (bi)carbonate
without altering the local reaction environment of the cata-
lyst to maintain 90 + % FE towards CO at 200 mA cm�2

(Fig. 14C).129

Alternatively, an acidic reaction environment (acidic liquid
electrolyte, CEM, or BPM) can be used to suppress (bi)carbo-
nate formation. However, the most crucial challenge in acidic
ECR is that HER becomes the sole cathodic reaction in mineral
acids, such as H2SO4, due to the absence of cations that
stabilize the *CO2

� intermediate (Fig. 14D).24,130,133

Several studies utilized high KOH concentrations (42 M) for
COR to reach remarkable FEs of 480% to acetate or multi-
carbon products in general (Fig. 14E).134,135 Nevertheless, since
both K+ and OH� concentrations were increased, the enhance-
ment effect due to electrolyte concentration cannot be attrib-
uted to OH� alone. It was proven by Li et al. that if the cation
concentration remained constant, higher concentrations of
OH� do not promote C–C coupling, but still increase the ECR
FE due to HER suppression (Fig. 14F).131

Briefly considering the pH effects at the anode, the OER is
also sensitive to pH due to proton-coupled electron transfer
steps. Under acidic conditions, H2O molecules are oxidized
whereas under alkaline conditions, OH� ions are oxidized
(eqn (12) and (13)).

2H2O - O2 + 4H+ + 4e� (acidic OER 1.23 vs. SHE) (12)

4OH� - O2 + 2H2O + 4e� (alkaline OER 0.40 vs. SHE) (13)

The efficiency of the OER is observed to increase under
alkaline conditions due to the *OH intermediate requiring
no water dissociation.136 Non-precious metal catalysts are
also enabled under alkaline conditions, decreasing the capital
expenditure for electrocatalysts.137,138

Fig. 14 (A) Computationally modelled and experimentally measured surface pH in an RRDE setup during CO2R over a Au catalyst in 0.5 M KHCO3

electrolyte.122 Reprinted (adapted) with permission. Copyright 2022 American Chemical Society. (B) Anode gas composition analysis in an AEM MEA.129

(C) Schematic of CO2 recovery with protons in solid electrolyte layer in double MEA.129 Reprinted (adapted) with permission. Copyright 2022 Springer
Nature. (D) FE and current density of CO2R over a Cu catalyst in 0.05 M H2SO4 electrolyte in a GDE flow cell.130 Reprinted (adapted) with permission
under Creative Commons License. (E) FE of COR over the Cu/Ag catalyst in a pressurized flow cell with varying concentrations of KOH electrolyte.105

Reprinted (adapted) with permission. Copyright 2023 Springer Nature. (F) Partial current density of multi-carbon products from COR over a Cu catalyst at
�1.5 VSHE versus OH� concentration in an H-type cell with a fixed 1.0 M cation concentration.131 (G) Cell voltage versus local pH indicating of the pH
gradient and the benefits of alkaline conditions.132 Reprinted (adapted) with permission. Copyright 2024 American Chemical Society.
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In both acidic and alkaline environments, the OER will
decrease the local pH via either production of H+, or consump-
tion of OH�. Under concentrated alkaline anolyte (e.g., 1 M
KOH or high pH), the OH� consumption does not meaningfully
impact the local pH at the anode (o1). In the case of neutral
anolyte, the local pH gradient could be up to 3–4 pH units, with
an absolute pH value of 3–4 (Fig. 14G).139 These pH gradients
translate to a Nernstian potential penalty of o0.059 V and
B0.5 V.132,140 Therefore, operating with a neutral pH electrolyte
results in a significantly higher minimum thermodynamic
potential requirement.

5.3. Cations

Cations have a crucial influence on ECR reaction environments.
Due to electric potential gradients, cations in the system will be
drawn to the electrochemical double layer of the cathode.
A commonly observed and modeled trend of cation enhance-
ment effects for ECR is observed as Cs+ 4 K+ 4 Na+ 4 Li+

(Fig. 15A), with electrolytes utilizing Cs+ resulting in the best
ECR performance.141,142 There are various computational expla-
nations for this enhancement effect, including but not limited
to (i) cations stabilize ECR intermediates such as *CO2, *CO,
*COOH, and *OHCCHO through electrostatic interactions in
the outer Helmholtz plane,141,143 (ii) cations provide higher
surface charge to modify the interfacial electric field,144 and
(iii) cations hydrolyze near the electrode surface to buffer the
local pH.141,143,145

Metal cations have been shown to be solvated, that is they
are surrounded by the solvent molecules.147 Among classes or
groups of cations, those with a smaller ionic radius have larger
charge density, resulting in a larger hydration shell or hydra-
tion radius due to having multiple layers of solvated water
molecules.148 Larger hydration shells mean that the cation is
less favorable to be in the Helmholtz plane and stabilize ECR;
consequently, the Cs+ to Li+ ranking relationship also reflects
the energy to place a hydrated cation in the vicinity of the
electrode surface.141 Organic cations such as alkylammonium
and 1-ethyl-3-methylimidazolium also stabilize the intermedi-
ates through coordination effects.149–152 The size of organic
cations play an important role, as Li et al. have shown that
alkylammonium with short side chains (tetramethyl and tetra-
ethyl ammonium) facilitates hydrogen binding to stabilize
*CO, while longer side chains (tetrapropyl and tetrabutyl
ammonium) are too bulky and block the *CO from accessing
interfacial water.

Experimental evidence has provided evidence for pH mod-
ulation via cation effects in various cell geometries. Zhang et al.
and Ayemoba et al. verified a local pH increase ranking in Li+ 4
Na+ 4 K+ 4 Cs+ using neutral MHCO3 electrolytes with a pH-
sensitive ring on an RRDE and in situ infrared spectroscopy
(Fig. 15B).128,146,153 The trend in pH is explained by the pKa of
hydrolysis for solvated cations, which decreases as the cation
size increases.145 As the local pH increases in neutral systems,
local CO2 is lost as (bi)carbonates, leading to lower ECR activity,

Fig. 15 (A) FE of CO2 reduction over a Cu catalyst at �1.0 VRHE as a function of cation size in an H-type cell.141 Reprinted (adapted) with permission.
Copyright 2017 American Chemical Society. (B) pH of the electrode surface measured by in situ infrared spectroscopy during CO2R on a Au catalyst.146

Reprinted (adapted) with permission. Copyright 2017 American Chemical Society. (C) CO produced (measured by oxidation at the RRDE ring) after
polarization to –1 V versus RHE in the presence of different concentrations of Cs+ in a Li2SO4 background electrolyte. The total cation concentration in
solution was kept at 0.1 M and the pH = 3.133 Reprinted (adapted) with permission. Copyright 2021 Springer Nature. (D) Schematic illustration of the ionic
environment and transport near the catalyst surface functionalized by the ionomer.24 Reprinted (adapted) with permission. Copyright 2021 American
Association for the Advancement of Science.
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such that electrolytes using Cs+ result in the best ECR
performance.

Under acidic conditions, ECR commences when the local
concentration of cations is sufficient. Liu et al. noted that
proton reduction is dominant at pH 3 and low operating
potential, but as the applied overpotential increases, H+

depletes and the local pH is less acidic which enables ECR to
occur.154 Similarly, as the bulk cation concentration in acidic
electrolyte increases, ECR onset will begin (Fig. 15C).155,156 The
local cation concentration needs to be higher than the local H+

concentration to significantly impede the mass transport of H+

and suppress proton reduction. Therefore, ECR performed in
acidic environments often requires a high dose of K+ (e.g., 0.5 M
K2SO4 with r0.1 M H2SO4).157 In MEAs, a common strategy is
to coat various positively charged groups such as ionomers and
solid electrolyte resins to the electrode surface to reduce the
local H+ (Fig. 15D).154,158–160

In AEM or reverse-BPM MEAs, the presence of concentrated
cations improves the selectivity of ECR. Due to imperfect ion
selectivity in AEMs, researchers have noticed unintended cation
crossover through AEMs due to electroosmotic drag.161,162

While unintended crossover is troublesome for product collec-
tion, cation crossover allows for cation effects to enhance ECR
performance, even when no catholyte is used. El-Nagar et al.

observed a higher degree of K+ crossover when 1 M KOH was
used as the catholyte, but also higher multi-carbon FE on Cu-
based catalysts compared to 0.05 M KOH (Fig. 16A).163 It was
also noted that a more concentrated KOH anolyte (1 M) caused
an oxide-derived Cu catalyst to be fully reduced to the metallic
state, whereas the surface of oxide-derived Cu catalyst operating
under dilute (o0.005 M) anolyte maintained 80 + % Cu1+

species. Likewise, in a reverse-BPM system where the acidic
CEM hinders ECR, Yang et al. reported that a higher concen-
tration of K+ (3 M) in the anolyte improved the CO2-to-CO
selectivity by 3-fold due to K+ crossover in BPM (Fig. 16B).164

While cations enhance catalytic performance, higher con-
centrations of cations also lead to faster solid carbonate salt
precipitation in the pores of GDEs, which hinders CO(2) trans-
port across the GDE. The rate at which M2CO3 carbonate salt
precipitates form is related to their solubility in water, which
trends as Li+ o Na+ o K+ o Cs+ (Table 2).170 A general measure
of the degree of salt precipitation is then the CO2/O2 ratio of the
anode tail gas where a high CO2/O2 ratio indicates little loss as
carbonate salt, but more loss as bicarbonate ions (Fig. 16C).166

There is no visual identification of CsCO3 precipitate on the
flow field when Cs+ is the cation; on the other hand, in the case
of Li+, Li2CO3 precipitate forms rapidly at the electrode surface,
before penetrating the GDE and reaching the flow field. Several

Fig. 16 (A) FE of CO2R and amount of K+ extracted from the cathode flow field as a function of anolyte concentration over a Cu catalyst at a full cell
potential of 3.2 V in an AEM MEA.165 Reprinted (adapted) with permission. Copyright 2021 American Chemical Society. (B) FE of CO2R on a Cu catalyst as a
function of KOH anolyte concentration at 200 mA cm�2 in a BPM MEA.164 Reprinted (adapted) with permission. Copyright 2021 American Chemical
Society. (C) CO2/O2 ratio in the anodic tail gas and photographs of cathode flow fields taken after 1 h CO2R at 200 mA cm�2 in an AEM MEA.166

Reproduced with permission from the Royal Society of Chemistry. (D) Proposed interfacial structure near the electrode surface during direct reduction of
amine-captured CO2 without and with K+.167 Reprinted (adapted) with permission. Copyright 2021 Springer Nature. (E) CO partial current density from
CO2R on a Ni-N-C catalyst in 1–5 M ethanolamine in H-type cell.168 Reproduced with permission from the Royal Society of Chemistry. (F) Potential
cycling recorded for CO2R on a Au catalyst in CO2-saturated, unpurified 0.1 M NaHCO3 electrolyte solution in an H-type cell.169 Reprinted (adapted) with
permission. Copyright 2023 American Chemical Society.
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operational strategies such as actively flushing the GDL with
solvent, or pulsed electrolysis to periodically decrease the
cation concentration at the GDE have been implemented to
mitigate salt precipitation.72,171

Another emerging branch of ECR is the direct reduction of
reactive captured CO2 to avoid regeneration of CO2 via heat
cycling.172 Ethanolamine (EA) is a popular capture agent that
has been made into an electrolyte for electroreduction of cap-
tured CO2. Nevertheless, EAH+ is a bulky cation in the electro-
lyte and congregates at the cathode surface. EA-captured CO2

(EACOO�) is too far away from the cathode surface and the
primary reduction product is H2 on Ag catalysts (Fig. 16D).167

With the addition of alkali metal cations such as K+, CO2R is
enabled, as K+ ions are appropriately sized for EACOO� to be
reduced. Another approach to overcome EA cation effects is to
adjust the potential of zero charge (PZC) of the electrode.
Cation effects are present when the applied potential deviates
away from the PZC of the electrode. By using a Ni single atom
catalyst that has more positive PZC than Ag, Kim et al. were able
to mitigate cation effects even at high EA concentrations
and obtained high CO2-to-CO FE with reactive captured CO2

solutions (Fig. 16E).168

Finally, it is important to highlight that liquid electrolytes
contain impurities such as trace metal cations that could
disable ECR catalysts (Fig. 16F).169,173 To combat this effect,
metal ion complexation or chelation has been proposed to
prevent metal deposition on ECR cathodes and has shown
promise for prolonged catalyst stability. Another source of
metal ions comes from dissolution of anode catalysts. In acidic
PEM systems, Ir is commonly employed as the anode catalyst;
Ir-deposition on the cathode catalyst has been reported after
performing acidic OER which shifts the cathode product selec-
tivity towards H2.174 In alkaline AEM systems with KOH anolyte,
3d-transition metals are variably employed as the anode
catalyst, which can undergo more significant leaching during
operation due to the decrease in alkaline anolyte pH from
(bi)carbonate equilibrium upon CO2 loss.175 Xu et al. noticed
a smaller increase in the H2 FE under ECR operation with a Ni-
based anode compared to Ir-based anodes in 0.1 M KOH. The
cathode was also free of deposited Ni after 3 h of operation.176

However, under rare instances, contaminants can be beneficial.
For example, the anodic OER reaction under alkaline condi-
tions over 3d-metal transition catalysts such as Ni and Co can
be enhanced by trace Fe contaminants that are common in
KOH, which is the reason plain Ni foam is adopted as an ECR
anode.27,98,177,178

5.4. Anions

It is critical to note first that the ubiquitous anions in neutral or
alkaline, aqueous CO2R, CO3

2� and HCO3
� are not inert. On Cu

surfaces, *CO3
2� also adsorbs competitively with *CO, giving

rise to an overpotential to exchange *CO3
2� with *CO.179

Similarly, HCO3
� has been identified to poison Co-phthalo-

cyanine catalysts at less reductive potentials.180 The HCO3
� in

the electrolyte is a CO2 source that can be reduced through
exchange with CO2(aq).

181,182 There are two ways through which
HCO3

� reduction can proceed. The first is through direct
reduction, which has been demonstrated in a pressurized
stagnant H-cell with a maximum formate partial current den-
sity of 3.2 mA cm�2 in 2.8 M KHCO3 solution (Fig. 17A).183 The
other pathway makes use of the acidity from the CEM compo-
nent of a BPM to regenerate CO2 from HCO3

� within the
electrolyzer, which is then reduced; this route has been shown
to reach current densities 4100 mA cm�2 (Fig. 17B).184–186

Anions, such as HCO3
� and H2PO4

�, are also proton donors.
Based on pKa values, HCO3

� (10.3) is a weaker proton donor
than H2PO4

�.181 When H2PO4
� is present in ECR systems,

it would transiently increase the FE of H2 and CH4 due to its
proton donating effect until local H2PO4

� has been depleted.190

Yoo et al. showed that adsorbed carboxylate anions were
identified to enhance ECR, and adsorbed propionate yielded
a peak CO2-to-CO FE of 99% at B3 mA cm�2 by hindering the
transport of H+/OH� to negatively impact HER kinetics
(Fig. 17C and D).188 Halide adsorption also induces morpholo-
gical changes to the catalysts that expose ECR-favoring facets
to enhance the performance (Fig. 17E).189,191,192 The degree
to which halides enhance ECR is in the following order:
I� 4 Br� 4 Cl�, which is ranked by increasing adsorption
strength on the cathode surface. More broadly, in contrast to
cations which are drawn to the cathode surface, anions migrate
towards the anode in AEM liquid electrolyte systems, leaving
the catholyte with as little as o10% of its original anion
concentration, as shown by Zheng et al. in a GDE flow cell.193

Overall, there are a multitude of changes that complicate the
electrolyte effects as electrolysis proceeds, namely pH changes,
(bi)carbonate formation, and species migration that could lead
to changes in activity, selectivity, ohmic drop, and stability.

6. Hydrophobicity effects

Since high current density operation in aqueous ECR depends
heavily on delivery of CO(2) in the gas phase, the TPB must
be maintained with suitable wetting conditions. This is excep-
tionally difficult when a liquid catholyte is present due to gas–
liquid pressure gradient and electrowetting that causes GDE
flooding.64 This section summarizes the methods to mitigate
flooding via tuning of the GDL, catalyst layer (CL), and electro-
lyte composition.

6.1. GDL modifications

Carbon-based GDLs are the most prevalent choice for cathodes
in ECR. As shown in Fig. 18A, they are made of a macroporous

Table 2 Solubility of (bi)carbonate species for Na+, K+, and Cs+ cations.170

Salt Solubility at 20 1C (M)

NaHCO3 1.14
KHCO3 2.24
CsHCO3 3.94
Na2CO3 2.06
K2CO3 7.93
Cs2CO3 8.01
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carbon fiber backbone (CFB) and an optional microporous
layer (MPL).194 The carbon fiber backbone holds the bulk
structure and provides conductivity. It governs the mechanical
properties (e.g., strength, response to compression) of GDL. The
MPL, typically made of conductive carbon particles and PTFE,
ensures smooth contact with the CL, and provides water
management to avoid flooding of the GDL. Although PTFE
incorporation in MPL creates a highly hydrophobic environ-
ment (typical water contact angles 41501), after CL deposition
and under ECR conditions, flooding still occurs within B3 h of
electrolysis in GDE flow cells (Fig. 18B).27,71,124,195 A main cause
of GDL flooding is that commercial GDLs are most appropriate
for fuel cell and water electrolyzer applications where the GDL
does not interface with the liquid electrolyte. Hence, GDLs are
generally optimized for gas transport with microcracks in the
MPL. For example, in Sigracet’s line of GDL models, the BB
models that were developed as successors to BC models contain
much higher microcrack density compared to the older BC
models (Fig. 18C).196

The failure mechanism of GDL flooding is that the pores of
the CFB are filled with water, thereby hindering delivery of gas
phase CO(2) and forming carbonate salts. Baumgartner et al.
tested carbon-based GDLs with various thickness and pore
structure and concluded that having bimodal pore size distri-
bution allows electrolyte to fill up the larger pores while leaving
the smaller pores available for gas transport (Fig. 18D).196

To prevent liquid from entering the CFB, PTFE can be infil-
trated through the CFB to embed an auxiliary hydrophobic
layer between the CFB and MPL that could mitigate 90% of
electrolyte seepage into the CFB.199 Other researchers have imple-
mented additional hydrophobic layers between MPL and CL to
avoid electrolyte penetration and salt precipitation.200

Hydrophobic membranes have also been used to replace
carbon-based GDLs for their exceptional resistance towards
flooding. Numerous polymeric materials including nanoporous
polyethylene membranes,201 PTFE membranes,25,27 and even
3D printed perfluoropolyether202 have shown prolonged stabi-
lity for high current density operations (Fig. 18E). Nonetheless,
too much hydrophobicity, as Kong et al. showed, causes reduc-
tant water diffusion limitations.198 In this study, a 6.6 mm layer
of carbon black deposited on a Cu-based GDE yielded the
highest multi-carbon FE via modulation of local water avail-
ability (Fig. 18F). Furthermore, since most polymeric mem-
branes are electrically insulating, supplementary current
collectors need to be incorporated, and they are discussed in
detail in Section 7.

6.2. CL modifications

Even though hydrophobic GDLs prevent flooding of GDL pores,
catalyst particles under ECR conditions are also fully
wetted.195,197 This again results in lower local [CO(2)] and longer
diffusion path lengths for CO(2) molecules. Catalyst structure

Fig. 17 (A) Illustration of direct HCO3
� reduction via HCO3

�/CO2 equilibrium.183 Reprinted (adapted) with permission. Copyright 2015 American
Chemical Society. (B) Illustration of in situ release of CO2 from HCO3

� via H+ produced with reverse-BPM.187 Reprinted (adapted) with permission.
Copyright 2019 Elsevier. (C) Total CO2R FE on a Au catalyst with various halide anions in an H-type cell.188 (D) Total CO2R FE on a Au catalyst with various
carboxylate anions in an H-type cell.188 Reprinted (adapted) with permission. Copyright 2024 American Chemical Society. (E) Formate FE over Bi
oxyhalide catalysts in a GDE flow cell.189 Reprinted (adapted) with permission under Creative Commons License.
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engineering has been employed to mimic nature’s superhydro-
phobic surfaces such as lotus leaves203 and aquatic arach-
nids204 to resist CL flooding; these three-dimensional catalyst
structures have been proven to surpass their planar counter-
parts in terms of hydrophobicity.195,197,205,206

Others have also integrated fluoropolymer treatment into
the CL (Fig. 18B).71,195,207 Industry standard ionomer Nafion
is a perfluorosulfonic acid that also contains a fluorinated
backbone. As the US Environmental Protection Agency and
European Commission roll out restrictions to prevent polyfluor-
oalkyl substances contamination, other hydrophobic sub-
stances such as lipid ligands and N-heterocyclic carbenes
polymers have also been employed.208–211 When hydrophobi-
city modifiers are added to the system, their stability must also
be considered to warrant actual improvement of ECR stability.

6.3. Electrolyte modifications

Electrolyte ions exhibit the aforementioned electric field effects
depending on the hydration of the cation. Weakly hydrated
cations such as K+ and Cs+ are more concentrated near the elec-
trode surface and lower the liquid tension to cause flooding.64

ECR liquid products also have lower surface tension compared
to water and are likely to wet the surface.212 In summary,
redesign of the GDL and catalyst structure help prevent GDE
flooding and prolong operation stability. Future studies could
focus on developing oleophobic GDEs for concentrated liquid

product collection, as well as optimization of flow-through cell
geometry to address the fundamental underlying cause of
flooding.

7. Conductivity effects

Establishing high conductivity throughout the electrolyzer
decreases the operating voltage and energy consumption of
ECR. As ECR moves towards commercialization, savings in
electrical energy consumption is critical, not only at the single
cell level, but multiplied by the stack number. Ohmic drop
originates from all components of the electrolyzer, including the
electrolyte, catalyst, substrate, flow field, and current collector.

7.1. Electrolyte conductivity

Ion conductivity in liquid electrolyte systems dictates the
solution series resistance. The molar ion conductivity values
of common ions present in ECR systems are listed in Table 3.
The ideal ion conductor is H+ due to its high molar conduc-
tivity, but high H+ concentration shifts the product selectivity to
H2; thus, the best ECR ion conductor in most applications is
OH�. (By)products from ECR such as (bi)carbonate and oxyge-
nates, which can also become ion conductors. They increase
the liquid conductivity, but may hinder the transport of more
conductive ions, such as OH�, through AEMs. In the same way,
when cations such as K+ are used in liquid electrolyte systems,

Fig. 18 (A) Illustration of a GDE containing the carbon fiber substrate (macroporous layer), MPL, and CL. Figure adapted from ref. 197. Reprinted
(adapted) with permission. Copyright 2020 American Chemical Society. (B) Current density and FE comparison of the CO2R stability of Bi/C GDEs with
and without PTFE modification in a flow cell.195 Reprinted (adapted) with permission under Creative Commons License. (C) SEM images of MPL of (top)
Sigracet 22BB and (bottom) Sigracet 39BB carbon-based GDLs.196 (D) Illustration of flooding mechanism in a GDL with bimodal pore size distribution.
Large pores are filled with electrolyte while smaller pores allow for gas transport.196 Reprinted (adapted) with permission. Copyright 2022 American
Chemical Society. (E) Illustration of a Cu/C-coated PTFE membrane as a GDE.27 Reprinted (adapted) with permission. Copyright 2018 American
Association for the Advancement of Science. (F) Partial current density of products on Cu/C-coated PTFE as a function of C layer thickness in a GDE flow
cell.198 Reprinted (adapted) with permission. Copyright 2022 American Chemical Society.
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they also become ion conductors and increase the ohmic drop
across CEMs due to competitive transport with H+. The concen-
tration of electrolyte solutions also affects the conductivity.
Typical electrolyte conductivity increases as the concentration
increases until the solution becomes too viscous. The peak
conductivity for KOH for low temperature ECR is at 6–8 M for
low temperature ECR (Fig. 19A).213 Nevertheless, high concen-
tration of ions causes electrowetting and salt precipitation, as
noted previously; electrolyte concentrations above 1 M are not
regularly used in the ECR literature.

IEM conductivity is measured in terms of ion exchange
capacity (IEC, concentration of charged functional groups
within the membrane), or equivalent weight (EW, weight of
membrane per mole of ion exchange sites). Water uptake (WU)
also affects the ion conductivity, as ion transport is facilitated

through the membrane. The ionic conductivity of the Nafion
117 membrane is 0.13 O�1 cm�1 at 100% relative humidity (RH)
and 75 1C, but at 80% RH and the same temperature, the
conductivity is halved.218 The Nafion membrane WU improves
from H2SO4 and H2O2 treatment, but if it dries out before use,
the WU and IEC reverts to the untreated state (Fig. 19B).216

IEMs are generally sold based on their functional groups,
thickness, EW, and polymer reinforcement.

While sulfonic acid is the standard functional group for
CEMs, AEM brands such as Sustainion and Piperion utilize
different functional groups to either stabilize CO2

� intermedi-
ates or allow for high carbonate conductance.219,220 The thick-
ness of IEMs trends inversely with through-plane resistance.
For instance, Nafion series NR212, N115, and N117 have
thicknesses of 50.8, 127, and 177.8 mm, respectively; the high
frequency resistance (HFR), which mainly represents the ionic
resistance of the IEM, of this Nafion series is as follows: NR212
o N115 o N117 (Fig. 19C).217,221 However, as the membranes
become thinner, they are more prone to H2/O2 gas crossover,
and their HFR increases more drastically over time (Fig. 19D).
Unintuitively, a thinner AEM decreases the CO2 loss by facil-
itating the OH� transport from the cathode surface to the
anode to prevent OH� reaction with CO2.222 However, this
comes at the cost of mechanical stability as thinner membranes
tear more easily. Polymer impregnation with expanded PTFE
(ePTFE) is often done to reinforce the mechanical stability of
IEMs.223–225 At the same thickness, ePTFE-reinforced composite
IEMs typically have lower water uptake and higher resistance than

Table 3 Molar ionic conductivity of common cations and anions in ECR
systems.117,214,215

Ion
Molar ionic conductivity
(S cm�2 mol�1)

H+ 350.1
Na+ 50.1
K+ 73.5
Cs+ 77.3
OH� 198
HCO3

� 44.5
CO3

2� 138.6
COOH� 54.2
CH3COO� 40.9

Fig. 19 (A) KOH and its specific conductivity as a function of molarity at 30, 60, and 100 1C.213 Reprinted (adapted) with permission. Copyright 2007
Elsevier. (B) WU and IEC of Nafion N115 membrane as received, wet, boiled in 3 wt% H2O2 and 1 M H2SO4, and dried after treatment.216 Reprinted
(adapted) with permission. Copyright 2016 American Chemical Society. (C) Polarization curves of PEMWE showing performance with Nafion NR212,
N115, and N117 at 80 1C.217 (D) Polarization curves of PEMWE with Nafion NR212, N115, and N117 after 0, 72 h, and 114 h of constant operation at 3.0 A
cm�2 and 80 1C.217 Reprinted (adapted) with permission. Copyright 2024 Elsevier.
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regular IEMs, but due to enhanced mechanical stability, composite
IEMs can be made thinner to compensate for the increased
resistance.

7.2. Electrode conductivity

The addition of PTFE particles or using PTFE membranes as a
substrate both give rise to electrode conductivity challenges.
This issue will be exacerbated by larger electrode areas. As the
PTFE content of MPL increases from 10 to 50 wt%, the charge
transfer resistance of the GDE also increases from B5 O to B8 O
(Fig. 20A).226 A tradeoff between hydrophobicity and ohmic loss is
present; it is important to obtain the most flooding resistance from
the same amount of PTFE loading by decreasing the PTFE particle
size which could stand higher breakthrough pressure indicated by
the Young-Laplace equation.195 Likewise, the PTFE membrane is
largely inert, so either a thick layer of catalyst (41 mg cm�2

of particles or 4200 nm of sputtered materials) needs to be
deposited,227,228 or a conductive overcoat such as graphite and/or
an additional catalyst-ionomer mixture needs to be applied.27,69,229

In worse scenarios, a lack of conductivity causes ECR to only
take place near the current collector, inducing nonuniform
local heating of the GDE.230 A non-invasive approach to
improve PTFE-based GDE conductivity is to use grids of metal
current collector, either embedded in or on top of the catalyst
layer (Fig. 20B and C).27,69,229–232

The most popular PTL used for anodes in neutral bicarbo-
nate anolytes is Ti-based.236 Since Ti oxidizes to insulating
TiO2, a protective noble metal layer with Pt is required to
protect Ti PTL against oxidation (Fig. 20D).233 Conductive
additives are also applicable to the anode OER catalysts. Ferner
et al. demonstrated that with 1.21 mg cm�2 of conductive PtOx

support, 0.2 mg cm�2 IrOx achieves OER performance compar-
able to that of 1.88 mg cm�2 of IrOx at B 2 A cm�2 (Fig. 20E).234

7.3. Device conductivity

Bipolar plates comprise up to 80% of the weight in electro-
lyzer stacks, and contribute to 53% of electrolyzer cost, even
in PEMWE systems which contain expensive noble metal
catalysts.237 It is crucial to maximize the mass transport and
current conduction of bipolar plates. 3D printing allows for
rapid prototyping of flow fields to screen through the most
efficient flow pattern; nonetheless, 3D-printed flow fields are
not conductive and require metal coating for current collection
(Fig. 20F).235,238 Graphite is the standard material for PEMWE
and PEMFC applications when water is the only liquid present
in the system for their high electrical conductivity and thermal
stability.239 Ti flow fields are selective for conductivity and
corrosion against acid and base; Ni flow fields could only be
used on the anode with alkaline anolyte due to reaction with

Fig. 20 (A) Impedance spectra of Ag-GDEs with varying PTFE content in the MPLs at a full cell potential of �2.0 V.226 Reprinted (adapted) with
permission. Copyright 2016 Elsevier. (B) Schematic and photograph of the non-invasive current collector (NICC) deposited on a Cu-PTFE GDE.230

(C) C2H4 FE comparison between 50 nm Cu, 500 nm Cu, and 50 nm Cu with NICC on a PTFE GDE in a flow cell.230 Reprinted (adapted) with permission
under Creative Commons License. (D) Current density of a PEMWE at a full cell voltage of 1.9 V over time using platinized (dark gray) and non-platinized
(light gray) Ti PTLs.233 Reprinted (adapted) with permission under Creative Commons License. (E) Polarization curves of IrOx anodes at various loadings
with or without PtOx conductive additive in PEMWEs.234 Reprinted (adapted) with permission. Copyright 2024 American Chemical Society.
(F) Polarization curves measured during alkaline water electrolysis using flow fields that are made of 3D-printed polylactic acid (PLA), Ni, and Ni plated
3D-printed PLA.235 Reproduced with permission from the Royal Society of Chemistry.
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CO.239–242 Gold coating can be applied to further decrease the
contact resistance of bipolar plates.109,243

8. Temperature effects

Although ‘‘low temperature’’ ECR only operates between 20 and
80 1C due to IEM thermal stability,244,245 temperature can
significantly impact the ECR performance by changing the
reactant solubility, reactant and product diffusion, reaction
thermodynamics and kinetics, and electrical conductivity of
the system (Fig. 21A). Henry’s law states that the solubility of
gas in the liquid decreases as the temperature increases.81,246

In liquid immersed cathode systems, where the reaction rate
heavily depends on dissolved reactant concentration, tempera-
ture control to maintain cell temperature from ohmic heating
needs to be implemented.

Gas-fed GDE systems generally benefit from higher operat-
ing temperatures, though it is difficult to decouple diffusion
and reaction effects. Both kinetic and diffusion coefficients
follow exponential growth with temperature, thereby decreas-
ing the kinetic and diffusion overpotentials.249 Vos et al.
showed experimentally that an intermediate operating tem-
perature of 40–50 1C yields the highest multi-carbon product
FE (Fig. 21B).66,247,250 Enhancement of C–C coupling arises
from increased *CO coverage and local pH.

Operation at 490 1C accelerates degradation of IEMs. Water
management, or drying, is the most significant contributor to
membrane degradation.251 Specific functional groups also
experience chemical degradation.252 For example, sulphonic
acid on Nafion with H3O+ will degrade to form �OH radicals that
attack the fluorinated backbone to release CF2 molecules.253–255

At 100%RH, the peak Nafion membrane conductivity is between
70 and 90 1C (Fig. 21C);248 to balance thermodynamics of electro-
chemical reactions and membrane degradation, 80 1C is often
chosen as the maximum operating temperature of Nafion mem-
branes where the degradation rate is only 3 mV h�1.256 Below 80 1C,
water mobility increases with increasing temperature, causing a
higher WU which generally benefits ionic conductivity.257,258

9. Electrochemical techniques

Standard ECR operation includes electrochemical impedance
spectroscopy (EIS), conditioning, and chronoamperometry (CA,
constant potential hold) or chronopotentiometry (CP, constant
current hold) for resistance quantification and product
analysis.259 Conditioning steps prior to product distribution
tests can include cyclic voltammetry (CV) sweeps, or CA/CP holds
at low operating potential/current to activate the system.260,261

Although the goal for industrial operation is to maintain constant
current, it is important to evaluate the performance across
different catalyst loading levels using CAs and accounting for
difference in ECSA to yield a fair comparison.262 Catalyst dissolu-
tion and redeposition may occur during conditioning, although
not resulting in significant changes to the ECSA.263 Cu-based
catalysts may undergo immediate dissolution upon contact

with the electrolyte at open circuit potential that leads to
irreversible loss in ECR selectivity. When catalyst particles
are small (B5 nm), a slightly reductive potential is required to
stabilize the catalyst particles.264 For product distribution
testing, CA or CP holds are performed with gradually increas-
ing intensity to step towards the highest operational condition
that system stability permits.62,265 During longer term opera-
tion, the electrolyte needs to be periodically replaced, for the

Fig. 21 (A) Variation of different ECR system parameters with temperature
as normalized to 20 1C.132 Reprinted (adapted) with permission. Copyright
2024 American Chemical Society. (B) C2H4 FE from CO2R on a Cu catalyst
as a function of temperature in a heated H-type cell.247 Reprinted
(adapted) with permission. Copyright 2023 American Chemical Society.
(C) Proton conductivity of the Nafion N115 membrane at various tem-
peratures during heat cycles.248 Reprinted (adapted) with permission
under Creative Commons License.
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reasons that were mentioned previously that contribute to
system instability.

9.1. Pulsed electrolysis

Pulsed electrolysis is an electrochemical technique where the
applied potential of the system is cycled between two values
Ea and Ec at time intervals ta and tc. Pulsed electrolysis has
been employed to enhance ECR performance in both liquid-
immersed cathode systems and gas-fed systems.266 There are
two types of pulsed electrolysis studied in ECR, one with Ea set
to a mildly cathodic potential with no noticeable amount of
reaction, and the other with Ea that intentionally induces
electrochemical oxidation of the catalyst.

Cycling between ‘‘on’’ and ‘‘off’’ states during ECR has a
few major benefits. Kim et al. performed pulsed electrolysis
in a differential electrochemical mass spectrometry cell for
real time detection of reactant and product concentration. It
was reported that pulsing between Ea = �0.8 VRHE and
Ec = �1.15 VRHE could enrich the local CO concentration during
Ea to enhance multi-carbon FE during Ec (Fig. 22A and B).267 On
further utilizing the CO2 enrichment effect of Sustainion iono-
mers and OH� trapping of Nafion ionomers, a multi-carbon FE
of 90% was achieved under pulsed electrolysis.268 Cation effects
are also amplified with pulsed electrolysis. While Li+, Na+, K+,
and Cs+ cations showed increasing ratios of multi-carbon
product to CH4 FEs spanning from 0.7 to 1.9, the same series

of cations under pulsed electrolysis had FE ratios ranging
between 0.1 and 8.4 due to improved *CO coverage as a result
of cation enrichment.269 Although a high local concentration of
cations is reported during Ec, time spent at Ea avoids prolonged
saturation with cations and prevents salt precipitation.171

Lastly, pulsed electrolysis can also allow for Cu-based catalyst
regeneration by re-oxidation (Fig. 22C and D).270,271

Going further past the oxidation redox potential in the
positive regime (0.6 VRHE) during Ea oxidizes Cu to Cu2O and
CuO. Short pulses (o2 s) between oxidized states and the
metallic state creates and replenishes multivalent Cu sites that
boost ethanol formation, whereas longer pulses and more
anodic Ea (1.2 V) formed Cu moieties selective towards CH4

(Fig. 22E and F).272,274–276 The key intermediate binding energy
that is altered in this operation mode is *OH where ethanol
formation is due to increased *OH coverage compared to
galvanostatic operation, yet at high *OH coverage, the catalyst
is poisoned hindering C–C coupling.

9.2. Accelerated stress tests

Accelerated stress tests (ASTs) are electrochemical protocols
developed to assess the durability of an electrolyzer in a shorter
amount of time since performing galvanostatic holds to reach
the actual stability requirements, e.g., 3000 h or 4.1 months, is
impractical when screening through new control variables.
ASTs apply harsh conditions to electrolzyer components and

Fig. 22 (A) CO and H2 mass spectrometry signal intensity and (B) FE for CO2R products from pulsed electrolysis on a Cu catalyst operated at different tc

at Ec = �1.15 VRHE in H-type cell. ta was 10 s and Ea = �0.8 VRHE for all cases of pulsed electrolysis in this work.267 Reprinted (adapted) with permission.
Copyright 2020 American Chemical Society. (C) Schematic illustrations involving the catalyst during galvanostatic and pulsed electrolysis.270 (D) C2H4 FE
of pulsed electrolysis over a Cu catalyst as a function of time operated at jc = �100 mA cm�2, Ea = open circuit potential, tc = 15 min, and ta = 5 or 15 min
in a GDE flow cell.270 Reprinted (adapted) with permission. Copyright 2020 American Chemical Society. (E) Schematic depiction of Cu2O catalyst
structures and compositions during pulsed electrolysis.272 Reprinted (adapted) with permission under Creative Commons License. (F) Current density and
FE for CO2R products from pulsed electrolysis on Cu2O catalysts operated at Ea = 0.9 and 1.2 VRHE and Ec = �0.7 VRHE in a GDE flow cell.273 Reprinted
(adapted) with permission. Copyright 2021 American Chemical Society.
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thereby expediate degradation processes; for electrochemical
processes, rapid potential and/or current cycling accelerates
degradation of catalysts, ionomer binders, and conductive
carbon support (Fig. 23A–D).277 Cofell et al. showed that
Ag-based catalysts undergo agglomeration and carbonate
deposition during AST that caused a decrease in ECR FE
(Fig. 24A–D).278 Ionomers such as Nafion that contain CFx

groups are prone to oxidation to C–O or CQO groups.279

Conductive carbon, if present in ECR systems, will also
surface oxidize to insulating C–O/CQO groups or evolve CO2

at half-cell potential 41.8 VRHE.280 Note that pulsed electrolysis
is essentially cycling through potentials or currents, which

resembles ASTs;281,282 the long-term stability effects (41000 h)
of pulsed electrolysis has yet to been assessed.

10. Scale up

Scaling up of ECR not only means operating at higher current
density, but also at larger capacity and with more diversified
products. Currently, literature reports include several examples
of 4100 cm2 operation,67,98,283–288 and start-up companies
have disclosed 2500 cm2 operation.289 Fig. 25 shows the various

Fig. 23 (A) Cell potential during an AST in an AEM MEA with the 0.1 M
CsHCO3 electrolyte. (B) Cs signal intensity (could be used towards quan-
tification) measured by in situ x-ray fluorescence. (C) Water signal intensity
measured by wide angle x-ray scattering. (D) CO2R FE for CO and H2

during the AST.277 Reprinted (adapted) with permission under Creative
Commons License.

Fig. 24 (A) SEM image of an as-prepared Ag-GDE. (B) Current and cell
potential of an ‘‘AST 1’’ protocol in a GDE flow cell. (C) SEM of GDE after the
‘‘AST 1’’ protocol. (D) CO FE and current as a function of time during the
‘‘AST 1’’ protocol.278 Reprinted (adapted) with permission. Copyright 2022
American Chemical Society.
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target molecules that companies aim to produce from scaled up
ECR process.290–292 Tandem thermal reactions of the electro-
lyzer gaseous effluent containing a mixture of single- and multi-
carbon products are also a promising pathway to broaden the
product profile.293–295

Scale up of ECR requires altering the preparation of several
main components including catalyst layers, transport layers,
IEM, and bipolar plates. Starting with the catalyst layer, it must
be uniform to avoid local hot spots that could melt the IEMs
due to resistive heating. Catalyst inks are usually sonicated for
homogenization, and a larger volume of inks will require longer
sonication time that could lead to heating of up to 50 1C in an
hour.296 A combination of ultrasonic bath and probe sonication
has been shown to prevent agglomerates and achieve tempera-
ture control to prevent catalyst ink overheating.297 Catalyst can
either be deposited on the membrane (catalyst coated
membrane, CCM), or on the GDL (catalyst coated substrate,
CCS) (Fig. 26A and B).298 CCS is typically fabricated by ultra-
sonic spray coating the GDL with catalyst ink, and CCM can be
done by either direct deposition onto the IEM or decal transfer
with a smooth substrate via spray coating or film casting.
In a PEMWE device, CCM has been shown to outperform CCS

or partial CCM (CCM anode and CCS cathode) due to larger
interfacial contact area between the GDL and IEM (Fig. 26C).299

Due to the mechanical stability and swelling of AEMs, scaled up
AEM-based CO(2) electrolyzers in the literature have exclusively
employed CCS while PEM-based CO(2) electrolyzers such as the
Opus system by Twelve have opted for CCM.300 A common high
throughput method to scale up the coating process is to use
roll-to-roll continuous fabrication.301,302 The CCM deposition
method must leave the IEM deformation free to ensure normal
operation.

The transport layers for CO(2) electrolyzers take a larger role
in mass transport when the device is scaled up. As previously
discussed, the TPB needs to be stable for gaseous reactants
to benefit from being delivered in the gas phase. In a lab
scale 5 cm2 device, a 10–20 mbar of Dpliquid–gas is suitable
to prevent gas/liquid crossover in a GDE flow cell (GDL type
unspecified).75 When scaled up to 1526 cm2 GDE flow cell, the
Dpgas–liquid now needs to be 4120 mbar to prevent flooding
using a carbon cloth with MPL (Fig. 27A).284 Therefore, carbon-
based GDL needs hydrophobic treatment that may include
coating of a hydrophobic polymer and calcination to remove
the surfactants that are in the polymer solution. Both Jiao and

Fig. 25 Summary of pathways and target products of companies based on ECR technologies.290 Reprinted (adapted) with permission. Copyright 2024
American Chemical Society.

Review Article Chem Soc Rev

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

2 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/1
2/

20
26

 3
:2

2:
51

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cs00040h


6112 |  Chem. Soc. Rev., 2025, 54, 6088–6121 This journal is © The Royal Society of Chemistry 2025

Sinton groups have demonstrated operation with these
fluoropolymer-modified carbonaceous GDLs at 300 A and 800 A,
respectively, at 4200 h.98,200 Anode PTLs also benefit from a
MPL made from sintered titanium particles for decreased cell
resistance.304,305

The bipolar plates for scale up operation need to reconsider
flow patterns. For an 800 cm2 cell, Nelson et al. scaled up the
width of multi-serpentine flow channels to 5 mm compared to
the 0.8 mm single-serpentine channels for 5 cm2 research-
grade cells to maintain a 3.5% channel width to side length
ratio.308 The depth of multi-serpentine channels was optimized
to an average of 0.68 mm to ensure no stagnation zones and a
higher mass transport coefficient.

At the stack scale, any source of voltage increase is multi-
plied by the stack number, so it is crucial to minimize all
sources of overpotential. Edwards et al. reported a series

resistance of 9.23 O cm2 at 25 mA cm�2 in their 800 cm2 elec-
trolyzer with 0.1 M KHCO3, which is decreased to 7.41 O cm2 at
75 mA cm�2 due to the production of OH� with higher ionic
conductivity.309 Although OH� has higher ionic conductivity,
it is impractical to run large scale reactors with KOH due to
the formation of (bi)carbonate from carbon loss. In a 5 cm2

electrolyzer operating at 150 mA cm�2, 50 mL of 1 M KOH
would be converted to KHCO3 within 2 h, leading to a con-
ductivity decay from 220 to 70 S cm�1 (Fig. 27B).306 Increasing
the concentration of the electrolyte can also reduce the cell
potential, but higher concentration of K+ results in faster
formation of salt precipitates (Fig. 27C and D) to tolerate higher
anolyte K+ concentration, Hao et al. coated the flow field with a
hydrophobic polymer to facilitate removal of penetrated elec-
trolyte droplets.307 As discussed in Section 5.2, the inherent
nature of CO(2)R and OER increases and decreases the local pH,

Fig. 27 (A) CO2-to-formate FE over the Sn catalyst in a 3052 cm2 GDE flow cell at various gas and liquid operating back pressures.284 Reprinted
(adapted) with permission under Creative Commons License. (B) Anolyte pH, anolyte conductivity, and full cell voltage of CO2-to-CO conversion over
the Ag catalyst in a MEA as a function of electrolysis time.306 Reprinted (adapted) with permission. Copyright American Chemical Society. Full cell voltage
and CO FE of CO2-to-CO conversion over Ag catalyst with (C) 0.1 M and (D) 0.01 M KHCO3 anolyte during stability tests.307 Reprinted (adapted) with
permission. Copyright 2025 Springer Nature.

Fig. 26 Schematic illustrations of (A) CCS and (B) CCM for MEAs.303 Reprinted (adapted) with permission under Creative Commons License.
(C) Comparison of CCM and half CCM/half CCS water electrolysis with the same catalysts in a PEMWE device under the same operating
conditions.299 Reprinted (adapted) with permission under Creative Commons License.
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respectively. Nernstian overpotential due to pH gradient within
the electrolyzer amounts to 0.51 V.309

In short, scaling up ECR calls for modifications that maxi-
mize performance and stability. However, there exist various
trade-offs when choosing operating parameters. High resistive
overpotential can be reduced via a concentrated electrolyte that
leads to faster salt precipitation. Carbon loss can be mitigated
via the use of an acidic electrolyte that promotes side HER.
Careful lifecycle assessment and technoeconomic analyses are
necessary to optimize and balance around these trade-offs.
According to Da Cunha et al., the electrolyzer CapEx decreases
when the production rate is increased and is calculated to be
outweighed by separations CapEx at B500 mA cm�2 for CO
production, which is tied to selectivity.79 The largest contri-
butor to operating expenditure (OpEx) is the electricity cost;
operating the electrolyzer makes up 78% of the energy con-
sumption with anode tail gas downstream separation due to
CO2 crossover only contributing to a small fraction.

11. Conclusion and outlook

This review described the effect of operational parameters
including reactant availability, electrolyte choice, hydrophobi-
city treatment, conductivity modification, operating tempera-
ture, and electrochemical protocols on ECR performance in
H-type cells and GDE-based flow cells or MEAs. Key takeaways
from Sections 3–9 are summarized as follows:

(1) Liquid-immersed cathode geometries (H-type cell and
RRDE) are useful to conduct fundamental studies, but the
solubility limit of reactants hinder operation to o30 mA cm�2.
GDEs allow gas phase delivery of reactants and based on the need
for electrolyte tunability, both the flow cell and MEA geometries
offer operating current densities 4200 mA cm�2.

(2) CO(2) partial pressures o1 atm can be used to perform
kinetic studies. A decrease in multi-carbon FE is often observed
when pCO(2)

o 1 atm. Impurities in the reactant stream may
cause irreversible changes to catalysts or may become the
primary species to be reduced. CO(2) pressures 41 atm facili-
tate C–C coupling by increasing the *CO coverage and can
render transition metal catalysts active for ECR, even if they are
otherwise only suitable for the HER.

(3) Electrolyte bulk pH and buffering capacity affect the HER
FE of the system. Alkaline electrolytes cause CO2 loss in the
form of (bi)carbonate. Acidic electrolytes can be used to
improve SPCE but need cations to stabilize ECR intermediates.
Cation hydration changes the local pH to more alkaline in the
order of Li+ 4 Na+ 4 K+ 4 Cs+. Bicarbonate is in equilibrium
with CO2 and therefore can be used as a carbon source.

(4) Maintaining the TPB of a GDE is critical for gas fed
reactants. Hydrophobicity is important to prevent flooding of
GDEs and can be achieved via catalyst structure tuning, addi-
tive engineering, and using polymeric membranes as GDLs.

(5) Improved electrical conductivity decreases energy lost
due to ohmic resistance. Adjusting the electrolyte concen-
tration and maintaining WU of the IEM improve electrolyte

ion conductivity. Deposition of conductive metal grids on GDEs
enables more uniform ECR activity on larger scale GDEs. Metal
coatings on bipolar plates also lower the contact resistance of
the system.

(6) Increased temperature causes lower reactant solubility in
the aqueous phase but enhances diffusion and kinetics of ECR.
In gas-fed systems, moderately elevated temperature (up to
80 1C) enhances performance without sacrificing stability.

(7) Pulsed electrolysis improves performance and stability
via catalyst regeneration and saturation of local reactants and
cations. Universal AST protocols have not been developed for
ECR, but potential/current cycling accelerates degradation of
catalysts, ionomer binders, and conductive carbon.

(8) Scale up of ECR devices requires redesign to ensure
uniformity. Any source of overpotential will also be exacerbated
by the stack number and therefore needs to be minimized.
Nevertheless, methods to improve performance usually come at
the expense of decreased durability. Technoeconomic analyses
are necessary to identify the best operating parameters for
scale up.

Optimizing ECR towards commercialization requires high
activity, selectivity, carbon efficiency, and durability. To collec-
tively progress the ECR field, the following challenges and
suggestions may be worth considering:

11.1. Activity

Since breaking CQO bonds in CO(2) is so energetically unfavor-
able, the EE of low temperature electrolysis must be high to
compete with high temperature electrolysis or thermal
chemical routes.310–312 The majority of ECR studies done in
GDE flow cells and MEAs use the CCS method to deposit the
anode catalysts. CCM systems have been proven in PEMWE,
PEMFC, and ECR MEA to reduce the contact resistance.298,313

Depending on the anolyte used (e.g., KHCO3), ECR may
require OER catalysts that outperform Ir under mildly acidic
conditions.314 The anodic reaction could also be replaced with
organic oxidation reactions that have lower oxidative redox
potential, and could bring additional economic value-add to
the system.298,313,315,316 However, the stability of the system
may be jeopardized with organic solvents, and the current
density is often limited in aqueous media.

11.2. Selectivity

Both C1 products, CO and formate, have been shown to reach
495% FE through catalyst design. Multi-carbon product FEs
have reached a sticking point where the record for producing a
single multi-carbon product (in this case C2H4) was 75% FE in
2020 over the Cu–Al alloyed catalyst.19 While this was a promis-
ing breakthrough, testing of this catalyst was in a GDE flow cell
on a PTFE membrane with concentrated KOH and KI, which is
atypical for ECR product distribution testing. The field must
develop standardized cell geometry and operating conditions to
yield fair comparison among catalysts. Product collection and
FE analyses also require rigorous assessment, as the tail gas
flow rate changes during the reaction and product crossover or
evaporation may occur.46,317 FEs are also measured based on
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electrons consumed towards a specific product whereas the
actual product concentration in the product stream is far lower
than 50% unless SPCE was optimized, requiring high down-
stream separation cost. Tandem catalysis could be used also
to improve multi-carbon FE since COR yields C2H4 and acetate
as the sole ECR gas or liquid product under the correct
conditions.98,318

11.3. Carbon efficiency

Although SPCE of alkaline ECR systems remains low, optimiz-
ing SPCE may not be the most cost efficient due to lower EE in
alternative systems.84 Technoeconomic analysis should be per-
formed to assess the optimization of SPCE versus spending
additional energy regenerating CO2. Direct reduction of CO2 in
the captured state, as (bi)carbonate or carbamate, should also
be considered as it interfaces with the carbon capture sector, as
well as prevents carbon loss to the electrolyte.184

11.4. Stability

Thus far only ECR performed in PEM MEAs have been tested
beyond 1000 h.69 AEMs, which are generally developed for AEMWE
and AEMFC, have not been optimized for durable operation under
ECR conditions (high alkalinity and organic molecules). This calls
for membrane development tailored towards ECR. The electrolyte
requires periodic replacement, or potentially purification to remove
contaminants. Although GDE flooding is largely mitigated in
MEAs, hydrophobic modifications would further improve the
stability.98,319 The field also needs to investigate universal AST
protocols not limited to electrochemical methods, but also
humidity and thermal cycling for stability testing as ECR moves
towards higher technology readiness levels.320,321

11.5. Device

The field has largely shifted its focus from catalyst design to
reaction environment and system levels analysis over the past
decade.322 This is indeed a good indication that ECR technol-
ogies have moved from initial materials discovery and design to
optimization for scaling up. The incorporation of GDL in ECR
devices enabled industrially relevant current density operation
but also created a stability concern at the TPB. Designing GDLs
that are resistant to flooding and salt precipitation, thin AEMs
that remain mechanically stable and conductive for ECR
devices, and anodes that are suitable for mildly acidic condi-
tions are critical next steps to increase performance and dur-
ability for pilot scale operation.
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Sci., 2020, 13, 4098–4105.

220 S. D. Sajjad, Y. Gao, Z. Liu, H. Yang and R. Masel, ECS
Trans., 2017, 77, 1653.

221 T. Lin, L. Hu, W. Wisely, X. Gu, J. Cai, S. Litster and L. B.
Kara, Energy AI, 2021, 3, 100045.

222 C. McCallum, C. M. Gabardo, C. P. O’Brien, J. P. Edwards,
J. Wicks, Y. Xu, E. H. Sargent and D. Sinton, Cell Rep. Phys.
Sci., 2021, 2, 100522.

223 X. Luo, D. I. Kushner and A. Kusoglu, J. Membr. Sci., 2023,
685, 121945.

224 X. Zhu, H. Zhang, Y. Liang, Y. Zhang, Q. Luo, C. Bi and
B. Yi, J. Mater. Chem., 2007, 17, 386–397.

225 F. Liu, B. Yi, D. Xing, J. Yu and H. Zhang, J. Membr. Sci.,
2003, 212, 213–223.

226 B. Kim, F. Hillman, M. Ariyoshi, S. Fujikawa and P. J. A.
Kenis, J. Power Sources, 2016, 312, 192–198.
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T. J. Schmidt, J. Electrochem. Soc., 2021, 168, 043506.

261 C. Azenha, C. Mateos-Pedrero, T. Lagarteira and A. M.
Mendes, J. CO2 Util., 2023, 68, 102368.

262 H. Xiong, J. Li, D. Wu, B. Xu and Q. Lu, Chem. Commun.,
2023, 59, 5615–5618.

263 P. Chauhan, K. Hiekel, J. S. Diercks, J. Herranz, V. A.
Saveleva, P. Khavlyuk, A. Eychmüller and T. J. Schmidt,
ACS Mater. Au, 2022, 2, 278–292.

264 D. Hochfilzer, J. E. Sørensen, E. L. Clark, S. B. Scott,
I. Chorkendorff and J. Kibsgaard, ACS Energy Lett., 2021,
6, 1879–1885.

265 M. Abdinejad, S. Subramanian, M. K. Motlagh, M.
Noroozifar, S. Duangdangchote, I. Neporozhnii, D. Ripepi,
D. Pinto, M. Li, K. Tang, J. Middelkoop, A. Urakawa,
O. Voznyy, H.-B. Kraatz and T. Burdyny, Adv. Energy Mater.,
2023, 13, 2300402.

266 R. Casebolt, K. Levine, J. Suntivich and T. Hanrath, Joule,
2021, 5, 1987–2026.

267 C. Kim, L.-C. Weng and A. T. Bell, ACS Catal., 2020, 10,
12403–12413.

268 C. Kim, J. C. Bui, X. Luo, J. K. Cooper, A. Kusoglu,
A. Z. Weber and A. T. Bell, Nat. Energy, 2021, 6, 1026–1034.

269 Z. Li, L. Wang, L. Sun and W. Yang, J. Am. Chem. Soc., 2024,
146, 23901–23908.

270 J. Kok, J. de Ruiter, W. van der Stam and T. Burdyny, J. Am.
Chem. Soc., 2024, 146, 19509–19520.

271 T. N. Nguyen, Z. Chen, A. S. Zeraati, H. S. Shiran,
S. M. Sadaf, M. G. Kibria, E. H. Sargent and C. T. Dinh,
J. Am. Chem. Soc., 2022, 144, 13254–13265.

272 J. Timoshenko, A. Bergmann, C. Rettenmaier, A. Herzog,
R. M. Arán-Ais, H. S. Jeon, F. T. Haase, U. Hejral, P. Grosse,
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C. Götz, R. Mary Joy, A. Savan, H. P. Tran, H. N. Nong,
P. Pobedinskas, V. Briega-Martos, A. Hutzler, T. Böhm,
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ACS Catal., 2022, 12, 1037–1051.
316 J. Na, B. Seo, J. Kim, C. W. Lee, H. Lee, Y. J. Hwang,

B. K. Min, D. K. Lee, H.-S. Oh and U. Lee, Nat. Commun.,
2019, 10, 5193.

317 M. Ma, E. L. Clark, K. T. Therkildsen, S. Dalsgaard,
I. Chorkendorff and B. Seger, Energy Environ. Sci., 2020,
13, 977–985.

318 A. Ozden, Y. Wang, F. Li, M. Luo, J. Sisler, A. Thevenon,
A. Rosas-Hernández, T. Burdyny, Y. Lum, H. Yadegari,
T. Agapie, J. C. Peters, E. H. Sargent and D. Sinton, Joule,
2021, 5, 706–719.

319 B. N. Ruggiero, X. K. Lu, K. Adonteng, J. Dong, J. M. Notestein
and L. C. Seitz, Chem. Eng. J., 2024, 486, 150246.

320 K. Panha, M. Fowler, X.-Z. Yuan and H. Wang, Appl. Energy,
2012, 93, 90–97.

321 M. Casciola, A. Donnadio and P. Sassi, J. Power Sources,
2013, 235, 129–134.

322 P. Christopher, ACS Energy Lett., 2024, 9, 5539–5540.

Review Article Chem Soc Rev

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

2 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/1
2/

20
26

 3
:2

2:
51

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

https://www.lydianlabs.com/technology
https://www.lydianlabs.com/technology
https://www.twelve.co/saf
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cs00040h



