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Models and simulations of structural DNA
nanotechnology reveal fundamental principles
of self-assembly

Alexander Cumberworth a and Aleks Reinhardt*b

DNA is not only a centrally important molecule in biology: the specificity of bonding that allows it to

be the primary information storage medium for life has also allowed it to become one of the most

promising materials for designing intricate, self-assembling structures at the nanoscale. While the

applications of these structures are both broad and highly promising, the self-assembly process itself has

attracted interest not only for the practical applications of designing structures with more efficient

assembly pathways, but also due to a desire to understand the principles underlying self-assembling

systems more generally, of which DNA-based systems provide intriguing and unique examples. Here, we

review the fundamental physical principles that underpin the self-assembly process in the field of DNA

nanotechnology, with a specific focus on simulation and modelling and what we can learn from them.

In particular, we compare and contrast DNA origami and bricks and briefly outline other approaches,

with an overview of concepts such as cooperativity, nucleation and hysteresis; we also explain how

nucleation barriers can be controlled and why they can be helpful in ensuring error-free assembly. While

high-resolution models may be needed to obtain accurate system-specific properties, often very simple

coarse-grained models are sufficient to extract the fundamentals of the underlying physics and can

enable us to gain deep insight. By combining experimental and simulation approaches to understand the

details of the self-assembly process, we can optimise its yields and fidelity, which may in turn facilitate

its use in practical applications.

1 Introduction

The need for precise control in the manufacturing and assem-
bly of structures at small length scales has led to some of the
most important technological advances of the last century. This
control usually comes from assembly methods that are ‘top-
down’: an assembling machine contains the information neces-
sary for the final structure, and adds or subtracts components
or material to reach it. By contrast, in ‘bottom-up’ assembly, the
components themselves contain the information of the final
structure, and will self-assemble given sufficient time and
appropriate conditions. Both approaches are commonly seen
in biological contexts:1 for example, ribosomal polypeptide
synthesis is an example of top-down assembly, while the
folding of a polypeptide chain is an example of bottom-up
assembly. Hijacking and mimicking these biological systems

provides a route to assembling designed structures at small
scales.

In contrast to proteins, nucleic acids have highly specific
interactions between a small number of monomer types, which
makes them particularly amenable for repurposing as a self-
assembling material. Structural DNA nanotechnology entails
the creation and use of materials made of or with DNA, which
contrasts with technologies relating to DNA’s information-
storage capabilities. Because these systems are based on biolo-
gical molecules, they have the advantage of being naturally
compatible with biological systems, although their applications
extend far beyond. Moreover, in many DNA-based systems, each
molecule in the target structure is distinct: we know precisely
where each molecule is in a correctly assembled structure. Such
structures are sometimes described as ‘addressable’,2 and this
property can enable such structures to be functionalised readily
in precisely determined locations, which has significant impli-
cations for their utility in applications.3

The idea of using DNA to construct functional structures was
initially conceived by Seeman in the early 1980s,4–6 when he
began to explore the use of branched helices and so-called
sticky ends (i.e. unpaired overhangs of single-stranded DNA
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(ssDNA) at the ends of helices) to go beyond the linear helical
structures typically found in cells. Such synthetic building
blocks with complementary dangling ends can form periodic
structures,6 and were in a sense the beginning of DNA nano-
technology; they have therefore been investigated in some
depth.7,8 Since then, there has been great interest in pushing
the limits of the size and intricacy of the structures that can be
designed and assembled with DNA. However, for the following
two decades, studies mostly focused on individual structural
motifs or periodic 2D or 3D arrays comprising one or several
of these motifs.9 These methods are limited in the scope of
structures that can be made and, in the case of periodic
designs, the necessity of extensive purification and precise
stoichiometry to achieve appreciable size and yield. In the last
two decades, two approaches have emerged that circumvent
these issues: DNA origami and DNA bricks.

1.1 DNA nanotechnology is dominated by three methods:
origami, bricks and coated colloids

The potential for creating intricate, designable nanostructures
with DNA building blocks, and their possible applications,
began to be fully appreciated only when the DNA origami
method was first introduced.10 In this method, a long ssDNA
‘scaffold’ strand is folded into its target structure by hybridising
with a much larger number of short, carefully designed ‘staple’
strands that bond with multiple domains of the scaffold strand
and thus serve to fold it in a designed way [Fig. 1(a)]. As the
staples and scaffold bond with one another, double helices are
formed; the rigidity of the double-helical structure provides the
final structure with considerable mechanical stability. The
helices are connected to each other by crossovers between
individual strands on adjacent helices, typically forming four-
way ‘Holliday’11 junctions.4 Because a DNA double helix has a
natural twist, a suitable choice of domain lengths can thus
result in complex curvature.12 Junctions between helices must
occur at carefully selected intervals to ensure that the dihedral
angle is consistent with the target structure arising from the
approximate 10.5 base pairs needed per helical turn of B-form
DNA [Fig. 2].

Over the last two decades, it has been shown that by care-
fully designing the connectivity, both simple and complex
connected shapes can be constructed, including dynamic,
stimuli-responsive structures with flexible joints.13–19 DNA-
origami structures can even act as building blocks themselves
and assemble into still higher-order structures.20–22 It is now
also possible to produce ssDNA origami, in which the scaffold
folds without the aid of staples.23 The advantages provided by
DNA origami have stimulated numerous investigations explor-
ing design and assembly methods, structural and functional
classes, and applications in both medical and non-medical
fields. The addressability of the target structure offers precise
control over their functionalisation,3,24 which, for example,
allows such structures to serve as carriers of antibodies used
to target cancer cells25 and helps in the design of artificial
photosynthetic pathways.26 There have been many reviews
of DNA origami and its possible applications.3,9,17,19,27–60

Tentative steps have even been made towards the commercia-
lisation of the technology.61

In contrast to DNA origami, the self-assembly of DNA tiles62

and bricks63,64 to give two- and three-dimensional target

Fig. 1 Schematic illustrations of (a) DNA-origami and (b) DNA-brick
systems. In (a), a long scaffold is folded into the target structure by staple
strands, which are of different lengths and can link parts of the scaffold that
are topologically distant, which enables complex structures to be
designed. In (b), all DNA molecules are relatively short, have the same
number of neighbours except at the edges and faces, and come together
in a simple, predictable pattern. The complexity of the target structure
arises not from changing the bonding pattern, but from removing some
bricks from the structure with the maximum possible connectivity. In both
(a) and (b), the parts of the sequence that bond in the target structure are
shown in the same base colour, with the long scaffold strand in (a) shown
in a darker hue. The target structure is planar for clarity, but its 3D shape
depends on the lengths of the domains, which affects dihedral angles
[see Fig. 2].

Fig. 2 Crossover dihedral angles in B-DNA. We show pictorial represen-
tations of double-stranded B-DNA as a function of the number of base
pairs in two orientations. The bottom row shows an orthogonal Newman-
like projection of the pink helical strand only onto the helical plane. The
position of the pink helical strand from the centre of the double helix (black
line) is shown by a blue and red arrow at the start and end of the sequence.
These arrows give an indication of the current phase of the helical twist.
The position of the paired helix is at the negative of this vector. When
another DNA molecule forms a crossover after 8 base pairs, it thus forms
an angle of approximately 901 with the start of the pink helical strand. If
crossovers occur at 8-base intervals, the resulting structure is therefore
approximately cubic.
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structures, respectively, forgoes the long ssDNA scaffold strand
[Fig. 1(b)], and has thus sometimes been referred to as ‘staple-
only DNA origami’.65 As with origami, DNA tiles and bricks can
be designed to assemble in particular ways by relying on
Watson–Crick complementarity. The idea behind Seeman’s
periodic crystals6 made with DNA was extended in the early
2010s to create finite target structures; in this context, all
building blocks are relatively short DNA molecules, with the
sequence of each molecule split into several domains in such a
way that each domain is bonded with different ‘neighbouring’
molecules in the target structure. Such neighbouring domains
are chosen to have unique complementary sequences, meaning
that the correct pairing has a considerably more favourable
enthalpy of hybridisation than incorrect pairings, and the target
structure is therefore energetically favoured at low enough tem-
peratures. As with DNA origami, the length of each domain is
carefully chosen to give the correct target geometry. For example, a
three-dimensional cubic assembly of helical strands in the target
structure is achieved with 8 base pairs per domain,63 which
correspond to approximately three quarters of a helical turn
[Fig. 2]. Many target structures have been shown to be possible
to form in a modular way, simply by leaving out some
components,51,62–64,66 but the method has also been extended
to allow for multiple possible bonding partners when encoding
for multiple target structures simultaneously.67 Unlike with
DNA origami, where the staple strands largely have to be
redesigned for every possible target structure, in DNA-brick
systems, considerable complexity of the target structure can
thus be designed in a simple way; however, the fact that there
is no central molecule with many connections to the staple
strands means that the final target structure can be less
compact than for analogous DNA-origami designs.68

Finally, we can make use of building blocks larger than indivi-
dual DNA molecules in the self-assembly process. By coating
colloidal particles with DNA molecules, the hybridisation proper-
ties of DNA can be used to enable designed, complex structures
to be formed in colloidal systems.69–75 The self-assembly of such
building blocks has been studied in depth using both computer
simulations and theoretical models.76–81 While the fundamental
design principles are similar for all DNA-based building blocks,
ultimately relying on the specificity of Watson–Crick pairings to
enable designed interactions with complementary sequences to
be preferred over any incidental interactions, there are further
subtleties involved in the self-assembly of DNA-coated colloids,
depending on the placement and length of the DNA strands in
question and the manner in which they are tethered to the
underlying colloidal particles; these are discussed in a review by
Angioletti-Uberti.82 Furthermore, in a very recent review, Jacobs
and Rogers discuss the physics of DNA-coated colloid self-
assembly in detail, as well as the current open questions of
designing dynamical self-assembly pathways and assembling
multiple target structures from the same building blocks.83

We do not therefore focus on DNA-coated colloids any further
in this review.

The rules for designing DNA systems with a particular final
structure are well understood and there are a number of tools

to assist the design of such structures.68,84–87 Although such
tools enable us to design the final structure of choice, the
underlying assembly thermodynamics and kinetics (e.g. the
order and cooperativity of staple bonding in the case of DNA
origami) of such systems are rather less well understood, and
well-designed final structures may simply not assemble in
appreciable yields. A fuller understanding of the underlying
physics – and the possible bottlenecks and reasons the self-
assembly can go awry – is therefore crucial in the design both of
structures that assemble most efficiently into their target
structure and their associated assembly protocols.

While there has been appreciable progress in understanding
fundamental aspects of DNA self-assembly from experiment,
there are sometimes certain contradictions in the findings
and limitations in the approaches taken. For example, studies
using spectroscopic measurements to track the progress of
DNA-origami self-assembly have found hysteresis,66,88–92 with
annealing occurring at a lower temperature than melting,
which implies the presence of significant free-energy barriers
to assembly. By contrast, using atomic-force microscopy,
another study found that the melting and annealing pathways
are largely the reverse of one another, with the associated
temperatures being approximately the same.93 It can be diffi-
cult to pin down experimentally the specific reason for such
differences; however, models and simulations of DNA self-
assembly, and specifically of DNA-origami and DNA-brick sys-
tems, have managed to fill in many of the gaps left by experi-
mental approaches. Moreover, simulations can help inform the
choice of experimental designs, as was shown in the context of
the self-assembly of dodecagonal quasicrystals,94,95 and are there-
fore an excellent tool both for exploring design space more
cheaply than in experiment and for developing and testing
hypotheses that allow us to gain insight into the fundamentals
of the process.

In this review, we focus on how we can understand the self-
assembly of DNA-based nanoscale structures using computer
simulations, and specifically on the fundamental physics gov-
erning the self-assembly process (Section 2). We discuss in
Section 2.1 how cooperativity arises in DNA-based architectures
and what its implications are for the self-assembly process. We
explain how self-assembly can be treated in a way analogous to
a phase transition and how we can study the corresponding
nucleation step. Although the presence of a nucleation barrier
slows down the self-assembly process, it can make it more
robust to misassembly [Section 2.2]. We show that in some
circumstances, it is even possible to design nucleation barriers
[Section 2.3]. Although much of the underlying physics can
ultimately be understood qualitatively with simple pictorial
models, in order to build up enough data that we can subse-
quently interpret to create such models, we have to be able to
study the relevant self-assembly processes numerically; in order
to do this, we use detailed simulation methods, as we outline in
Section 2.4. The kind of model that we choose to simulate
depends on the kind of questions we would like to address, and
we explore models at different levels of resolution in Section 3.
Finally, in Section 4, we offer a summary of the main lessons to
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be learnt from computer simulations of DNA self-assembly and
outline some questions that remain open.

2 DNA-based self-assembly is
governed by the underlying physics

Self-assembly is by definition a non-equilibrium process: in the
broadest terms, the system begins in some starting configu-
ration and either relaxes or is driven from this configuration to
a more ordered one.96 The final assembled state may be a
dynamic or dissipative one,97–99 in that it is a steady state in a
system that requires continuous energy input, although such
a process may also be referred to as ‘self-organisation’.96 For
example, under application of a shear flow, specific distributions
of DNA colloid structures can be designed to self-assemble,100

while DNA origami can be fibrillised by a light source with the
help of a small-molecule pH regulator.101 However, most litera-
ture has focused on the case in which the final assembled state is
either the equilibrium one or a metastable one that can be
assumed to be at local equilibrium, and we will also do so here.

In such cases, the nature of the assembly process often looks
similar to that of a liquid–solid transition, although of course it
does not strictly speaking entail a phase transition in the sense
that the target structure is of a finite size and not a bulk phase.
In a first-order phase transition such as freezing, there is
usually a degree of hysteresis: a liquid can often be supercooled
considerably before it spontaneously freezes in the absence of
an external nucleation seed, and this means that the transition
between the two phases occurs at different temperatures when
the system is cooled (freezing) and when it is subsequently
heated (melting) [Fig. 3(a)]. This occurs through the process of
nucleation and growth, and often the reason hysteresis occurs
in self-assembly can be traced to the presence of a free-energy
barrier to nucleation [Fig. 3(b) and (c)]. The free energy in this
context is usually thought of as a projection of the potential-
energy surface onto a suitable ‘order parameter’, a metric
quantifying the degree of ordering in the system. Sometimes,
free energies expressed as a function of an order parameter are
known as ‘Landau’ free energies102 or potentials of mean
force.103 Generally, suitable order parameters are physically
intuitive quantities, such as the size of the largest cluster in
the system in the context of nucleation,104 and should corre-
spond to some component of the reaction co-ordinate; if they
do not, interpreting their meaning rapidly becomes opaque.105

As an illustration of how hysteresis can come about, we
illustrate in Fig. 3(b) the Landau free energy as a function of the
reaction co-ordinate at different temperatures. In this example,
phase a is stable at high temperatures and phase b is stable at
low temperatures. However, if the system is initially in phase a
and is then cooled rapidly, although the thermodynamically
stable phase b has a lower free energy overall at this tempera-
ture (i.e. DG o 0), in order to reach it, the system must
overcome a free-energy barrier D‡G 4 0. The probability of
reaching the top of the barrier is proportional to the Boltzmann
factor exp(�D‡G/kBT), and so if D‡G c kBT, then the rate is

Fig. 3 Illustrations of the meanings of some common terms in self-
assembly. In (a)(i), we show a schematic plot of the degree of assembly
as a function of temperature. At low temperatures, the assembled struc-
ture is thermodynamically stable, and at high temperatures, the disas-
sembled structure in solution is favourable. However, because of a kinetic
barrier (see panel (b)), if we cool the disassembled system from a high
temperature, assembly begins at a lower temperature than if we heat up an
assembled structure. The difference between the temperatures that the
transition occurs at in opposite directions is known as hysteresis. However,
the temperatures involved are not uniquely defined, both because the
nucleation process is stochastic and because it depends on the protocol
itself. The faster we cool the system, the more we can overshoot the
equilibrium changeover temperature. Disassembly is often less affected by
the rate of heating because the barrier is often lower than for assembly, or
even essentially non-existent. In (a)(ii), we show one of the hallmarks of
cooperativity: if bonding becomes more favourable once the first bond is
formed, for example because of a lower entropic cost to bonding the
second bonded pair, the equilibrium degree of assembly will increase
much more sharply than if every pair were independent. In (b), to illustrate
the origins of hysteresis, we show an example Landau free energy as a
function of a reaction co-ordinate at different temperatures. If a system is
in a metastable state and the free-energy barrier is large, the rate of the
phase transition is negligible and a metastable phase can become very
long-lived: the system exhibits hysteresis. In (c), we show examples of
nucleation free-energy barriers. In (i), we illustrate the classical nucleation
theory result for a phase transition. Initially, formation of a new phase
entails the creation of an interface, where particles on the surface have
fewer bonding interactions than in the bulk condensed phase, but also less
entropy than in the dilute phase, and such cluster formation is therefore
free-energetically disfavourable. Only once a critical nucleus size is
reached does the phase transition become favourable. The interfacial
term scales with the surface of the cluster (BR2 for a spherical cluster of
radius R), while the bulk term scales with its volume (BR3). In (ii), we show a
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negligible and the metastable phase is very long-lived; in other
words, the phase transition does not occur at accessible time-
scales and hysteresis ensues.

In DNA self-assembly, typically, in the initial unassembled
state at room temperature, the DNA molecules present are
partially hybridised and kinetically trapped in locally stable
states, where any further assembly is kinetically arrested. The
first step of the self-assembly process thus generally begins
with an initial melting step, in which the temperature is
increased sufficiently so that all DNA molecules become unhy-
bridised and the system contains a solution of ssDNA. Then,
most commonly, the temperature is slowly lowered at a con-
trolled and empirically optimised rate, in order to ensure that
nucleation governs the assembly process: this allows correct
assembly to occur in a predictable and controlled manner, as
we discuss in Section 2.2. However, in some cases, it is also
possible to start from a high-temperature disassembled state
and cool it to a fixed temperature, eschewing that part of the
cooling process where not much happens; such ‘isothermal’
assembly is possible if the nucleation temperature is at least
approximately known,64,106,107 and in such cases assembly can
be achieved particularly quickly and efficiently. Control para-
meters other than temperature are possible, such as chemical
denaturants108,109 or mechanical pulling;110 however, here, we
focus on temperature, as this is the most common control
parameter for driving assembly.

In order to understand the physics behind these assembly
protocols, in the following we outline the major driving forces
involved. Specifically, we argue that one crucial aspect in
driving the successful self-assembly of compact structures that
can robustly be self-assembled is cooperativity [Section 2.1],
which ensures that once assembly begins, there is a collective
drive towards increasing the size of the growing target struc-
ture. We also explore how we can probe the nucleation barrier
that gives rise to hysteresis [Section 2.2], and how nucleation
barriers can be fine-tuned to ensure that the system assembles
the way we design it to, and how they can be removed
altogether if our target application calls for nucleation-free
assembly [Section 2.3]. We illustrate all these points by lessons
learnt from computer simulations. Finally, we summarise the
fundamental ideas behind the computer simulation methods
that we can use to obtain these kinds of insights [Section 2.4].

2.1 Cooperativity is a fundamental aspect of self-assembly

Non-covalent chemical cooperativity is the phenomenon
wherein the free energy of formation of a molecular complex
or assembly is not equal to the free energy of a reference state
where the individual non-covalent bonds occur in isolation

from each other.111–113 This cooperativity can be either positive
or negative, depending on whether the free energy of forming
the assembly is more or less favourable than the reference state,
respectively. The details of cooperativity between various pairs
of non-covalent bonds, such as how nearby cation–p bonds and
hydrogen bonds interact, have been extensively studied.112,113

In self-assembling DNA systems, we often take a coarser view
of cooperativity by focusing on the steepness of the melting/
annealing curve [Fig. 3(a)(ii)], which may be quantified via the
Hill coefficient.111 When considering the cooperativity of two
DNA strands hybridising, one choice of reference state might be
the isolated bonding of the individual nucleotides [Fig. 4(a)(i)]
that make up the two strands [Fig. 4(a)(ii)]. One could then
consider the detailed interactions between the base pair and its
neighbours, in particular the way the hydrogen bonds and p–p
interactions between the nitrogenous bases of the nucleotides
are affected by the fact that multiple base pairs occur in
sequence along the backbone in the system of interest. For
studying cooperativity in DNA bricks, DNA origami or DNA-
coated colloidal systems, such a detailed reference state may
not be ideal: the effects of cooperativity on the assembly of
these systems on this scale are roughly the same when con-
sidering base pairs and their nearest neighbours, and such a
choice of reference state would obscure the differentiating
effects that occur on longer length and time scales. We discuss
the trade-offs inherent in selecting a model resolution below in
Section 3.

In all forms of DNA-based self-assembly, cooperativity
beyond that involved in simple strand hybridisation plays a
key role. Perhaps some of the most complex examples of
cooperativity in the assembly of DNA-based structures are those
found in DNA-origami self-assembly. In order to understand
the main drivers of cooperativity in such systems, it is usually
more convenient to choose a different reference state instead of
the fully independent nucleotides considered in Fig. 4(a)(i). An
attractive alternative is to consider whole domains as defined in
the design of the system being studied instead. For example, in
a DNA-origami system with two staples, each comprising two
(say) 16-nucleotide domains [Fig. 4(b)(ii)], a helpful reference
system might be one that comprises four 16-nucleotide
domains from the staples and four 16-nucleotide domains from
the scaffold strand, with both the scaffold and the staples cut
up into their individual domains [Fig. 4(b)(i)]. Further, the
bonding of each pair of complementary domains in the refer-
ence state occurs in isolation as an independent system. With
such a short scaffold strand, there is no fundamental distinc-
tion between DNA origami and DNA bricks, and so this parti-
cular example could equally be considered to be an example of
DNA-brick self-assembly. The effects of cooperativity on the
finer scale of the hybridisation of individual nucleotides can be
captured in a model such as the SantaLucia nearest-neighbour
(NN) model, which gives the free energy of hybridisation of any
two strands of DNA by considering the local cooperativity of a
given base pair with its nearest neighbours. We describe this
model further in Section 3.1. Because this NN model has been
so well experimentally verified for strand hybridisation free

schematic illustration of what often happens with highly directional
bonding: the critical nucleus often corresponds to an incomplete ’cycle’,
and adding an additional molecule allows the system to form two bonds to
close it, making it energetically much more favourable for a similar loss of
entropy. For sufficiently small critical cluster sizes in highly cooperative
transitions, this can result in noticeable jaggedness of the free-energy
profile.
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energies and melting temperatures, it is often used to calculate
the reference melting curve directly, avoiding the need to syn-
thesise and assemble the reference system experimentally.
In the following discussion of domain-level cooperativity, we
refer to free-energy gains and costs relative to a reference
system with no domain-level cooperativity in which the
domains bond to their complementary pairs independently
[Fig. 4(b)(i)].

The closure of loops in DNA origami provides ample oppor-
tunities for cooperativity. In this context, loop closure refers to
the bonding of one domain of DNA to another such that when
tracing the backbone of single- or double-stranded regions,
a closed topological loop is formed; we show examples of two
possible pathways with loop-closure events in Fig. 4(c). In DNA
origami, loop formation occurs when staples bond fully to the
scaffold. As the first domain of a staple bonds to the scaffold
strand, there is a favourable enthalpy change as the two strands
hybridise; however, since the two molecules are now bonded,
they have to move in concert with one another. The reduction
in both the translational and conformational states available to
the system means that such bonding entails an entropic pen-
alty. These gains and costs of bonding the first domain of a
staple are unaffected by the presence or absence of existing
loops in the configuration of the system. However, the bonding
of subsequent domains of the same staple depend significantly
on what kinds of loops form, since such bonding events occur
within the same overall structure, and there is no analogous
loss of translational degrees of freedom upon bonding. In
contrast to the reference system, the entropic cost of such
additional bonding has thus been reduced. Although strictly
speaking, the fact that the scaffold and staple strand are
bonded through at least one domain does not mean they are

one molecule, any subsequent bonding beyond the first is often
referred to as being ‘intramolecular’.

On the other hand, an additional cost is introduced relative
to the reference system by the formation of loops with the
scaffold. When a loop is formed, the scaffold becomes more
constrained, which results in an entropic penalty that does not
occur in the reference system. The size of the entropic cost of
this loop formation depends on the order in which the staple
domains bond to the scaffold, and in sufficiently small toy
systems, the different possible loops that can form along the
assembly pathway can be explicitly enumerated. As an example,
let us consider the formation of the same target structure we
have already been considering in Fig. 4(b)(ii). Starting from the
state shown at the centre of Fig. 4(c), when both staples A and B
have one domain bonded to the scaffold, if domain A2 of staple
A bonds first (the lower pathway in the figure), it must close a
loop of two domains on the scaffold, whereas if domain B2 of
staple B bonds first (the upper pathway in the figure), the loop
formed comprises four domains on the scaffold, which entails a
larger entropic penalty. Conversely, if staple B does bond fully
first, the final bonding of domain 2 of staple A will itself have a
reduced entropic cost as it forms the final remaining loop with
the scaffold strand. The two effects thus act in different direc-
tions and which pathway dominates depends on the relative
rates of the steps. Empirically, we know that the pathway is
likely to be dominated by the initial closure of smaller loops114

(i.e. the lower pathway in the figure), but even with such a
simple set-up, it is not completely trivial to justify ‘by eye’ which
pathway is faster and thus more likely to dominate. With such
a small system, it is of course possible to calculate the full
partition function by enumeration, allowing for a detailed
understanding of the assembly process; however, in larger

Fig. 4 Cooperativity in DNA self-assembly. In (a)(i) and (b)(i), we show two possible reference states for studying cooperativity in DNA self-assembly. The
reference state in (a)(i) is the bonding of individual nucleotides in isolation, which could act as a reference for studying the cooperativity involved in the
bonding of two strands of DNA composed of the same nucleotides, as shown in (a)(ii). For studying cooperativity on larger scales, such as in (b)(ii), a more
convenient reference state is the bonding of whole strands corresponding to independent domains, as shown in (b)(i). In (c), we show a series of domain
bonding events for the assembly of the same toy DNA origami as shown in (b)(ii) in order to demonstrate the different possibilities for loop formation, as
discussed in the main text. The two staples are labelled A and B, as shown. The bonded domain pairs in each state are indicated by ringed labels,
indicating the staple strand (A or B) and the domain on the strand (1 or 2).
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origami designs, and in fact even in only slightly larger toy
systems, such a combinatorial problem in the analytical calcu-
lations of free energies quickly becomes intractable, as the
number of different pathways to assembly explodes with the
number of staples and domains in a design.

Simulations run with DNA origami-specific models have
demonstrated that loop penalties do not outweigh the gains
of intramolecular bonding, but do have a significant impact on
the overall degree of cooperativity. For example, we have
calculated free energies of assembly along different order
parameters and were able to show that once a staple bonds
with its first domain, it will typically bond fully before addi-
tional staples bond.115 In other words, the entropy loss on
intramolecular staple bonding is considerably lower than the
penalty paid for loop formation. This result was subsequently
confirmed by Najafi,114 who calculated similar free-energy
profiles for a broader range of designs using an extended
version of a model89 that was itself specifically designed to
handle the calculation of loop-closure penalties for the assem-
bly of DNA origami (see Section 3.3 for details). In these
models, varying the strength of the parameter that controls
the cost of forming loops significantly changes the degree of
cooperativity in the system’s melting and annealing curves.89,114

The presence of double crossover motifs has a particularly strong
effect on cooperativity, as the bonding of the first staple in the
motif creates the shortest possible loop for the bonding of the
second staple.114 However, these simulation studies have focused
on relatively simple designs; more complex origami designs may
result in a different balance of such driving forces.116

Not all cooperative effects in DNA-origami self-assembly are
intramolecular; intermolecular effects also play an important
role, primarily in the form of coaxial stacking interactions
between helices formed by different staples. These are the same
interactions that occur between each adjacent base pair in two
contiguous strands of hybridised DNA (e.g. the p–p interactions
between the nitrogenous bases, which contribute roughly half
of the stability of the helix117), but now occurring between three
strands (i.e. the scaffold and two distinct staple strands). In the
final structures of DNA-origami designs, such stacking inter-
actions are commonly found at crossovers between nearby
helices. In the simulation studies already mentioned, stack-
ing was generally found to be important for cooperativity, in
particular nucleation barriers, which we will return to in
Section 2.3, and for selectivity. In simulations with our
model,118 a high degree of stacking, which could be achieved
by increasing the number of domains per staple (i.e. increasing
their valency), led to a particularly sharp transition with respect
to the system temperature between fully unassembled and fully
assembled states. Such a sharp transition can be used as a form
of selectivity: the system is highly sensitive to an environmental
change, translating it into a nearly binary switch. Selectivity has
been studied more extensively in the context of DNA colloids,119

DNA stars120 and more broadly in multivalent systems,121 where
‘superselectivity’ can be used to discriminate strongly between
binding to different receptors or surfaces.122 Generally, super-
selectivity is a manifestation of cooperativity.

Although there is a complex interplay between competing
enthalpic and entropic effects with many possible self-assembly
pathways, having an understanding, even at a qualitative level,
of how cooperativity can enhance some pathways at the expense
of others, can help us to design target structures that assemble
in a more robust way. We explain in the next section how
we can use the same ideas of cooperativity to understand the
nature of critical nucleation clusters in the self-assembly
process.

2.2 Nucleation barriers allow for error-free assembly

As outlined above, one characteristic feature of self-assembly is
hysteresis [Fig. 3(a)], which is clearly observed in the self-
assembly of DNA tiles and bricks.107,123 Computer simulations
can help us to gain a molecular-level insight into the nature of
this nucleation-like process. In particular, a simple patchy-
particle-like model of DNA bricks on a lattice, whose design
principles we describe more fully in Section 3.2, qualitatively
reproduces many experimental observations,124 and it can thus
allow us to learn about the fundamental physics of the self-
assembly process.

As the temperature of the solution of DNA building-block
molecules is reduced, the target structure becomes progres-
sively enthalpically favoured. However, when the system is in a
metastable melt, before self-assembly has begun, the first stage
of the self-assembly process is disfavoured. When the first two
DNA molecules come together and hybridise, they can by
construction only do so with a small part of their overall
sequence, since each molecule has several neighbours in the
target structure. As with the initial bonding of staples to a DNA-
origami scaffold discussed above, this initial bonding results in
the loss of a considerable amount of translational entropy.124

The competition between the favourable enthalpic and the
disfavourable entropic contributions results in a free-energy
barrier to nucleation [Fig. 3(c)]: it is initially unfavourable for
molecules to come together until a critical cluster size is
reached. The height of the barrier depends on temperature
since the higher the temperature, the more entropic considera-
tions – which favour the solution phase – outweigh enthalpic
ones that may favour assembly. Indeed, in the context of DNA
self-assembly, the strength of the hydrogen bonding between
base pairs itself depends on temperature, as hybridisation too
has an entropic component; the temperature dependence of
the nucleation free-energy barrier is thus even more pro-
nounced. A statistical-mechanical treatment shows that the
critical size is associated with the formation of a closed loop
of mutually connected molecules; when a molecule completes a
loop, two bonds are formed, resulting in a considerable enthal-
pic stabilisation for a similar overall loss of entropy, and this
results in a decrease in the free energy.123,125,126 The resulting
free-energy profile as a function of the structure size is rather
jagged124 [Fig. 3(c)(ii)], although, as expected, this jaggedness
is less pronounced as the number of nearest neighbours
increases127 and when the model is allowed to go off-lattice.128

There is similar evidence of a nucleation barrier with more
detailed models of DNA.129
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Although it may seem at first glance that a nucleation barrier
is an undesirable feature of the self-assembly process, since it
effectively slows down the assembly kinetics, it is in fact quite
the opposite. A nucleation barrier is essential for the target
structure to form in high yields.124 At temperatures at which the
fully assembled target structure is stable, there is a consider-
able enthalpic gain in forming clusters. As a result, if no
nucleation barrier existed, clusters of partially assembled struc-
tures would form everywhere in the reaction mixture [Fig. 5(b)].
This would deplete the monomers required to build each target
structure individually, while the partially assembled fragments
would not be able to combine in an error-free manner, since the
structures are addressable and would need to fit each other
perfectly. Having a nucleation barrier ensures that the target
structures form relatively rarely, and so when a post-critical
cluster occurs, it is likely to be far from all others; this means
that growth is more likely to be gradual, indeed almost
reversible,8,126 via monomer addition, rather than by several
partially formed clusters coming together and aggregating
[Fig. 5(a)]. As such clusters grow, their hydrodynamic radius
increases and they become progressively slower, meaning
partially formed clusters are less likely to encounter one
another.123 If the temperature at which assembly is attempted
is low enough for the nucleation barrier to disappear, the non-
designed interactions are so strong that partially assembled
structures readily aggregate, resulting in poor yields of the
target structure123,124,126,130 [Fig. 5(c)].

The fact that DNA-brick structures are finite means that
any molecules near the corners and faces of the structure will
have fewer neighbouring molecules with which to hybridise;

however, attaching such molecules to the target structure still
entails a significant loss of entropy and at temperatures at
which there is a nucleation barrier, only partial assembly is
possible.125 In principle, gradually cooling the system can allow
for a nucleation event to occur at a relatively high temperature
where a significant nucleation barrier ensures error-free
growth, and subsequently for full assembly to be possible as
the temperature is decreased. An alternative approach in which
the self-assembly can be made more robust is to include
‘boundary bricks’, i.e. longer molecules with more neighbours
at the faces and edges of the target structure.63 Such molecules
can form longer, more enthalpically favoured connections to
the rest of the structure, outweighing the disfavourable entro-
pic cost of full assembly at higher temperatures, and enabling
the target structure to assemble successfully without the
final gradual cooling otherwise required. Moreover, with such
an approach, the nucleation barrier itself can readily be
tuned,123,130,131 as the strongly bonded corner and face frag-
ments can provide a nucleation seed, and can facilitate iso-
thermal assembly as long as the optimal temperature range is
already known.130 If nucleation occurs at specific longer bound-
ary bricks because the free-energy barrier to nucleation is
reduced specifically for these parts of the structure, this can
enable the controlled crossing of the nucleation barrier at
relatively high temperatures [Fig. 5(d)]; moreover, the system
can avoid monomer depletion issues illustrated in Fig. 5(b)
because nucleation is not favoured everywhere, but only at the
relatively few boundary bricks present in solution. Self-
assembly yields can thus be dramatically improved by optimis-
ing only a small part of the target structure.123,130

Fig. 5 Schematic illustrations of correct and incorrect assembly. Building blocks are illustrated in red when they are in a disordered state (either in
solution or as part of an aggregate) and in blue when forming part of the ordered target structure. In (a), we illustrate the nucleation-and-growth picture
of addressable self-assembly. If there is a nucleation barrier of a suitable magnitude, nucleation is a rare event and any critical clusters that form will be far
away from one another. As a result, they can each recruit monomers into the target structure. In addressable self-assembly, generally there needs to be a
final cooling step for the target structure to form to completion, including those building blocks on faces and edges that have fewer connections than at
the centre, and are thus less enthalpically favourable. In (b), we assume the system is cooled to a temperature so low that the nucleation barrier is too
small for the desired assembly outcome; in this case, post-critical clusters can form in numerous locations, and the resulting clusters deplete the local
monomer concentration. Since clusters are hydrodynamically larger than monomers, it becomes progressively more difficult to bring clusters into the
correct location, and cluster growth can become arrested and must rely on (generally locally disfavourable) Ostwald ripening. In (c), we show a case
where the system has been cooled even further, where the contribution of the entropy loss to the free energy is less significant and any interactions
between building blocks, even if they are not the designed interactions, are favourable, and a kinetic aggregate forms instead of the target structure.
Finally, in (d), we illustrate seeded nucleation: if a pre-formed boundary brick is present, illustrated by a cyan chain, it can reduce the nucleation barrier as
other molecules attach to the boundary brick. A post-critical cluster can thus form at relatively high temperatures, where system dynamics are faster, and
the target structure can thus grow rapidly.
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2.3 Nucleation barriers can be designed in DNA-origami
systems

In contrast to DNA bricks, equivalent nucleation barriers are
not required for error-free assembly of DNA-origami structures.
To show this, we previously simulated the assembly of several
small origami designs with a coarse-grained model118 (see
Section 3.3 for details of the model). From the simulations,
we calculated free energies as a function of two order para-
meters for assembly: the number of bonded staples, and the
number of fully bonded staples. These projections of the free
energy revealed the assembly was mostly downhill to the
favoured state, with the favoured state shifting towards the
assembled state as the temperature is lowered, unless certain
design conditions have been met, which we discuss below.

Simulations with a different model provide further evidence
that nucleation barriers are not necessary for successful assem-
bly of origami structures. DeLuca et al.132 studied a helical
bundle design with three domains per staple and found that
the assembly process was characterised by two stages. In the
first stage, the staples bond to their first and second domains,
but not their third. After a sufficient number of staples are
bonded, the system undergoes a global collapse involving a
zipping mechanism in which the third domains of the bonded
staples bond. In the second stage, the remaining staples slowly
bond until full assembly is achieved. While free energies were
not calculated, the consistency of the global collapse after a
specific duration of simulation time implies that the collapse is
not a rare event, but part of pathway that is downhill in free
energy along the reaction co-ordinate. Some care should be
taken in interpreting the results of these simulations, however,
as they were carried out at room temperature with a high staple
concentration, which are not conditions representative of what
is typically used experimentally for assembly. While it is possi-
ble to carry out assembly at room temperature, this typically
requires the use of specific buffers106 or chemical denatu-
rants.108,109 Here, assembly is made favourable by not including
misbonding (i.e. domains bonding to other domains with which
they are not fully complementary) and by including only a single
copy of each staple in the simulation box, which prevents
blocked states (i.e. those where two or more copies of a staple
bond to its complementary domains, blocking a single staple
from bonding fully).

That most DNA-origami structures do not have nucleation
barriers and yet still are able to assemble with acceptable yield
may seem surprising given the discussion in the previous
section about the importance of these barriers in the self-
assembly of DNA bricks. The question then becomes how the
partly assembled structures do not start to aggregate by staples
bonding their complementary domains on multiple scaffolds,
how misbonding of staples to off-target domains does not make
the assembly time scale infeasible, or how the scaffold domains
do not become ‘blocked’ by the bonding of multiple staple
strands of the same type to domains on the same scaffold that a
single staple should connect in the target structure.

In fact, in the highest-resolution simulations of DNA self-
assembly, Snodin et al.133 found one of the greatest kinetic

hindrances to full assembly was precisely such blocking, although
misbonding, especially of a bonded domain to adjacent domains,
also had a substantial effect. However, the results of these high-
resolution simulations are not straightforward to interpret, as full
assembly was simulated only a single time, using a model with
base-pair averaged bonding energies, employing much higher
staple strand concentrations than is typical in experiments, and
employing a design that lacks long-ranged staple crossovers.
It may well be that the timescale of blocking resolution is fast
enough not to be a limiting factor in realistic experimental
assembly conditions. In contrast to these simulations, coarse-
grained simulations of small DNA origamis in which assembly
occurs without nucleation barriers118 also revealed that staples
tend to bond fully once they find their first domain to the scaffold.
When this is the case, since the staple is fully bonded, partially
assembled structures are less prone to aggregation than DNA
bricks; we discuss larger systems when this is not the case below.
Moreover, the complete bonding of a staple may explain why
blocking at typical staple concentrations does not occur frequently
and is therefore not a major hindrance to correct assembly.
Finally, although the coarse-grained model also included mis-
bonding, simulations showed that under typical assembly condi-
tions, staples spend little time in misbonded states.

While apparently not necessary to ensure successful self-
assembly in DNA-origami systems, nucleation barriers could
still be introduced to increase both the speed and yield of
assembly in isothermal conditions. Three methods of introdu-
cing nucleation barriers into origami designs have been
demonstrated. The first involves exploiting the intermolecular
cooperativity that results from coaxial base stacking between
the helices formed by different staples. By increasing the
valency of a staple, namely by increasing the number of its
domains, the number of crossovers that the staple is involved
in increases, which increases the number of stacking interac-
tions (see Section 2.1) and, in turn, the degree of cooperativity
in its bonding.

Simulations with coarse-grained models114,118 indicate that
stacking interactions can lead to nucleation barriers. In our
simulations,118 we showed this by increasing the number of
domains per staple in a system with a high density of cross-
overs between staples, and thus a high number of stacking
interactions; this led to the presence of a nucleation barrier.
Alternatively, rather than increasing the number of stacking
interactions per staple, one could increase the strength of
stacking by modifying the design such that the strongest
stacking pairs occur in these stacking positions at crossovers,
or by using alternative nucleobases. By designing a subset of
staples that interact via coaxial stacking to be the most stable
staples in the system, a nucleation barrier could be introduced
such that assembly can begin in a specific region of the target
structure and preferentially grow from there as the temperature
is lowered further; that initial bonding of staples can be
controlled by their thermal stability is something that has been
demonstrated experimentally.134

However, simply having many or strong stacking inter-
actions is an insufficient condition on its own for a barrier to
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exist. Additionally, and critically, the staples, or some subset of
the staples, must be monodisperse in their individual melting
temperatures (i.e. their melting temperatures assuming no
cooperativity). Otherwise, if staple–scaffold interactions are
sufficiently nonuniform, a more enthalpically favourable clus-
ter can form at higher temperatures where those interactions
happen to be stronger than elsewhere. A stacking interaction,
which is a comparatively weak enthalpic factor, may then not be
sufficient at such a high temperature to counteract the entropic
loss of recruiting a further staple and lower the nucleation
barrier enough to enable the system to cross it, and so no
assembly occurs. By contrast, as the temperature is lowered, the
remaining hybridisation interactions rapidly become more
enthalpically favourable and so no nucleation barrier needs
to be overcome.

The second and third method for designing nucleation
barriers (as well confirmation of the first) were demonstrated
in a set of simulations run by Najafi114 with an extended
version of a model developed to account explicitly for loop
entropy costs,89 which we mentioned in Section 2.1 and
detail in Section 3.3. The second method involves the for-
mation of loops, or in other words, a barrier due to intra-
molecular rather than intermolecular factors, as was the
case with stacking. Free-energy projections similar to those
studied in ref. 118 were also considered by Najafi,114 who
found a barrier consistent with the bonding of the staple that
spanned the longest segment of the scaffold, a span much
longer than any considered in ref. 118. Such a barrier occurs
only after many previous staples have already bonded to the
scaffold, with the order in which they bond largely determined
by the length of the loop that the staples close. However, this
barrier, like those that occur with sufficient stacking inter-
actions, also depends on the staples being sufficiently
monodisperse.

Finally, in the third method, the idea is that two competing
staple sets are used,114 with the staples in one set coating the
scaffold and thereby preventing misbonding and aggregation
while the temperature is lowered well below the temperature
that would otherwise be required for assembly of the given
design. When bonded, staples in this first set result in the
system forming a simple large double-helical ring. The second
set of staples, namely those intended to be incorporated in the
final structure, are then introduced. This staple set is designed
to have stronger bonding than the first, and in particular, each
staple in the second set is designed to be able to replace staples
in the first set via toe-hold mediated exchange. Although this
method was only demonstrated with homogeneous staple
bonding enthalpies, which tends to result in the location
of the nucleation seed to be random, it was shown that
assembly pathways are those spread from that initial rare staple
exchange.114 With such an approach, nucleation once again
becomes the rate-controlling step and enables efficient, error-
free assembly to occur at much lower temperatures114 than
might otherwise be feasible; moreover, controlling nucleation
in this manner promises to be much more easily achievable in
practical applications.

2.4 Simulations can be used to learn about thermodynamics
and kinetics

Understanding how systems self-assemble is not a straightfor-
ward endeavour. As we discussed above, self-assembly is a non-
equilibrium process. This is true even in the simplest case,
where the system starts in a metastable state and relaxes
towards the assembled state with no active driving forces. So
how then, for example, can we know how to quantify a suitable
free-energy barrier?

We will discuss the choice of model resolution below [Sec-
tion 3], but it is clear that the large numbers of distinct
components and the fact that DNA molecules are themselves
made up of many atoms will mean that most systems will not
be possible to simulate using highly detailed models. The kinds
of simple models that are commonly used to gain fundamental
physical insight often contain piecewise-continuous potentials
that make implementations in molecular dynamics codes more
challenging, and many coarse-grained simulations have thus
used the Monte-Carlo (MC) algorithm135 with a periodic simu-
lation box. In such simulations, the system is evolved in
configuration space using stochastic moves with the underlying
distribution defined by the acceptance criterion. The com-
monly used Metropolis algorithm specifically samples from
the Boltzmann distribution. Stochastic moves can be physical
(e.g. rotations or translations), but one important advantage of
MC methods when equilibrating a system is that non-physical
moves, such as particles moving through each other, are just as
valid as physical ones. However, to obtain dynamic information
or approximate trajectories, usually moves must be sufficiently
local for MC trajectories to approximate molecular-dynamics
simulations.136

When clusters form in a system, using single-particle moves
is usually doomed to fail at accessible time scales, since to
move a cluster one particle at a time would necessitate its
break-up in the process. To approximate the underlying
dynamics, one can use the virtual-move MC algorithm137,138

or a simpler hybrid scheme accounting separately for cluster
diffusion and cluster growth and shrinkage139 to improve
sampling efficiency. By using such algorithms, simulations of
the system remain as realistic as possible given the model
resolution. Indeed, by comparing ratios of properties such as
diffusivities determined in simulations to those known from
experiment, and repeating the procedure for a range of differ-
ent systems of interest, we can help ascertain how reasonable a
description of each such property the model is likely to provide,
and so in turn how much faith we can have in its results and
predictions.

Such coarse-grained simulations are often sufficient even to
describe the nucleation process itself. For example, brute-force
trajectories can be analysed in order to determine whether
the process is governed by a stochastic rare-event nucleation
step by checking if the lag times are Poisson-distributed.140

However, in order to understand the underlying physics, we
often like to think about the energetic and entropic factors that
may give rise to a free-energy barrier to nucleation. Although
the true reaction co-ordinate may be a very complicated

Review Article Chem Soc Rev

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
Ja

nu
ar

y 
20

25
. D

ow
nl

oa
de

d 
on

 7
/2

8/
20

25
 1

0:
54

:2
8 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cs01095g


2354 |  Chem. Soc. Rev., 2025, 54, 2344–2368 This journal is © The Royal Society of Chemistry 2025

collective variable of the system, in order to make qualitative
progress, it is convenient to determine the free energy as a
function of a suitable low-dimensional order parameter that
can quantify the progress of the self-assembly process. If such
an order parameter is identified, we can use brute-force simu-
lations to find the mean first-passage time,141 i.e. the mean
time necessary for the system to first reach a certain value of the
order parameter. The mean first-passage time could be used to
find an approximate measure of the rate of nucleation, the
critical cluster size and the Zeldovich factor142 for nucleation.143

For MC simulations with coarse-grained potentials, the rate itself
is not likely to be a realistic quantity compared to experiment;
nevertheless, coupled with classical nucleation theory, the
approach can help us to determine crudely whether the free-
energy barrier increases or decreases as some parameter of the
system is varied with a minimum of effort, provided the nuclea-
tion event is sufficiently frequent to capture in brute-force
simulations.131

Both the thermodynamics and the kinetics of a system are
ultimately controlled by the underlying potential-energy land-
scape. For sufficiently small systems, it may be possible to
investigate the full potential-energy landscape144 of addressa-
ble systems; however, this is generally infeasible for large target
structures. Instead, we usually investigate the free energy as a
projection of the potential-energy landscape onto a suitable
order parameter, which is feasible to explore even for larger
systems.145,146 To determine an approximate free-energy profile
as a function of some order parameter for such systems, there
are several possible approaches. Conceptually the simplest may
be umbrella sampling,147,148 where in the Metropolis accep-
tance criterion we use a biased Boltzmann distribution to force
the sampling of previously unsampled regions, even if they are
free-energetically disfavourable. A similar method to adaptive
umbrella sampling in molecular-dynamics simulations is
metadynamics.149

A powerful alternative method to enhance sampling is
replica-exchange Monte Carlo (REMC),150–153 where several
replicas of the system are simulated in parallel, with different
replicas using perturbed hamiltonians that can in some way
depend on the order parameter. By allowing these replicas to be
exchanged with one another with a suitable probability, if the
exchange variables provide a good proxy for sampling across
the relevant range of the order parameters of interest, less well
sampled regions for the unperturbed hamiltonian can be
explored. Data from simulations of multiple states can then
be reweighted to the state of interest;154 often, this is achieved
with the weighted histogram analysis method (WHAM)155 by
binning the data into histograms, or with the multi-Bennett
acceptance ratio (MBAR) method,156,157 which does not require
binning. Both methods can be used to combine and reweight
the results of multi-window umbrella-sampling simulations or
REMC simulations to take advantage of data at states other
than those of interest.

With these methods, a free-energy profile similar to Fig. 3(c)
can be constructed, which, as discussed above, can offer us
significant insight into what governs the self-assembly process.

However, it is worth emphasising again that the free energy is a
projection of the potential-energy landscape onto a particular
order parameter. The quality of the free-energy profile depends
on how sensible the order parameter is and how relevant it is to
the true reaction co-ordinate.105,140 The free energy as a func-
tion of a well-chosen order parameter can give us a great deal of
insight, but a poorly chosen one is at best misleading.

3 Challenges in selecting model
resolution

In general, when modelling any system, the choice of model
resolution is a compromise between accuracy (higher resolu-
tion) and tractability (lower resolution), with the latter typically
referring to the computational resources required to run simu-
lations with the model. To deal with this issue, the first step is
to identify the elements of the system expected to be relevant to
the problem at hand, and consider the relative magnitude of
their impacts. These elements can often be organised hier-
archically, with those at the bottom involving smaller length-
and time-scales. Investigating their relevance can inform the
level of detail required in a model so that it can be used to
answer the questions of interest.

As with self-assembly designs themselves, there are various
approaches to coarse-graining,158 including ‘bottom-up’ appro-
aches, where higher-resolution models are used to parameter-
ise a coarse-grained potential, for example with iterative
Boltzmann inversion159 or force matching,160 and ‘top-down’
approaches, where approximations of the fundamental physi-
cal driving forces are made, typically to match known experi-
mental data, allowing for complex features and behaviour to
emerge.

There is generally no unique solution when coarse-graining
high-resolution models in a bottom-up approach,161,162 whilst
for the top-down approach, the risk may be that we need to
understand the underlying system sufficiently well to know
what kinds of physical interactions are important, and the
predictions resulting from such top-down approaches crucially
depend on what a model was designed to account for.163

Although coarse-grained models are sometimes placed low on
the accuracy scale compared to high-resolution models, this is
not always a fair assessment of their performance; ‘accuracy’ is
this context is dependent on the property that is being studied.
Such models can be very accurate at modelling the phenom-
enon they were designed to model, but it can be dangerous to
apply a coarse-grained model parameterised for studying one
property to a different class of problem without understanding
what the consequences of doing this are.

In the context of DNA specifically, a great variety of models
have been developed.164–169 These span the gamut of particle
resolution, ranging from atomistic,168 sub-nucleotide coarse-
grained models,168,170–195 single and multiple nucleotide
coarse-grained models,196–204 single and multiple base-pair
coarse-grained models,205–208 to continuum models.209 Some
are intended as general DNA models, while others are designed
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with specific applications in mind. For example, models of DNA
that are more statistical in nature have been designed to gain a
better understanding of the fundamentals of hybridisation and
denaturation of strands.210–217 A thorough review of the state of
the art in the choice of model resolution in computer simula-
tions of DNA self-assembly was recently written by DeLuca and
co-workers;164 in particular, they provide a careful exposition of
the comparison between simulations and experimental data,
as well as on the study of material properties of already
assembled structures. Here, we therefore offer only a brief
overview of the relevant material with a focus on the models
that we have already discussed in previous sections.

3.1 DNA hybridisation is well-described with a nearest-
neighbour model

For questions regarding DNA self-assembly, there must always
be some underlying description of the hybridisation free energy
of contiguous strands of DNA. DNA hybridisation is actually
itself a rather complex process, involving multiple specific
hydrogen-bond and base-stacking interactions, interactions
with cations in solution, and the stretching and twisting of
internal bonds as a balance is achieved between the new non-
covalent bonds with the configuration of the existing internal
covalent bonds. To account for such interactions precisely
would require a very detailed model. However, the fine details
of hybridisation are likely not too important in understanding
the broad strokes, and perhaps even the finer nuances, of the
details of the pathways involved in self-assembly, as evidenced
by the success of a plethora of coarse-grained potentials in
describing the process.

For most models of DNA self-assembly, an empirically
parameterised model is used to describe the free energies of
hybridisation of two strands of DNA.212 A naı̈ve approach to
calculating the free-energy change upon hybridisation of two
strands would be to sum the free-energy contribution of each
base pair, with different contributions from A/T base pairs and
C/G base pairs, plus some additional free-energy cost of bring-
ing the two strands together. However, in addition to the
difference in hydrogen bonding between base pairs, there are
differences in the interactions (e.g. the base stacking) between
different combinations of base pairs. In what is commonly
referred to as the nearest-neighbour (NN) approach,212 the two
directly adjacent nucleotides are considered to provide suffi-
cient context for calculating an accurate contribution to the free
energy of hybridisation, such that

DG�NN ¼
Xi¼n�1

i

DG�NN;i; (1)

where DG�NN is the standard state NN Gibbs energy of hybridi-
sation, n is the number of base pairs, and DG�NN;i is the

contribution of the pair of base pairs at positions i and i + 1
to the standard-state NN Gibbs energy. This results in ten
parameters instead of only two, corresponding to ten distinct
combinations of base pairs. The number of parameters doubles
if a temperature dependence of the free energy is desired, as

now the enthalpy and entropy are required separately, with
DG�NN ¼ DH�NN � TDS�NN; where DH�NN is the standard state
NN enthalpy and DS�NN is the standard state NN entropy. One
could consider going even further and including the next-
nearest neighbours, but this was found to lead to little increase
in accuracy.212

To determine the parameters for a NN model, one can
measure the melting temperatures for a set of sequences across
a range of concentrations, providing the enthalpies and entro-
pies for each sequence, which can then be used in a linear
regression. The enthalpies and entropies are usually assumed
to be independent of temperature, so the validity of the para-
meters decreases when the temperature deviates too far from
the melting temperatures of the sequences used in the para-
meterisation, although this dependence can be accounted
for.218–220 These models have also been modified to account
for varying salt concentrations.212,220,221 Besides fully hybri-
dised states, NN models can also account for single internal
and terminal mismatches,222–226 dangling ends,227 various
loops and bulges, and coaxial stacking between separate
strands.212 A number of groups have derived NN parameter
sets, but the most successful of them was derived by the
SantaLucia group.212,222,228

3.2 A minimal model gives significant insight into DNA-brick
self-assembly

In the original formulation of DNA-brick systems, Ke and co-
workers used 32-nucleotide ssDNA molecules made up of four
domains.63 In the target structure, each of these domains
hybridised with other distinct DNA-brick molecules. As shown
in Fig. 2, the dihedral angle between strands at a crossover,
when the domain length is 8 base pairs, is approximately 901,
resulting in an approximately cubic lattice. In order to model
such systems, we wanted to design a coarse-grained potential
that was simple enough to be computationally tractable while
capturing the fundamental physics. Ke and co-workers noticed
that the centres of mass of each DNA-brick molecule in the fully
assembled target structure form a distorted diamond lattice,63

and to a first level of approximation, we therefore modelled
each DNA-brick molecule as a patchy particle with tetrahedrally
arranged patches [Fig. 6(a)].

The fundamentals of DNA hybridisation are captured in the
model by assigning a unique sequence to each patch, such that
sequences of patches that point at each other in the target
structure are complementary. The effective interaction energies
between the two nearest patches on different particles are then
computed by finding the longest complementary sequence
match and using the NN model (Section 3.1) to compute the
free energy of hybridisation,212 assuming that the patches are
suitably close to interact.

We then used both lattice124 and off-lattice128 Monte-Carlo
simulations to investigate the self-assembly process. For the
off-lattice potential, we used the Kern–Frenkel potential.229

This potential is effectively a square well with an additional
angular dependence that ensures that only patches pointing at
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each other within a certain width can interact favourably. The
appropriate interaction energy also has to be modulated by
taking into account this width; we compute it by determining
the equilibrium constant for dimerisation from statistical
mechanics and imposing agreement with the NN model for
the same pair of molecules.128

Even though such a model of DNA bricks is very minimal, it
nevertheless captures most of the interesting self-assembly
behaviour observed in experiment,123–128,130,131 such as how
nucleation barriers prevent large-scale misassembly or how
boundary bricks can enable a self-assembly pathway to be
designed, as discussed in Section 2.2. This good qualitative
agreement suggests that it is not principally the details of the
structure of the building blocks that matter, but that the self-
assembly process is fundamentally governed by their connec-
tivity, addressability and specificity.124 Indeed in principle the
building blocks do not need to be DNA-based at all. It is worth
bearing in mind, however, that it is not a priori obvious that a
model as simple as this would have led to the conclusions
we have outlined above; specifically, in native-contact-based Gō
models, denatured proteins do not readily fold back to the
native assembled form.230 The good agreement with experi-
ment in this case is itself a useful observation, as it suggests
both that the model is capturing the fundamentals of DNA
interactions well enough and that the fine details of the
interactions and geometry are apparently not driving the self-
assembly process.

3.3 Multiple models of DNA origami complement each other
in describing self-assembly and assembled states

Some approaches to modelling DNA origami are intended or
only feasible for studying the assembled state. Because most
experimental characterisation of folded states is in the form of
atomic-force microscopy, which requires the origami structure
to be adsorbed on a surface, these studies of assembled states
provide a much needed glimpse at the structure when free in

solution, as well as a way to study their mechanical properties.
The brute-force approach is to use fully atomistic simulations,
which in addition to mechanical properties can also be used to
study the dynamics of the assembled structures.231,232 Unfortu-
nately, such simulations are time consuming and include
much more detail than is necessary if one is interested only
in the mechanical properties of assembled states. A more
popular and successful approach with such a focus has been
developed,14,233,234 in which DNA double helices are modelled
as finite-element elastic rods rigidly connected to other double
helices, whilst single-stranded DNA is modelled as a finite-
element approximation of a freely jointed chain; the system is
relaxed from a given initial state to find a force-balanced
equilibrium state. A later model that takes a more discrete
approach to studying mechanical properties has also been
developed.235 Alternatively, rather than choosing a single reso-
lution, multi-scale approaches have been developed for study-
ing the assembled state.236–240

To answer questions regarding assembly pathways for DNA
origami, the level of detail must be sufficient to allow for the
inclusion of both the intermolecular and intramolecular forms
of cooperativity, which in this case is primarily the reduction in
translational entropy costs of having multiple domains per
staple, the loop-closure costs of linking the scaffold with the
staples and the coaxial stacking between helices formed by
different staples (see Section 2.1 for further discussion). On the
other hand, the level of detail must not be too high so that it
does not become infeasible to run simulations that are suffi-
ciently long to capture the entire assembly process, and,
further, to gather sufficient statistics to be able to compute
quantities such as free energies accurately. Attempts at model-
ling this process have included both top-down and bottom-up
approaches, and different choices have been made about the
features of the systems that should be accounted for. These
include models that extend the NN model of DNA hybridisation
described above, lattice and off-lattice models that coarse-grain

Fig. 6 Coarse-graining DNA bricks and DNA origami. In (a), we show a pictorial representation of DNA bricks in a fragment of the target structure similar
to Fig. 1. A DNA molecule in the xy plane is shown with its four neighbours, each in the yz plane, assuming a 901 dihedral angle. Arrows indicate the helical
direction of each molecule, and complementary strands are shown in red, green, blue and orange. The centre of each molecule is highlighted with a
coloured circle, and these centres are connected with lines to show the roughly tetrahedral connectivity63 in space of the central molecule. We also
show the corresponding patchy-particle representation:124 each particle corresponds to one of the coloured centres in the left-hand schematic, with
pairs of patches of the same colour corresponding to complementary sequences. In (b)(i), we show an example of a mapping from a strand
representation of a DNA-origami system to the lattice model of ref. 115 and 118. Each domain on the scaffold and staple strands is represented as an
occupied lattice site, but a lattice site can also be occupied doubly to represent either correctly or incorrectly bonded domains, as illustrated. The vectors
indicated in the diagram are used to implement the model’s state space and energy potential for describing allowed configurations and their energies. In
(ii), we show an illustration of a simulation snapshot of a partially assembled DNA origami with this model.
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to the level of domains, and more general and detailed coarse-
grained DNA models applied to this particular problem.

With the NN approach as a foundation, Arbona, Aimé and
Elezgaray90–92 modelled the assembly process as a series of
equilibrium reactions to calculate the likelihood that a parti-
cular staple or individual staple domain is bonded to its
complementary domain(s) on the scaffold at a given tempera-
ture. To calculate the equilibrium constants of each reaction,
they introduced a model for the free-energy change upon
bonding of each staple, DG = DGNN + DGtop, where DGNN is
from the NN model and DGtop is the contribution from the
topology of the system in its current bonded state. To solve
their equations, they made a number of assumptions. The first
was to assume that staples bond fully and only to the correct
domains. The second was to assume that if the probability of
one staple bonding to the scaffold is greater than another, then
that staple will always bond first. Perhaps most fundamental,
however, are the assumptions involved in calculating DGtop,
which involves considering the free-energy cost of forming
loops when new staples form. They calculated the loop con-
tribution by empirically modulating another term from the
NN model that gives the free-energy cost of hybridising two
strands when a segment of one of the strands has extra, non-
complementary bases that stick out and form a bulge. These
extensions to the NN model represent a starting point for
modelling DNA-origami self-assembly. However, the strong
assumptions made resulted in a thermodynamically inconsis-
tent model,89 and this provided an impetus for further model
development.

In particular, the lack of a timescale in statistical approaches
led Dannenberg et al.89 and Dunn et al.88 to formulate their
model as a continuous-time Markov chain (CTMC), where the
state space is described by the bonding states of each staple
type in the system, which allows a clearer link to the kinetics of
the assembly process. The state space is described by the states
of each staple type in the system, where a two-domain staple
can either be non-bonded, bonded to one, the other, or both
scaffold domains, or have two copies, one at each domain. In a
later extension of the model,114 state spaces with up to three
domains per staple, as well as toehold-mediated exchange
between two different staple types bonding a shared segment
of the scaffold were made possible to simulate. The absolute
values of the rate constants are estimated by assuming the
reverse rate to be the unbonding rate of an isolated duplex. The
CTMC is simulated by selecting a timestep interval and a
temperature change rate, and cycling between an initial and
final temperature. As before, the NN model is used for the basic
hybridisation free energy, supplemented with a term to include
the effects of topology, but here an additional term is added to
describe stacking interactions between staple domains on
separate staples bonded to contiguous segments of the scaf-
fold, DGstack. The stacking term is also based on the NN model;
the sequence-averaged value is multiplied by a parameter tuned
during the parameterisation of the model. The topology term is
taken to be the free-energy change upon breaking and forming
loops in the system, and the total contribution relative to the

fully non-bonded state is

Gtop
s � G

top
null ¼

X

LðsÞ
DGloop

j ; (2)

where Gtop
s is the absolute free energy in state s, Gtop

null is the
absolute free energy in the non-bonded state, L(s) is the set of
loops in state s and DGloop

j is the free energy of forming loop j.
For 2D origami designs, the loops can be unambiguously
identified, whilst more complex designs require a simplified
approach, where only free-energy changes resulting from the
formation or dissolution of the smallest loop are assumed to be
relevant.89 The loop free energies are calculated from the
probability that the ends of the loop come together within an
arbitrarily small distance when not constrained, assuming the
probability distribution can be described by that of a freely
jointed chain, resulting in

DGloop ¼ RTg ln
C

E r2½ �loop
; (3)

where g and C are parameterised constants, and E[r2]loop is the
mean squared distance between the two ends.

These approaches directly extend the NN approach and
allow the assembly process for reasonably sized target struc-
tures to be simulated in under an hour on current computers,
and have led to some important insights into the self-assembly
process (see Section 2). Nevertheless, the efficiency advantage
that such statistical models provide comes at the price of
having no explicit geometric representation of the system and
making fairly strong assumptions about the entropic changes
that occur during assembly. Furthermore, in ref. 88, an ad hoc
exclusion algorithm is used to reject configurations that are not
on a pre-defined folding path as a proxy for steric constraints.
Finally, these models ignore the possibility that staples may
bond, albeit less strongly, to incorrect domains.

In contrast to these top down approaches based on the NN
model, Snodin et al.133 used a more popular higher resolution
model known as oxDNA241–246 that was developed to simulate
DNA self-assembly. This model is coarse-grained to the level of
nucleotides, which are rigid and resolve the backbone from the
base in the potential. The potential includes a spring potential
for the backbone, excluded-volume interactions for the back-
bone and base, as well as hydrogen bonding base-stacking
interactions that have an angular component. It was parame-
terised by matching to structural, thermodynamic and mechan-
ical properties with a trial-and-error approach. The model has
been successfully used to study mechanical properties of DNA-
origami structures,242,247 as well as their stability upon force-
induced unravelling.248 In the application of this model to
DNA-origami self-assembly, a full assembly event was captured
in unbiased simulations of the system, which allowed the
process to be studied in unprecedented detail.133 However,
because of the level of detail that oxDNA provides, simulations
of a small origami design with only short loops present in
the final structure took several months on a cluster with GPU
acceleration. Moreover, it was found to be necessary to use
staple concentrations in excess of those typically used in
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experimental assembly conditions. This is not just a matter of
speeding up the kinetics: such high concentrations shift the
equilibrium between free and bonded staple strands towards
the bonded states.

In order to fill the gap between the more detailed models of
DNA such as oxDNA and the less detailed models described
above, we developed a model of DNA origami that does include
an explicit model of the geometry of the system but is still
sufficiently coarse-grained to allow for the simulation of the
assembly process.115,118 The model, inspired by the lattice
model of DNA bricks described in Section 3.2, is lattice-based
and at the level of resolution of domains. Each domain is
represented as an occupancy on the lattice, and has both a next-
domain vector and an orientation vector associated with it
[Fig. 6(b)]. A given lattice site can have an occupancy of up to
two domains, in which case they are considered to be hybri-
dised, with the hybridisation occurring between the longest
contiguous section of complementary nucleotides between the
domains. In other words, any two domains are able to hybri-
dise, meaning that misbonding is taken into account. The next-
domain vector points to the neighbouring lattice site that the
next domain along the same chain occupies, if it exists, while
the orientation vector, very roughly, points from the helical axis
to the location of the strand at the end of the domain. The
orientation vector is included to retain information on the
current phase of a double helix, which puts a constraint
on where strand crossovers can occur between two different
helices.

The energy potential for our model comprises a bonding
term, a stacking term and a steric term, and is in general a
function of the lattice occupancies, the next-domain vectors
and the orientation vectors in the system. The bonding term is
based on the free energy of hybridisation from the NN model of
ref. 212, using the longest contiguous complementary sequence
between two hybridised domains (i.e. domains occupying the
same lattice site). The NN free energies are modified in a
similar way to the DNA-brick model discussed in Section 3.2,
such that the equilibrium constants are consistent with the
degrees of freedom that are accounted for explicitly in this
model.118,249 The stacking term accounts for the free energy
associated with the coaxial stacking between two helices
formed by separate pairs of domains, which may share one or
both strands. Finally, the steric term accounts for the excluded-
volume interactions that are implied by the lattice occupancies,
the next-domain vectors and the orientation vectors of the
system, and essentially prevents model states that do not
correspond to realistic underlying configurations of the system.

With this model, we can directly simulate the assembly
process of some small origami designs and even calculate free
energies projected on some relevant order parameters; how-
ever, the model still requires custom simulation methods and
significant computational resources to compute thermody-
namic properties. In particular, to achieve sufficient statistics
for free-energy calculations, the umbrella sampling, REMC and
MBAR methods discussed in Section 2.4 were combined with
custom MC move types, and required several days of simulation

across multiple CPU threads for each design studied. Moreover,
some of the assumptions made in the model’s design do limit
the scope of its applicability. For example, the staple concen-
trations are assumed to be constant over the course of assem-
bly, which assumes a significant reservoir of building blocks
exists. More fundamentally, the designs able to be modelled are
limited to those that can be represented on a cubic lattice, and
the lattice nature means that dynamical quantities can only be
estimated indirectly through MC simulations. Finally, although
the geometry of the system is modelled explicitly, the entropy
costs of loop formation can only be correct up to some
constant,118,249 and are unlikely to be very precise given that
they were not explicitly parameterised in this relatively coarse
model. Despite these caveats, the model is sufficiently powerful
to allow us to gain significant insights into the self-assembly
process, as detailed in Section 2.

Finally, another model at a similar level of resolution as that
of ref. 115, but that is off-lattice, has very recently been
proposed.132 Since it can be used in molecular-dynamics
(MD) simulations, it could be used to study kinetics. The model
explicitly accounts for mechanical properties of double-
stranded (ds) DNA.132 It resolves 8-nucleotide domains as beads
and the potential is parameterised with a bottom-up approach,
with the oxDNA model as the higher-resolution model. In
particular, the hybridisation energy in the energy potential
contains a term that is smoothly switched on as a function of
the distance between two domains. This dependence is deter-
mined by calculating free energies from simulations performed
with oxDNA as a function of the distance between the two
domains in question. In addition, the harmonic potentials used
to describe the stretching and bending terms are switchable in
order to capture the different mechanical properties between
ssDNA and dsDNA. However, some potentially important inter-
actions are not included in the model in its current form: the
complementary pairings are programmed in such that no
misbonding is included and there is no term for coaxial
stacking between domains. Nevertheless, the model holds
significant potential to provide insight into the assembly
process and promises to be particularly useful in understand-
ing the unique aspects involved the assembly of 3D designs or
designs with intrinsic mechanical strain.

Because of the inherent challenges in studying the self-
assembly of DNA origami, where we must account for the
folding of a long scaffold strand alongside the strong, specific
bonding of a potentially large number of unique staple
strands,250 there is no single best model that could answer all
pertinent questions about the process. Each of the models we
have discussed here entails different trade-offs between resolu-
tion and computational tractability, and makes different
choices regarding the most relevant features to include and
the assumptions and approximations that are deemed accep-
table. Although each model has its own strengths and weak-
nesses, they complement each other, and by combining a range
of models with different simulation techniques and piecing
together the insights each offers, we can begin to understand
the self-assembly process at an intuitive level.
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4 Conclusions

In this review, we have shown that DNA nanotechnology pro-
vides a rich set of behaviours that we can use to understand
fundamental thermodynamics and kinetics, from designing
assembly pathways to probing phenomena such as nucleation
and growth. On the other hand, we discussed how a full
understanding of the underlying physics is important from
an applications perspective, as it furthers our ability to design
target structures that assemble correctly, rapidly and cheaply,
and are as stable (or unstable) as a given application calls for.
We have argued that, even if large systems cannot usually be
simulated at a very fine all-atom resolution, considerable
insight can be gained by coarse-graining and using models
that are best suited for the level of understanding we are trying
to achieve. While ultimately, it is of course experimental
observations that give us the ground truth and inform us of
what is and what is not important, we have outlined some of
the successes of the use of computer simulations and how they
tie in with experimental observations.

We hope that by doing so, we have shown how useful
simulations can be in interpreting and framing experimental
observations, understanding possible self-assembly pathways
at the molecular level, and helping to design pathways to
optimise assembly yields. Using simulations alongside experi-
ments has proved especially productive. In recent years,
encouragingly, most simulation codes have been made avail-
able alongside the papers in which they were introduced, which
can democratise access to them and enable everyone to play
with and test various models. One must bear in mind, however,
that simulations ought not to be used as a ‘black box’ without a
clear understanding of how they work and what their limita-
tions are likely to be: it is very easy to be misled by a simulation
that may look persuasive at first glance but that may not be
modelling the right physics for the problem at hand.

Furthermore, although toy systems can often give us a great
amount of insight, there are important caveats when general-
ising any broad principles that simulations using them appear
to reveal. For example, although simulations on small two-
dimensional DNA-origami systems indicate that staple strands
bond fully once the first domain bonds with the scaffold,114,115

in an experimental study of a larger 3D-lattice-based system
with more domains per staple than those considered in the
simulation studies, there is evidence that this observation does
not hold in such systems.116 This is not an indictment of
simulations: it is after all obvious that the conclusion must
depend on the design of the system, since in the limit of a
staple with many domains, there is a considerably larger
entropic cost to bonding the entire staple strand than in their
smaller analogues. Instead, the result underlines on the one
hand the need for further simulation studies to gain a deeper
understanding of ever more complex experimental results, and,
on the other, the need to exercise caution when generalising
results from simpler systems to larger designs.

Here, we have focused entirely on DNA-based self-assembly,
but we have not considered the material properties of the target

structures in any great detail. It is worth bearing in mind again
that coarse-grained models cannot be used to study problems
they were not designed for, and it is important to be aware of
the limits of applicability of any model we may wish to use for a
given application. Specifically, while we can use very simple
models to investigate the beginnings of a nucleation process,
the same kinds of model are unlikely to be able to estimate, for
example, how flexible a particular section of an assembled
structure is going to be. Whilst we have not discussed this
here, considerable work has been done to understand the
material properties of assembled structures using computer
simulations, and much of it has been reviewed in the recent
work of DeLuca and co-workers.132

Finally, we expect that the use of machine learning may soon
play a greater role in predicting the material properties of DNA
nanostructures and aid in their design. Already, DNA-origami
shape prediction,251 detection252,253 and optimisation,254 and
the characterisation of their fluctuations255 have been probed
with machine-learning approaches, and one can envisage the
development of machine-learned potentials that can bridge the
gap between different coarse-grained potentials. However,
although training machine-learning models on simulation data
may on the one hand help us to come up with sequence designs
with desired assembly pathways, characterising the self-
assembly process itself will be a rather more challenging
endeavour without recourse to computer simulation. In parti-
cular, as discussed above, self-assembly is a non-equilibrium
process: while machine learning is excellent at providing inter-
polations in well-sampled space, learning from a smaller set of
examples is not its strength. We believe that physics-based
modelling will continue to be crucial in gaining an intuitive
understanding of self-assembly.
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9 M. Tintoré, R. Eritja and C. Fábrega, DNA nanoarchitec-
tures: steps towards biological applications, ChemBioChem,
2014, 15, 1374–1390, DOI: 10.1002/cbic.201402014.

10 P. W. K. Rothemund, Folding DNA to create nanoscale
shapes and patterns, Nature, 2006, 440, 297–302, DOI:
10.1038/nature04586.

11 R. Holliday, A mechanism for gene conversion in fungi,
Genet. Res., 1964, 5, 282–304, DOI: 10.1017/S00166723
00001233.

12 D. Han, S. Pal, J. Nangreave, Z. Deng, Y. Liu and H. Yan,
DNA origami with complex curvatures in three-dimen-
sional space, Science, 2011, 332, 342–346, DOI: 10.1126/
science.1202998.

13 S. M. Douglas, H. Dietz, T. Liedl, B. Hoegberg, F. Graf and
W. M. Shih, Self-assembly of DNA into nanoscale three-
dimensional shapes, Nature, 2009, 459, 414–418, DOI:
10.1038/nature08016.

14 C. E. Castro, F. Kilchherr, D.-N. Kim, E. L. Shiao, T. Wauer,
P. Wortmann, M. Bathe and H. Dietz, A primer to scaf-
folded DNA origami, Nat. Methods, 2011, 8, 221–229, DOI:
10.1038/nmeth.1570.

15 D. Han, S. Pal, Y. Yang, S. Jiang, J. Nangreave, Y. Liu and
H. Yan, DNA gridiron nanostructures based on four-arm
junctions, Science, 2013, 339, 1412–1415, DOI: 10.1126/
science.1232252.

16 E. Benson, A. Mohammed, J. Gardell, S. Masich,
E. Czeizler, P. Orponen and B. Hogberg, DNA rendering
of polyhedral meshes at the nanoscale, Nature, 2015, 523,
441–444, DOI: 10.1038/nature14586.

17 C. E. Castro, H.-J. Su, A. E. Marras, L. Zhou and J. Johnson,
Mechanical design of DNA nanostructures, Nanoscale,
2015, 7, 5913–5921, DOI: 10.1039/c4nr07153k.

18 F. Zhang, S. Jiang, S. Wu, Y. Li, C. Mao, Y. Liu and H. Yan,
Complex wireframe DNA origami nanostructures with
multi-arm junction vertices, Nat. Nanotechnol., 2015, 10,
779–784, DOI: 10.1038/nnano.2015.162.

19 H. Ijäs, S. Nummelin, B. Shen, M. Kostiainen and V. Linko,
Dynamic DNA origami devices: from strand-displacement
reactions to external-stimuli responsive systems, Int. J. Mol.
Sci., 2018, 19, 2114, DOI: 10.3390/ijms19072114.

20 G. Tikhomirov, P. Petersen and L. Qian, Fractal assembly of
micrometre-scale DNA origami arrays with arbitrary patterns,
Nature, 2017, 552, 67–71, DOI: 10.1038/nature24655.

21 K. F. Wagenbauer, C. Sigl and H. Dietz, Gigadalton-scale
shape-programmable DNA assemblies, Nature, 2017, 552,
78–83, DOI: 10.1038/nature24651.

22 M. T. Luu, J. F. Berengut, J. Li, J.-B. Chen, J. K. Daljit
Singh, K. Coffi Dit Glieze, M. Turner, K. Skipper,
S. Meppat, H. Fowler, W. Close, J. P. K. Doye, A. Abbas
and S. F. J. Wickham, Reconfigurable nanomaterials
folded from multicomponent chains of DNA origami
voxels, Sci. Rob., 2024, 9, eadp2309, DOI: 10.1126/
scirobotics.adp2309.

23 D. Han, X. Qi, C. Myhrvold, B. Wang, M. Dai, S. Jiang,
M. Bates, Y. Liu, B. An, F. Zhang, H. Yan and P. Yin, Single-
stranded DNA and RNA origami, Science, 2017, 358,
eaao2648, DOI: 10.1126/science.aao2648.

24 L. Piantanida, J. A. Liddle, W. L. Hughes and J. Majikes, DNA
nanostructure decoration: a how-to tutorial, Nanotechnology,
2024, 35, 273001, DOI: 10.1088/1361-6528/ad2ac5.

25 K. F. Wagenbauer, N. Pham, A. Gottschlich, B. Kick, V.
Kozina, C. Frank, D. Trninic, P. Stömmer, R. Grünmeier,
E. Carlini, C. A. Tsiverioti, S. Kobold, J. J. Funke and
H. Dietz, Programmable multispecific DNA-origami-based
T-cell engagers, Nat. Nanotechnol., 2023, 18, 1319–1326,
DOI: 10.1038/s41565-023-01471-7.

26 J. Gorman, S. M. Hart, T. John, M. A. Castellanos,
D. Harris, M. F. Parsons, J. L. Banal, A. P. Willard, G. S.
Schlau-Cohen and M. Bathe, Sculpting photoproducts with
DNA origami, Chem, 2024, 10, 1553–1575, DOI: 10.1016/
j.chempr.2024.03.007.

27 S. Dey, C. Fan, K. V. Gothelf, J. Li, C. Lin, L. Liu, N. Liu,
M. A. D. Nijenhuis, B. Saccà, F. C. Simmel, H. Yan and
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