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Identification of radical intermediates by means of electron
paramagnetic resonance benefits from theoretical computation
of the EPR parameters such as g-tensor and hyperfine
splitting. Here, we provide a theoretical analysis for twelve
reactive Ru" intermediates catalysing water oxidation, a key
reaction in artificial photosynthesis. Using multireference
methods, we compute g-tensor values and assess the errors
against experimental data. Our calculations reproduce
previously reported experimental trends, which we explain
from a theoretical perspective. Based on our benchmarking
we recommend a robust computational protocol.
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Multiconfigurational electronic structure
calculations explain the role of ligands in
g-tensor anisotropy for Ru'' complexes

Pavel Pokhilko 2 * and Yulia Pushkar (= *
Identification of radical intermediates by means of electron paramagnetic resonance benefits from the
theoretical computation of the EPR parameters such as g-tensor and hyperfine splitting. In this work, we

provide a theoretical analysis for a dozen reactive Ru"

intermediates catalyzing water oxidation, a key
reaction in artificial photosynthesis. Using multireference methods, we compute g-tensor values and
assess the errors against the experimental data. We provide a quantitative analysis of spin—orbit coupling
through spinless triplet natural transition orbitals generalizing the El-Sayed—Kanamori rules. We show
that the main factor determining g-tensor anisotropy is the energy difference between the nearly

degenerate 4d-electronic states localized on the Ru"

ion. Using natural orbitals, we explain the energy
gaps between these states through a ligand-dependent partial charge transfer between Ru and ligands.
We show that the energy gaps are strongly affected by the treatment of the weak electron correlation.
Our calculations reproduce the previously reported experimental trends, which we now explain from a

theoretical perspective. On the basis of our benchmark, we recommend a few modifications of the

rsc.li/pcecp

1 Introduction

Electron paramagnetic resonance (EPR) spectroscopy is a
powerful tool for investigating reaction mechanisms in
solutions,”? on surfaces,>* and in biological systems.>® The
unique sensitivity to a chemical environment of radical centers
allows one to use EPR techniques to fingerprint reactive
transition-metal intermediates in catalytic reactions with 3d
and 4d metals, such as V'V,” Mn"™,%° Mn"",° Fe!l! 1011 eV 10,12,13
C00,14 COII’15 NiI,14,16 CuH;17 MOV,18,19 Nva,2°’21 RhI,ZZ and
Rh™.**?* provided by EPR, the g-tensors and hyperfine cou-
plings enable characterisation and determination of such
species in complicated catalytic cycles.>

The rich chemistry of ruthenium complexes is of interest in
several fields, ranging from the development of electrolumines-
cence devices®® to anticancer drugs.”” Ruthenium catalysts are
used for olefin metathesis,*® hydrogenation of polar bonds,>®
and N,*° and C-H bond activation.*'*> Water oxidation (WO) is
another complex reaction facilitated by ruthenium catalysts,
which is the focus of mechanistic studies in our group. Since
the publication of the first binuclear ruthenium water oxidation
catalyst (WOC),** many mono and binuclear catalysts have been
reported.>*® The water oxidation half-reaction involves a
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commonly used computational protocols.

transfer of 4 electrons and 4 protons. While there are two main
proposed mechanisms®’—water nucleophilic attack and radi-
cal coupling—for many compounds, the mechanistic details
are often unclear. Although EPR spectroscopy can detect
unstable radical species formed during the catalytic cycle, the
correspondence between the specific signal and the specific
intermediate is not always straightforward due to the potential
presence of multiple species. Predictive quantum chemical
calculations can give valuable insights into the electronic
structure of such species and their reactivity controlled by the
chemical structure of ligands,*®™*° provide estimates of their
EPR parameters, and help in the assignments of the EPR
signals to specific intermediates.

The majority of previous computational works on ruthe-
nium WOC were focused on mechanistic investigations using
density functional theory (DFT) and multiconfigurational
methods.*** A few papers have investigated Ru™ EPR para-
meters computationally and theoretically, but only for a few
specific compounds.*>*~>° The nearly degenerate d-orbitals on
the Ru™ center lead to the nearly degenerate electronic
states®*° (Fig. 1), described by d® configurations. In this work,
we systematically study Ru™ complexes (Fig. 2), which were
previously examined experimentally in our and other groups
(Table 1). We theoretically assess the role of ligands in the
experimental observables. We describe the electronic structure
of these species using complete active space self-consistent
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Fig. 1 Nearly degenerate orbitals and leading determinants (in the green
boxes) of the nearly degenerate electronic states common for all the
considered d®> complexes.
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Fig. 2 Ru"' complexes studied in this work. The color code is as follows:
cyan is for Ru, deep blue is for N, red is for O, gray is for C, green is for Cl,
and white is for H.

field (CASSCF) and N-electron valence perturbation theory of
the second order (NEVPT2), evaluate and characterize relevant
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electronic states, and compute g-tensors. We provide insights
into the origin of these electronic states, their energy separa-
tion, the origin of spin-orbit couplings, and the role of electron
correlation from several types of natural orbital analyses and
quantification of electronic screening. In particular, we show
that the larger the partial charge transfer between Ru and
ligands is, the larger is the energy separation between the
lowest states. The g-tensor anisotropy is inversely proportional
to the energy gaps of the interacting electronic states, which are
influenced by the charge transfer. We reproduced several
experimental trends in g-factors and explained their origins.
We investigated the influence of different factors (geometry,
solvent, and electron correlation treatment) on the g-tensor
estimates and recommend modifications of commonly used
computational protocols. We also provide computational evi-
dence which further reinforces the previous assignments of

hypothetical Ru™ intermediates with modified ligands.

2 Theory

Interaction of a paramagnetic system with the external mag-
netic field is often described by a phenomenological spin
Hamiltonian:

HS = ,UBSgE, (1)

where S is the spin vector, B is the magnetic field, and g is the g-
matrix. The principal components of the g-matrix, which are
accessible from the EPR experiments, are commonly known as
g-tensor.

The phenomenological definition in eqn (1), however, does
not provide an explanation of the origin of the g-tensor.
Because the g-tensor is defined phenomenologically, it is an
effective quantity. Despite the simplicity of its definition, the
g-tensor has contributions from many theoretical terms that are
folded in its effective description. These terms may have
different relevance for compounds of different nature, explain-
ing why there are many different theoretical approaches for the
g-tensor evaluation varying in the treatment of electron correla-
tion, relativistic effects, and even the formal definitions of the
g-tensor,”” which have been topics of several reviews and book
chapters.*® ®* A common viewpoint, which is also applicable in
our case, is that the g-tensor can be seen as a property of a
relativistic Kramers doublet pair within degenerate perturba-
tion theory. There are multiple classes of approaches to calcu-
lation of g-tensors and relativistic properties in general:

e State-interaction approaches®*”°

e Quasi-degenerate perturbation theory

¢ Response and sum-over-states formalisms

e Variational relativistic approaches’®”®

e Non-collinear generalized Hartree-Fock and Kohn-Sham
approaches reconstructing the g-tensor from several
solutions’®8%81

60,71-73

73-77

Each of these strategies has pros and cons. For example,
variational relativistic approaches can treat very heavy elements
but are very computationally expensive to be useful for large
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Table 1 Compilation of the experimental studies with the g-tensor
measurements for all the compounds studied in this work

Specie Ref.

[RuT(bpy)(cpy)CIP* m ,

[Ru"(bpy)(tpy)OH] This work, see Section 3.1 and
opy)(tpy) P the Acknowledgments section

[Ru"!(bpy)(tpy)H,OT*" 41

[RuH%prgEtO¢pyﬂ{ﬁ)£: 40

trans{Ru "(bpy)(HO)[ 42

CZS'[}}IU (bp}’)Z(Hzo)zl+ 42

[Ru__(bpy),(bpy-NO)” 43

[Ru"(tpy)(pic), KO} 44

[Ru"'(EtO-tpy)(pic),H,O i* 44 )

[RuiE(EtO-tpy)(p@c)ZOH] N Hypothetical assignmentz:

[Ru ([EtOH—It(py)()[Eg)ioocl)-]q+ Hypothetical assignment™

trans-[Ru"" (tpy)(Qc)H,! 46

RuliI pic),(dpp-NO)J** Hypothetical assignment®**”

39,47

[Ru_(
[Ru"(pic),(dpp-NO,NO)]** Hypothetical assignment

molecules. The response and sum-over-states approaches,
treating spin-orbit interaction only at the first perturbative
order, can be accurate for light elements but yield larger errors
when the spin-orbit interaction is larger than the energy gap
between electronic states (the perturbative assumption is bro-
ken). The approaches using non-collinear SCF solutions rely on
the accessibility of these solutions and assume their relatively
simple structure, which may not be valid in complicated cases.
The state-interaction approaches and quasi-degenerate pertur-
bation theory (which are conceptually equivalent for the per-
turbative order that we use but different in higher orders) are
applicable to the cases of both strong and weak spin-orbit
interaction. Their main drawback is in the necessity of conver-
ging with respect to the number of interacting states (or the size
of the effective Hamiltonian). We show that such a convergence
is relatively quick for the considered Ru™ compounds, which
allowed us to make meaningful comparisons of computed
g-factors with the experimental data.

In this work, we capitalize on recent developments®* factor-
izing terms in the strongly contracted quasi-degenerate
NEVPT2%>®* that made it applicable to large molecules. Our
conclusions, however, should be valid for a number of other
correlated methods and comparisons across such methods can
be envisioned in the future studies. For example, the target
configurations in Fig. 2 can be treated with ionization potential
equation-of-motion coupled-cluster methods® very well, but
their computational cost is too high for complexes of this size.

3 Results

3.1 Experimental results

X-band EPR measurements were performed on an EMX X-band
spectrometer equipped with an X-band CW microwave bridge
(Bruker, Billerica, MA, USA). During EPR measurements, the
sample temperature was maintained at 20 K using a closed-
cycle cryostat (ColdEdge Technologies, Allentown, PA, USA).
Spectrometer conditions were as follows: microwave frequency
9.47 GHz; field modulation amplitude 25 G at 100 kHz, and
microwave power 31.7 mW.

This journal is © the Owner Societies 2025
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The bulk electrolysis was conducted in a 3-compart-
ment electrochemical cell for the 4 mL of the 0.5 mM
[Ru"(tpy)(bpy)(H,O)]** solution in the sodium phosphate buffer
(0.1 M NaPi, pH 7) at the potential ~+0.57 V vs. Ag/AgCl for a
few hours. For EPR studies of electrolysis samples, samples
were prepared by mixing 200 pL of the electrolyzed solution
with 20 pL of trifluoroethanol (~10% final concentration)
serving the function of glass forming agent to avoid ice crystal-
lite formation and prevent the EPR broadening by dipole-
dipole interaction. The final solution was quickly transferred
into the EPR tube where it was frozen within 30 seconds in
liquid N,. The experiment was repeated 3 times and the same
EPR spectrum was observed in all experiments. We show the
plot with the EPR spectrum in Fig. S1 in the SI.

3.2 Computational details

3.2.1 Active space. We executed CASSCF calculations using
the following setup. First, we converged restricted Hartree-Fock
calculations for the reduced Ru™ complexes, which gave reliable
initial orbitals. Then we used the atomic valence active space
(AVAS) procedure®® to construct initial active spaces containing
4d Ru orbitals for Ru™ and removed one electron from it, which
generated the initial active spaces for the target Ru™ com-
plexes. For all the considered complexes, this procedure led to
the active spaces with 7 orbitals and 9 electrons, which we
denote as CAS(9e,70). We tested larger active spaces based on
AVAS from the 4d Ru orbitals and py, p,, or p, components on N
and Cl (or O) from ligands directly coordinated with Ru. We
considered only the p components pointing toward Ru. The
additionally captured orbitals in the large active space contrib-
uted only to the weak electron correlation (the occupation
numbers are bigger than 1.98). Such occupation numbers
deteriorate CASSCF convergence and may also lead to an
imbalanced treatment of the dynamic correlation. Therefore,
we conducted all the calculations reported here with
CAS(9e,70), which is sufficient for capturing local g-tensor
physics qualitatively, as shown in the sections below. To con-
verge the CASSCF iterations, we used the perturbative super-CI
approach®” for calculations performed with Orca 6.0.1%® and
the co-iterative augmented Hessian method®>® for calcula-
tions performed with PySCF."**

3.2.2 Geometries. In our preliminary calculations, we
observed a substantial dependence of g-tensors on the used
geometry. We investigated it further and considered three types
of optimized geometries. First, we used the previously reported
B3LYP/DGDZVP/6-31G* geometries with explicit water from
ref. 41 for [Ru™(bpy)(tpy)X]® ™*.2H,0 for X = H,O and OH .
We optimized the case X = ClI” in the same way with
the same basis sets”*®> using Gaussian 09,°° solely for
comparison purposes. The MO06-L geometries of cis- and
trans-[Ru™(bpy),(H,0),]** were taken from ref. 42.

Second, using the geomopt module of PySCF®' and
PyBerny”” as an optimizer, we optimized the geometries of
the lowest doublet state of the complexes without inclusion
of the explicit water using SA-CASSCF(9e,70)°® averaged over
three nearly-degenerate doublet states with the cc-pVTZ basis

Phys. Chem. Chem. Phys., 2025, 27, 22937-22953 | 22939
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set’>'% on light atoms (H, C, O, N, CI) and def2-TZVPP basis
set'®"'%2 on Ru with the corresponding effective core potential
(ECP). We used the resolution-of-identity (RI) approximation
with cc-pVTZ-jkfit'*® and def2-TZVPP-jkfit'** auxiliary basis sets
to reduce memory footprint and speed up large calculations. To
accelerate the CASSCF geometry optimization, we locally mod-
ified the source code and replaced the conjugate gradient linear
solver (scipy.sparse.linalg.cg) for the orbital response equations
with the LGMRES solver'>'%® (scipy.sparse.linalg.lgmres) and
expanded the Krylov subspace using vectors from the previous
geometries. This approach, on average, reduced the number of
iterations from about 50 (which did not always converge) to
about 3.

Third, to optimize positions of water molecules in the
selected clusters, we froze the SA-CASSCF geometry of the
complex, placed water molecules forming hydrogen bonds with
X ligands, and optimized water positions with r*SCAN
functional’®” and cc-pVTZ basis set again within the RIJK
approximation (with cc-pVTZ-jkfit auxiliary basis) using Orca
6.0.1.%% This scheme allowed us to optimize the positions of
water molecules efficiently in just very few iterations.

The Cartesian coordinates of all the used geometries are
listed in the SI.

3.2.3 Single-point g-tensor calculations. The single-point
SA-CASSCF(9¢,70) and strongly contracted Van Vleck QD-
NEVPT2%*%* calculations were performed with Orca 6.0.1 using
spin-free exact two-component (SFX2C) formalism (incorpo-
rated variationally)'*®'®® and with cc-pVTZ basis on O, N, Cl,
C, cc-pVDZ on H, and ANO-RCC-VTZP"'® on Ru. We used two
types of state averaging: over the three lowest doublet states
and over the lowest three doublets and two quartets. We used
the RI approximation with cc-pVTZ-jkfit auxiliary basis set on
light atoms and with an automatically generated auxiliary basis
set on Ru with the AutoAux procedure.'’* The core electrons
were frozen using the default treatment in Orca 6.0.1. The spin-
orbit interaction was treated by means of X2C-RI-SOMF(1X)

View Article Online
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112,113 where the relativistic Coulomb term was

approximation,
evaluated with RI, with quasidegenerate perturbation theory
(which is equivalent in this order to the state interaction
approach). The relativistic picture-change effects were included
in the spin-orbit calculation.

3.2.4 Analysis. We wrote scripts generating natural orbitals
and triplet spinless natural transition orbitals"'* from the SA-
CASSCF using the PySCF code base. Then we prepared orbitals
using the Molden printer from PySCF, plotted orbitals in
Gabedit 2.5.1'"> with an isovalue of 0.050, and rendered orbi-
tals with POV-Ray 3.7.0.''°

3.3 Numerical results

3.3.1 Geometries. DFT methods have known limitations
when applied to strongly correlated systems, such as a qualita-
tively incorrect description of strong electron correlation, a
presence of multiple solutions, and spin contamination. The
charge and spin delocalization errors can lead to an incorrect
description even for weakly correlated systems and reactions,
including reaction products,'” reaction intermediates,"*® and
solvation clusters.''® Given that the electronic states are nearly
degenerate and that the pseudo-Jahn-Teller effect is likely to
occur, we optimized the geometries of all the considered
compounds with SA-CASSCF and compared them with the
DFT geometries.

The structures optimized with SA-CASSCF are often
symmetric with the following point groups: Cs for
[Ru™(bpy)(tpy)X]* ™, D, for trans[Ru™(bpy),(H,0),]**, C, for
cis[Ru™(bpy),(H,0),]*" and [Ru™(pic),(dpp-NO,NO)**. The
reported DFT optimized structures slightly deviate from the
symmetric geometries. We compare the selected bond lengths
for the considered species in Tables 2 and 3 and deposit the
Cartesian coordinates of the optimized structures in A in the
zip archive in the SI.

3.3.2 Excitation energies. For the further analysis, we eval-
uated excitation energies between nearly degenerate electronic

Table 2 Bond lengths (A) in [Ru"(bpy)(tpy)ClI2*, [Ru"(bpy)(tpy) OHI?*, and [Ru"(bpy)(tpy)H-O1*

Cl DFT“ CASSCF OH™ DFT¢ CASSCF H,0 DFT* CASSCF
Ru-Cl 2.394 2.341 Ru-O 1.947 1.921 Ru-O 2.085 2.224
Ru-N1 (tpy) 2.127 2.132 Ru-N1 (tpy) 2.139 2.144 Ru-N1 (tpy) 2.123 2.127
Ru-N2 (tpy) 2.042 2.030 Ru-N2 (tpy) 2.024 2.035 Ru-N2 (tpy) 2.040 2.044
Ru-N3 (tpy) 2.127 2.132 Ru-N3 (tpy) 2.139 2.144 Ru-N3 (tpy) 2.127 2.127
Ru-N4 (bpy) 2.113 2.161 Ru-N4 (bpy) 2.164 2.205 Ru-N4 (bpy) 2.097 2.082
Ru-N5 (bpy) 2.140 2.165 Ru-N5 (bpy) 2.131 2.147 Ru-N5 (bpy) 2.131 2.120

¢ From the structure with the explicit water present.

Table 3 Bond lengths (A) in cis-, trans-[Ru"(bpy)-(H>0),1%*, and [Ru"(tpy)(pic),H,O1**

cis DFT CASSCF trans DFT CASSCF [Ru"(tpy)(pic),H,O*" CASSCF
Ru-01 2.176 2.178 Ru-01 2.081 2.080 Ru-O 2.246
Ru-02 2.201 2.178 Ru-02 2.081 2.080 Ru-N1 (tpy) 1.993
Ru-N1 2.095 2.122 Ru-N1 2.110 2.146 Ru-N2 (tpy) 2.122
Ru-N2 2.027 2.063 Ru-N2 2.122 2.154 Ru-N3 (tpy) 2.116
Ru-N3 2.031 2.063 Ru-N3 2.110 2.146 Ru-N4 (pic) 2.146
Ru-N4 2.094 2.122 Ru-N4 2.123 2.154 Ru-N5 (pic) 2.168
22940 | Phys. Chem. Chem. Phys., 2025, 27, 22937-22953 This journal is © the Owner Societies 2025
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Table 4 SA-CASSCF(9e,70), diagonal NEVPT2, and QD-NEVPT2 excitation energies, cm™ (eV), evaluated at the lowest doublet state geometry
optimized with SA-CASSCF(9e,70). The state averaging is performed over the lowest 3 doublets. The QD-NEVPT2 effective Hamiltonian is constructed

from 3 doublets

SA-CASSCF NEVPT2 QD-NEVPT2
[Ru™(bpy)(tpy)CI]** 1486 (0.184) 1799 (0.223) 1809 (0.224)
3374 (0.418) 4129 (0.512) 4149 (0.514)
[Ru™(bpy)(tpy)OH]** 2920 (0.362) 4535 (0.562) 4542 (0.563)
6039 (0.749) 7750 (0.961) 7763 (0.963)
[Ru™(bpy)(tpy)H,O** 1894 (0.235) 2077 (0.258) 2078 (0.258)
2313 (0.287) 2200 (0.273) 2202 (0.273)
[Ru™(bpy)(EtO-tpy)H,O** 1367 (0.169) 1234 (0.153) 1235 (0.153)
2402 (0.298) 2262 (0.280) 2265 (0.281)
trans-[Ru™(bpy),(H,0),]** 3479 (0.431) 4483 (0.556) 4325 (0.536)
3560 (0.441) 4492 (0.557) 4650 (0.577)
cis-[Ru™(bpy),(H,0),]** 2790 (0.346) 3226 (0.400) 3243 (0.402)
3542 (0.439) 3914 (0.485) 3946 (0.489)
[Ru"(bpy),(bpy-NO)]** 1872 (0.232) 2531 (0.314) 2540 (0.315)
2911 (0.361) 3663 (0.454) 3677 (0.456)
[Ru"(tpy)(pic),H,0]** 1495 (0.185) 1688 (0.209) 1686 (0.209)
2307 (0.286) 2407 (0.298) 2410 (0.299)
[Ru™(EtO-tpy)(pic),H,O** 739 (0.092) 1086 (0.135) 1086 (0.135)
2180 (0.270) 2553 (0.317) 2554 (0.317)
[Ru™(EtO-tpy)(pic),OH]** 2649 (0.328) 4285 (0.531) 4287 (0.531)
4727 (0.586) 6652 (0.825) 6653 (0.825)
[Ru™(EtO-tpy)(pic),OOH** 2850 (0.353) 4225 (0.524) 4235 (0.525)
3218 (0.399) 4676 (0.580) 4681 (0.580)
trans{Ru™(tpy)(Qc)H,O* 2434 (0.302) 3501 (0.434) 3500 (0.434)
3559 (0.441) 5128 (0.636) 5136 (0.637)
[Ru™(pic),(dpp-NO)J** 2089 (0.259) 3127 (0.388) 3126 (0.388)
3655 (0.453) 4626 (0.574) 4637 (0.575)
[Ru™(pic),(dpp-NO,NO)** 4745 (0.588) 6442 (0.799) 6453 (0.800)
5252 (0.651) 6515 (0.808) 6521 (0.808)

states for all the considered species at their optimized SA-
CASSCF structures (Table 4). The excitation energies are sensi-
tive to the correlation treatment. The excitation energies found
from CASSCF and QD-NEVPT?2 differ by 0.1-0.3 eV, which are
within typical errors for excitation energies. However, since the
states are nearly degenerate, the relative changes in excitation
energies can be as large as 1.5 times. For most systems, the
inclusion of dynamic correlation increases the excitation energies,
which is likely due to electronic screening (see also Section 4.1). The
only systems for which the excitation energies slightly decrease are
[Ru™(bpy)(tpy)H,O]*" and [Ru™(bpy)(EtO-tpy)H,O". The changes
in excitation energies have a significant influence on the g-tensor
estimates (Table 5), which we analyze in Section 4.3. We continue
the discussion about excitation energies, their origins, and trends
in Section 4.1.

3.3.3 g-tensor calculations. In the spin-orbit-diabatic
representation, the g-tensor is expressed through the state
interaction with a number of interacting excited states or

This journal is © the Owner Societies 2025

through the effective Hamiltonians of increasing dimensions.
It is important to test the convergence of the g-tensor with
respect to the number of excited states. Tables S4-S6 in the SI
show the convergence of the g-tensor for [Ru™(bpy)(tpy)CI]**.
While the excited states are much higher in energy, both
excited doublet and quartet states contribute to the g-tensor
estimates. We noticed that 20 doublet and 8 quartet states
included in the evaluation of the g-tensors are sufficient to
converge the estimates with respect to the number of the
excited states. We incorporated this treatment for all the
systems we report here except [Ru"(bpy)(tpy)OH]**, for which
we had to reduce the size of the effective Hamiltonian to 10
doublets and 2 quartets due to negative denominators (pseudo-
intruder states) in NEVPT2.

In previous studies using CASSCF and post-CASSCF meth-
ods for g-tensor evaluation, different orbitals were used, such as
state-specific orbitals,"*® and state-averaging over several or
large number of electronic states.®>”® In our case, however,

Phys. Chem. Chem. Phys., 2025, 27, 22937-22953 | 22941
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Table 5 Theoretical g-tensor components at the SA-CASSCF structures and experimental estimates. In all the cases, we used 20 doublet and 8 quartet
states to evaluate components of the g-tensors from the effective Hamiltonians. The references of the experimental estimates are listed in Table 1

Averaging over 3d2q

Averaging over 3d

CASSCF NEVPT2 QD-NEVPT2 CASSCF NEVPT2 QD-NEVPT2 Exp
[Ru™(bpy)(tpy)CI]** 1.074 1.290 1.316 1.237 1.439 1.449 1.66
2.286 2.287 2.271 2.193 2.202 2.214 2.25
3.318 3.202 3.151 3.204 3.100 3.075 2.79
[Ru™(bpy)(tpy)OH]** 1.718 1.826 1.827 1.769° 1.881° 1.878° 1.84
2.227 2.228 2.243 2.216 2.213 2.229 2.18
2.798 2.575 2.528 2.727 2.496 2.492 2.50
[Ru™(bpy)(tpy)H,O*" 1.007 1.025 1.051 1.241 1.264 1.154 1.66
2.700 2.722 2.683 2.489 2.565 2.632 2.40
3.037 3.002 2.968 2.973 2.896 2.974 2.60
[Ru™(bpy)(EtO-tpy)H,O]** 0.945 0.804 0.852 1.020 0.902 1.058 1.53
2.413 2.336 2.362 2.262 2.223 2.413 2.33
3.291 3.387 3.278 3.232 3.286 3.206 2.78
trans-[Ru™(bpy),(H,0),]** 1.537 1.655 1.667 1.555 1.700 1.703 1.88
2.532 2.542 2.528 2.587 2.513 2.505 2.27
2.877 2.672 2.638 2.832 2.652 2.646 2.38
cis-[Ru™(bpy),(H,0),]* 1.356 1.490 1.505 1.607 1.659 1.651 1.75
2.539 2.522 2.503 2.434 2.429 2.425 2.40
3.026 2.908 2.860 2.815 2.710 2.720 2.55
[Ru™(bpy),(bpy-NO)J** 1.177 1.408 1.443 1.054 1.376 1.408 1.74
2.381 2.382 2.340 2.374 2.386 2.345 2.22
3.105 2.947 2.898 3.166 2.971 2.924 2.64
[Ru™(tpy)(pic),H,O]** 0.238 0.391 0.451 0.751 0.896 1.080 1.55
2.405 2.536 2.496 2.445 2.498 2.497
3.234 3.134 3.085 2.977 2.916 2.880 2.49
[Ru™(EtO-tpy)(pic),H,O** 0.487 0.748 0.619 0.286 0.736 0.589
2.312 2.375 2.156 2.172 2.373 2.148 2.3
3.267 3.219 3.309 3.317 3.198 3.302 2.62
[Ru"(EtO-tpy)(pic),OH]** 1.818 1.856 1.882 1.634 1.851 1.858
2.237 2.191 2.164 2.318 2.277 2.283
2.528 2.449 2.311 2.913 2.600 2.542
[Ru™(EtO-tpy)(pic),OOH]** 1.641 1.782 1.780 1.533 1.779 1.777
2.474 2.409 2.430 2.530 2.412 2.431
2.781 2.617 2.538 2.826 2.606 2.540
trans-[Ru™(tpy)(Qc)H,O** 1.584 1.739 1.750 1.477 1.732 1.736 1.64
2.378 2.339 2.325 2.413 2.342 2.362 2.21
2.835 2.669 2.632 2.949 2.728 2.656 2.72
[Ru™(pic),(dpp-NO)J** 1.317 1.563 1.582 1.261 1.573 1.580 1.86
2.153 2.234 2.208 2.163 2.219 2.196 2.16
3.204 2.909 2.871 3.194 2.874 2.853 2.39
[Ru™(pic),(dpp-NO,NO)** 1.793 1.864 1.864 1.778 1.867 1.865 1.92
2.265 2.224 2.196 2.276 2.227 2.202 2.16
2.542 2.405 2.398 2.575 2.404 2.399 2.23

“ Due to negative denominators, a reduced size of the effective Hamiltonian was used.

the contributing states have a different significance. The three
lowest doublet states have the biggest impact on the g-tensor
components. Performing state averaging over a larger number
of states may deteriorate the quality of these lowest doublet
states and the g-tensor estimates. To test it, we report estimates
obtained with two different state averaging schemes: over three
doublets and two quartets and only over three doublets, which

22942 | Phys. Chem. Chem. Phys., 2025, 27, 22937-22953

we show in Table 5 at the SA-CASSCF geometries. We represent
the same results graphically in Fig. 3.

Since the g-tensor measurements are performed in solutions
of these species, one may expect some influence of the solvent
as well as different geometric distortions. We tested the sensi-
tivity of the g-tensor estimates on the geometries and the
presence of explicit water molecules in Tables S7-S9 in the SI,
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Fig. 3 Correlation between the experimental measurements and QD-NEVPT2 estimates (from SA-CASSCF(9e,70) averaged over 3 doublets, SA-
CASSCF geometry in vacuum). All the estimates are taken from Table 5. The black solid line is the least-squared fit (excluding the hypothetical
intermediates). The optimal parameters of the fit and the coefficient of determination (R?) are shown on the graph. The dashed line represents the ideal
agreement between theory and experimental measurements. The dotted lines denote the ideal agreement £0.1, which is the approximated experimental

uncertainty.

showing the computed g-tensors with CASSCF, NEVPT2
(CASSCF with NEVPT2 diagonal energies), and QD-NEVPT2.
We discuss the observed trends in Section 4.3.

4 Analysis and discussion
4.1 Structure of relevant electronic states

Spin-averaged natural orbitals (SA-NOs, also simply called
natural orbitals), defined as eigenvectors of the spin-averaged
density matrix of the individual electronic state (y,, + 744), are a
convenient way to gain insights into magnetic interactions in
molecules®*™*?* and solids.'** Spin-averaged natural orbitals
(Fig. 4 and Fig. S2 and S3 in the SI) reveal the origin of the near-
degeneracy of the doublet states. For every species, shapes and
occupations of bonding and antibonding SA-NOs are very
similar for every nearly-degenerate doublet state. The only
difference is in the location of the natural orbitals occupied
by an unpaired electron, corresponding to different non-
bonding d-orbitals almost fully localized on Ru. These non-
bonding orbitals almost do not mix with the orbitals from the
ligands, which explains why these orbitals are nearly degener-
ate and why the corresponding many-electron wave functions
are also nearly degenerate.

The similarities and differences of SA-NOs between different
species provide insights into the role of ligands. For example,
anionic ligands X = CI” and OH™ produce natural orbitals of
similar shapes and occupancies, meaning that the structure of
electron correlation in these species is also similar. However,
the difference comes from the small but noticeable mixing of p-
orbitals on X with the non-bonding d-orbitals on Ru. For OH,
this mixing is different for different non-bonding d-orbitals,
which is sufficient to noticeably change the energies of the
corresponding doublet states. This explains why the excitation

This journal is © the Owner Societies 2025

energies of [Ru"(bpy)(tpy)OH]*" in Table 4 are much higher
than the excitation energies of [Ru™(bpy)(tpy)CI]*".

The structure of SA-NOs for [Ru"(bpy)(tpy)H,0]*" is slightly
different from [Ru™(bpy)(tpy)OH]** and [Ru™(bpy)(tpy)CI]*".
This is not surprising because of the different charge, the
different Ru-O bond strengths, and the different bond lengths.
In particular, the participation of orbitals from the H,O ligand
is very small even for nearly unoccupied and nearly doubly
occupied active-space orbitals. The amount of mixing of the
H,0 orbitals with the non-bonding d-orbitals on Ru is compar-
able with CI™, which explains why the excitation energies of
[Ru™(bpy)(tpy)H,O]** are also small.

We show the SA-NOs for cis and trans-[Ru™(bpy),(H,0),]**
in Fig. S4 and S5 in the SI. Similarly to the SA-NOs for
[Ru™(bpy)(tpy)H,OJ**, nearly unoccupied and nearly doubly
occupied orbitals describe mostly correlation along Ru-N
bonds and contain only small contributions from water
ligands. However, the key distinction between these species
lies in the contribution of water ligands to the singly occupied
SA-NO in the ground state and excited state. The singly occu-
pied SA-NO for the t¢rans isomer has the largest contri-
bution from water, followed by the cis isomer, and then by
[Ru™(bpy)(tpy)H,O]*". This series is consistent with the
decrease in excitation energies from the ground state to the
first and the second excited doublet, which is fully consistent
with explanations for other species.

Similarly to [Ru™(bpy)(tpy)H,O]*", the open-shell SA-NOs for
[Ru™(tpy)(pic),H,O*" (Fig. S6) have only small contributions
from ligands. The excitation energies to the first and the second
excited doublet states are also small, which preserves the trend
described above. The ethoxy derivatives, [Ru™(bpy)(EtO-tpy)H,OF"
and [Ru""(EtO-tpy)(pic),H,O]’" (Fig. S7 and S10 in the SI), also
have only small contributions from the water ligand. However,
both ethoxy derivatives have additional contributions from the

Phys. Chem. Chem. Phys., 2025, 27, 22937-22953 | 22943
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Fig. 4 Spin-averaged natural orbitals of individual states found with SA-
CASSCF(9e,70) shown for [Ru"(bpy)(tpy)ClI2*. The occupations of every
natural orbital are shown below the orbitals.

central nitrogen of tpy. The ethoxy derivatives have smaller
excitation energies to the first excited doublet than the
parent compounds. While the exact origin of this change in
excitation energies is unclear, the trends observed in calcula-
tions are consistent with the experimental trends in g-tensors
(Section 4.3).
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[Ru"(bpy).(bpy-NO)I*" and trans[Ru"™(tpy)(Qc)H,O*" (Fig. S11
and S12 in the SI) share many similarities with other systems. The
contribution from the water ligand into the open-shell SA-NOs is
small, but the contribution from the N-oxide and carboxyl oxy-
gen’s p-orbitals is noticeable. The excitation energies to the
first and the second excited doublet states are smaller than in
[Ru™(bpy)(tpy)OH]*". A potential explanation is the smaller local
charge on oxygen reducing its n-donating properties. The SA-NOs
for [Ru™(pic),(dpp-NO)** and [Ru™(pic),(dpp-NO,NO)** are
similar to [Ru"(bpy),(bpy-NO)]**. The excitation energies of
[Ru™(pic),(dpp-NO)J** and [Ru™(bpy),(bpy-NO)J** are close. The
excitation energies of [Ru™(pic),(dpp-NO,NO)** are almost twice
bigger than in [Ru™(pic),(dpp-NO)J*, which can be explained
through the presence of two Ru-O bonds with ligand mixing in
the SA-NOs.

The first excitation energies of [Ru™(bpy)(tpy)OH]*" and
[Ru(EtO-tpy)(pic),OH]*" are close, which is consistent with
very similar shapes of SA-NOs and similar mixtures of oxygen
into SA-NOs. The excitation energies to the second excited
doublet states are somewhat different, which is again consis-
tent with different orientations of the corresponding SA-NOs (in
plane with tpy or perpendicular to it). Different orientations of
SA-NOs are expected because of the different locations of the
hydroxo ligand and the oxygen’s lone pair. The SA-NOs for
[Ru™(EtO-tpy)(pic),OH]*" and [Ru™(EtO-tpy)(pic),OOH]*" are
similar; however, the ordering of the corresponding doublet
states is different—the ground and the first excited doublet
states are swapped. This swapping can be explained through
different pic-Ru-O-X dihedral angles that are responsible for
an orientation of the oxygen’s lone pair that is mixed with the
ruthenium’s d-orbitals. The first excitation energies are close,
but the second excitation energies are quite different.

SA-NOs can explain the role of the dynamic correlation.
The biggest changes in the excitation energies due to the
dynamic correlation captured by NEVPT2 are for the
systems where the oxygen’s p-orbitals are partly mixed with
the open-shell non-bonding orbitals on Ru. In the localized
description, this corresponds to a partial charge transfer
between oxygen and Ru. The phenomenon of such a partial
charge transfer for magnetic states is especially well-known for
superexchange.’>*""*° One of us showed that bubble Feynman
diagrams, describing electronic screening, lead to a renorma-
lization of interactions, stabilize the charge-transfer contribu-
tions, and substantially improve the estimates of the effective
exchange couplings in both molecules and solids,'?**2%127:128
Likely, the same is true for the excitation energies in Ru™-O
complexes. Electronic screening enhances the charge transfer
for the states where it is already present, increasing the
differences in both one- and two-particle density matrices
between different states, hence increasing the energy
differences.

To confirm the origin of spin-orbit coupling, we analyzed
the spinless triplet density matrix introduced by one of us
previously,®®''* which generalizes the concept of natural tran-
sition orbitals">*""*" to arbitrary transitions between multiplets.
The idea lies in the application of the Wigner-Eckart theorem

2+
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to the triplet spin-tensor excitation operators, which are

defined as
Ty = —aptgp, (2)
~1,0 1 + +
qu = ﬁ(apaa‘ﬂ - ap/ia(1/}>7 (3)
Tpy ' = @y, (4)

where a and a' are the annihilation and creation operators,
respectively. By the Wigner-Eckart theorem, the matrix ele-
ments of these spin-tensor operators are proportional to the
Clebsh-Gordan coefficients. The reduced matrix element,
which is exactly the same for states with any spin projections,
is found as

wi = (S| T |18") = (JSM|Ty™|1S'M')/(S'M';1m|SM),

(5)

where S, S’ are the total spins, M, M’ are the spin projections,
and ujy is the reduced spinless triplet transition density matrix.
The singular-value decomposition of uiy gives the spinless
triplet natural transition orbitals, which represent it in a
compact way. As a result, any transition triplet property can
be represented through the corresponding spinless triplet
NTO pairs:

(Js|| 4t |1s") = Ek;AL’,‘u,i‘/ = ;A},;'hqaq, ©)
where A is an arbitrary one-particle triplet operator, o, is the
g-th singular value, and p, and #, are the g-th spinless triplet
NTO pair, and All);hq is the integral over the NTO pairs for the
reduced matrix element. The full set of matrix elements for any
transitions between the components of the multiplets can be
easily recovered through the application of the Wigner-Eckart
theorem.

For all the transitions between the nearly degenerate
doublet states in all the considered compounds, only one
singular value is large (above 1), while the remaining singular
values are by two orders of magnitude smaller. We show
the leading spinless triplet NTO pairs for the transitions in
[Ru™(bpy)(tpy)CI]** and [Ru™(bpy)(tpy)OH]** in Fig. 5. The
shapes of the spinless triplet NTOs are very close to the
corresponding singly occupied SA-NOs. The spin-orbit operator
has a local nature (in the Breit-Pauli form, it has a cubic
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denominator). The transitions are strongly localized on Ru,
which makes the radial part of the spin-orbit integral over the
spinless NTOs large. The strong localization of the NTO pairs
also allows one to consider these transitions through the
approximate local selection rules. The NTO orbitals correspond
to Y, _5, Y5 _1, Y5 ; real solid harmonics in the SI of ref. 114. The
corresponding angular momentum matrix elements for Ly, Ly,
and L, are +i (atomic units), which makes the angular part of
the spin-orbit integral over NTOs large. As a result, the one-
electron spin-orbit coupling matrix elements between the
nearly degenerate doublet states are large. The essentially
one-electron nature of the transitions makes the spin-orbit
mean-field approximation accurate. Finally, the localized one-
electron nature of the transitions justified the local treatment
of the exchange part of the SOMF approximation that we
deployed in our calculations of the g-tensors.

4.2 Geometries

The average deviations of the Ru-ligand bond lengths
between SA-CASSCF and B3LYP (Table 2) are 0.025 A, 0.017 A,
and 0.024 A for [Ru™(bpy)(tpy)CI]**, [Ru™(bpy)(tpy)OH]**, and
[Ru™(bpy)(tpy)H,O]*", respectively. These deviations are com-
parable with the previously reported average deviation of the
Ru-ligand bond lengths between CASSCF and B3LYP for trans-
[RuCl,(NO)(1H-indazole)]~, which is 0.020 A.»*> The biggest
deviations in Table 2 are for the following bonds: Ru-Cl
(0.053 A), Ru-N4 (0.048 and 0.041 A), and Ru-O (0.139 A).
The Ru-Cl bond length from SA-CASSCF (2.341 A) is compar-
able with Ru-Cl bond lengths in [Ru(bpy),Cl,]Cl (2.321 and
2.328 A) found from the crystal structure.”*® This agreement is
not surprising because the active space includes both bonding
and antibonding orbitals along the Ru-Cl bond. Orbitals can
also provide insight into the difference of the geometries
between different methods. The singly occupied SA-NO for
the B3LYP Kohn-Sham determinant (Fig. 6) shows the natural
orbital similar to the SA-CASSCF one, but with a substantial
involvement of CI p-orbitals. The antibonding combination of d
and p-orbitals effectively reduces the bond order resulting in a
bigger bond length. This effect is likely a manifestation of the
charge and spin delocalization error.

The nature of the coordinating ligand determines the
Ru-O bond length. DFT and SA-CASSCF estimates of the Ru-OH
bond lengths are in agreement. They are also close to the
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Fig. 5 Spinless triplet NTOs for [Ru"'(bpy)(tpy)ClI2* and [Ru"(bpy)(tpy)OHI?*. The leading singular values are shown above the arrows.
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Fig. 6 Singly occupied spin-averaged natural orbital of the Kohn—Sham
B3LYP determinant (left) and the SA-CASSCF for the lowest doublet state
(right) for [Ru"(bpy)(tpy)ClI2*.

experimental estimate of the Ru-OC bond length in
[Ru™(N,O)(H,0)](ClO,), of 1.961 A and to the SA-CASSCF estimate
of the Ru-OC bond length in trans{[Ru™(tpy)(Qc)H,O*" of 1.911 A
(Table S2). The DFT and SA-CASSCF estimates of the Ru-OH,
bond length in [Ru™(bpy)(tpy)H,O]>" disagree substantially. The
active space does not include the orbitals describing the
6 Ru-OH, bond; therefore, its CASSCF description may not
include weak electron correlation affecting the length of this
bond. The experimental estimate of the Ru-OH, bond length in
[Ru"(N,0)(H,0)](ClO,), is 2.115 A,"** which is in between the
DFT and SA-CASSCF estimates in Table 2. The Ru-OH, bond
length in trans-[Ru™(tpy)(Qc)H,0]*" found with SA-CASSCF is
2.214 A (Fig. $2), which is close to the Ru-OH, bond length in
[Ru™(bpy)(tpy)H,OJ*" found in the same manner. Ethoxylation
of the tpy ligands does not have a noticeable influence on the
Ru-OH, bond length (Table S1).

The DFT and CASSCF estimates for the Ru-OH, bond
length in cis- and trans[Ru™(bpy),(H,0),]*" agree well.
The experimental estimate of the Ru-O bond length in trans-
[Ru™(bpy),(H,0)(OH)](Cl0,), is 2.007 A,*** which is expected to
be in between Ru-OH and Ru-OH, bond lengths due to its
hydrogen-bonded crystal structure. Because of that, theoretical
estimates also agree with this experimental estimate. Table 3
shows that the Ru-OH, bond lengths differ substantially
between the isomers. The cis isomer has noticeably longer
bonds, which is probably due to the repulsion between the
lone pairs of H,O.

The Ru-N bond lengths depend strongly on the nature of the
ligands containing N. The Ru-N bond with the central N from
tpy is rather short, ranging between 1.961 and 2.044 A for all the
compounds (SA-CASSCF). The Ru-N bond with the terminal N
from tpy is longer, ranging between 2.116 and 2.158 A (SA-
CASSCF). The estimates obtained with B3LYP and SA-CASSCF
for the Ru-N bonds with the tpy ligand agree well in all the
cases. The likely reason behind the longer bonds with the
terminal nitrogens is in the steric strain of the conjugated
aromatic rings. Ethoxylation of the tpy shortens the Ru-N bond
with the central nitrogen and elongates the bonds with the
terminal nitrogens, which is likely due to the electron density
redistribution in the aromatic rings influenced by the =-
donating ethoxy tail. The Ru-N bonds with the bpy ligands
are more variable, ranging between 2.063 and 2.154 A
(SA-CASSCF). These estimates are within the ranges of the
experimentally determined Ru-N bond lengths for bpy ligands:
2.090 and 2.099 A for trans-{Ru"™(bpy),(H,0)(OH)](ClO,), from
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ref. 135; 2.050 and 2.060 A for [Ru™(bpy),Cl,]CI from ref. 133.
Disagreements in the Ru-N bond lengths between DFT and
SA-CASSCF for bpy are larger than for tpy ligands, but
the trends are preserved. The Ru-N bonds in cis- and trans-
[Ru™(bpy),(H,0),]>" have different lengths. The cis isomer has
shorter Ru-N bond lengths than the ¢rans isomer. This is also
consistent with the experimentally determined structure of cis-
[Ru™(bpy),Cl,]Cl, which also has short Ru-N bonds.

Tables S2 and S3 show the bond lengths between Ru and
ligands for N-oxide compounds. The Ru-O bond lengths are
similar for all three compounds. The Ru-N bond lengths
depend on the nature of ligands. The Ru-N bond lengths in
[Ru™(bpy),(bpy-NO)J** are comparable with the Ru-N bond
lengths for other complexes with bpy ligands. For dpp-NO
and dpp-NO,NO ligands, the Ru-N bond lengths agree with
each other and are close to the Ru-N bond lengths for tpy
ligands. The Ru-N bond lengths for the central nitrogen atoms
are short, while the Ru-N bond lengths of the terminal nitrogen
atoms are long, consistent with the compounds with tpy
ligands. For the pic ligand, the Ru-N bond lengths also agree
with each other and are close to the Ru-N bond lengths for
other complexes with pic ligands.

4.3 Calculations of the g-tensor

The fact that the three lowest doublet states are the main
contributors to the g-tensors is not surprising because of the
near degeneracy, the strong spin-orbit couplings (due to the
local generalized the El-Sayed-Kanamori rules that we investi-
gate in Section 4.1) and because of the large value of the
transition angular momentum.

The estimates are sensitive to the energies used to evaluate
the g-tensor components and change noticeably from CASSCF
to NEVPT2 energies. Going to the full QD-NEVPT2 estimates
introduces smaller changes in the resulting estimates. This is
not surprising since the dynamic correlation has a rather
modest influence on the strong spin-orbit couplings. The
singular values in Fig. 5 are close to the maximum value

possible for single-determinant wave-functions (\/ 3 /2) The

dynamic correlation can partly “wash away” the electron den-
sity from these NTO pairs, slightly reducing the resulting spin-
orbit couplings and the g-tensor anisotropies, which is the case
for most of the reported NEVPT2 and QD-NEVPT2 values.

In most cases, usage of the state averaging over only three
doublet states leads to a better agreement with the experi-
mental estimates, which is not surprising since only 3 lowest
doublet states are the main contributors to the g-tensor aniso-
tropy. This observation is consistent with the benchmarks from
ref. 136, where averaging over a large number of electronic
states also worsened agreement with experiments. The statis-
tical behavior in Fig. 3, such as the coefficient of determination
and the slope of linear regression, are very similar to the
reported NEVPT2 benchmarks for complexes of 3d
elements,"” indicating that the trends are general across
different elements. The authors of ref. 120 explain their obser-
vations through a lack of covalency of the NEVPT2 description
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Fig. 7 The largest component of the g-tensor vs. inverse excitation
energy.

that it inherits from CASSCF. While our reasoning is related to
the lack of covalency, our explanation is different and relies on
the difference between state density matrices of electronic
states. Electronic screening impacts the degree of charge trans-
fer, doing so differently for different electronic states. We
observed similar trends in superexchange-modulated Néel
temperatures in transition-metal oxides,'*® where treatment
of electronic screening changed the slopes of the trends.

The calculated g-tensor values for all the considered com-
pounds can be explained through the excitation energies. Since
the g; component mostly depends only on the first excited
state, we used it to track the dependence on the first excitation
energy in Fig. 7, which shows the dependence of g; on the
inverse excitation energy to the first doublet. The g5 values are
correlated well with the inverse excitation energies. Thus, the
first excitation energy largely determines anisotropy of this
component in these compounds.

The g-tensor values of the considered complexes have a
different sensitivity to the used geometry. For [Ru™(bpy)(tpy)CIJ*",
the estimates disagree more than by 0.2 for the g-tensor compo-
nents evaluated at different geometries. For [Ru™(bpy)(tpy)OH]*",
cis, trans[Ru™(bpy),(H,0),]*', the estimates are rather insensitive
to the used geometries. The biggest disagreements in the
g-tensor components for them is only 0.1. The reason behind
this different behavior is likely due to the different excitation
energies (Table 4). The excitation energy to the first excited
doublet state in [Ru"(bpy)(tpy)CI]*" is just 1809 ecm ' (QD-
NEVPT2). Geometry perturbations can induce changes in exci-
tation energies comparable with the vibrational levels.
Therefore, the position of the doublet state can be affected;
gtensor estimates are affected too because of the large relative
change in the position of the first excited doublet state. For
[Ru"(bpy)(tpy)OH]**, cis, trans-[Ru™(bpy),(H,0),]*", the first
excitation energy is much higher. Hence, the relative changes
in the excitation energies are smaller; therefore, the g-tensors
estimates are less sensitive to the used geometry.

We tested the dependence of the g-tensor estimates on the
presence of explicit water molecules. For [Ru(bpy)(tpy)OH]*",
the water molecules introduce almost no influence on the

This journal is © the Owner Societies 2025
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estimates, which is expected due to insensitivity to small
perturbation of excitation energies. For [Ru™(bpy)(tpy)CI]*",
the water molecules change the g-tensor components by 0.1-0.2.
This change is not surprising since the relative changes
in the low excitation energy are noticeable even for small
perturbations.

We observe the highest errors in g-tensor components for
the cases with high anisotropy, which typically involve only a
water ligand and organic ligands with donating nitrogen atoms.
This is expected, since for such cases ligand orbitals do not mix
substantially with the non-bonding orbitals on Ru. As a result,
the non-bonding orbitals are nearly atomic and very close in
energies. Therefore, the doublet electronic states are also close
in energies. Due to a low excitation energy, the relative error in
the g-tensor components is large. This observation is consistent
with previous work.>® This error can come from a variety of
sources: an imperfect geometry (CASSCF does not include a
sufficiently weak electron correlation to describe Ru bonds),
solvation effects, and even vibronic effects, which can be
substantial since the electronic excitation energies are compar-
able with the vibrational excitation energies. Nonetheless, the
trends are reproduced. For example, ethoxylation of tpy
increases the g-tensor anisotropy, which we now confirm the-
oretically. The cis isomer of [Ru"(bpy),(H,0),]*" is more aniso-
tropic than the trans isomer, which we also observe in
calculations (however, interpretation of the experimental refer-
ence data requires caution because these compounds are
acidic™” and can lose H" if the pH is not low enough).

The errors of the g-tensor estimates for [Ru™(bpy),(bpy-NO)J**
are relatively large, which may be due to a potential influence of
the aromatic system on the local charge on O. The estimates for
the hypothetical [Ru™(pic),(dpp-NO)]** intermediate have errors
similar to [Ru™(bpy),(bpy-NO)J**". The errors for the hypothetical
[Ru™(pic),(dpp-NO,NO)** intermediate are relatively small mak-
ing this assignment plausible.

The first excitation energies in [Ru™(EtO-tpy)(pic),OH]*" and
[Ru™(EtO-tpy)(pic),OOH]*" are close. Together with the simi-
larity of the orbital shapes, these observations explain why the
computed gz components are almost identical for these com-
pounds. However, g; and g, are noticeably different, which one
can use to distinguish these intermediates experimentally.

5 Conclusions

We presented detailed electronic structure benchmarks for
Ru™ complexes. We showed that in all the considered species,
the three nearly degenerate doublet states are responsible for
g-tensor anisotropies of these species. We showed that the origin
of these doublets lies in the distribution of a hole over 3 non-
bonding 4d orbitals on Ru, which we investigated using spin-
averaged natural orbitals and spinless triplet natural transition
orbitals. A partial mixing of the orbitals from ligands increases
the energy difference between the electronic states. We viewed
the role of dynamic correlation through the electronic screen-
ing and rationalized it from the partial weights of the ligand
orbitals in the singly occupied natural orbitals.
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Based on the insights from the electronic structure, we con-
structed a computational protocol that allowed us to investigate
the influence of different factors on the g-tensor estimates. We
found that the errors in the SA-CASSCF geometries for Ru™
species are comparable with the previously reported errors for Ru"
complexes.'*> We also attributed some of the possible errors in
DFT geometries through charge delocalization errors.

We computed g-tensors for a variety of species and showed
that using state averaging over only 3 nearly degenerate doub-
lets produces better estimates. This is not surprising since
these 3 doublets are the most important states determining
the g-tensor. We showed that depending on the excitation
energies, the g-tensors have different sensitivities to factors,
such as geometries and solvation. The lower the excitation
energy is, the bigger its relative change is with respect to such
a perturbation. As a result, the changes in the g-tensor compo-
nents also become large for the species with low excitation
energies. Species with high excitation energies are insensitive
to such perturbations. For these species, theoretical estimates
of the g-tensors can even reach the experimental accuracy. We
apply the analysis and the observed trends and provide com-
putational evidence toward the previous assignment of
the hypothetical intermediates [Ru™(pic),(dpp-NO)]*" and
[Ru™(pic),(dpp-NO,NO)*". Finally, we provide theoretical insight
that allows one to distinguish [Ru"(EtO-tpy)(pic),OH]** and
[Ru™(EtO-tpy)(pic),OOH]*" experimentally.
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