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Performance of semiempirical DFT methods
for the supramolecular assembly of
Janus-face cyclohexanes

Bruno A. Piscelli, ab Tiger Swithenbank-Michel, b Rodrigo A. Cormanich, a

David O’Hagan b and Michael Bühl *b

A series of GFN-xTB methods were benchmarked against high-level DFT and ab initio thermodynamic data

for a set of conformational equilibria and driving forces for the formation of non-covalent complexes

involving the Janus-face fluorocyclohexanes based on the all-syn-C6FnR12�n motif (n = 3, 5, 6). When used

alone, GFN methods showed moderate performance, with mean absolute errors (MAEs) from the high-level

benchmarks of approximately 2.5 kcal mol�1 for conformational equilibria and B5.0 kcal mol�1 for

molecular complexes. However, applying DFT-level single-point energy corrections on GFN-optimised

geometries significantly improved the accuracy, reducing MAEs to B0.2 and B1.0 kcal mol�1 for the same

systems. This hybrid approach achieves DFT-D3-level accuracy while maintaining a low computational cost,

offering up to a 50-fold reduction in computational time. As such, it provides a new cost-efficient and

accurate tool for the computational modeling of Janus-face systems. An illustrative application to a flexible

system, C6F5H6O2C(CH2)3NHCOC6H2(OR)3, is reported (R = alkyl), highlighting the relative stabilities of

folded and extended forms and their supramolecular assembly into helical stacks.

Introduction

Because fluorine forms very strong covalent bonds with carbon
(B105 kcal mol�1, on average), the development of new orga-
nofluorine materials is flourishing as they are chemically stable
through wide temperature ranges and resist interactions with
hydrocarbons and water.1–5 These per- and polyfluoroalkyl
substances, commonly referred to as PFAS, exhibit high ther-
mal stability and surface repellent properties, both arising from
the strength and low reactivity of C–F bonds, making them
ubiquitous in the manufacture of modern electronics, textiles,
and the development of paints and coatings.6–11

However, as a class, PFAS are non-biodegradable and are
often referred to as ‘forever chemicals’ due to their long half-
lives.12–16 They are also highly resistant to metabolic degrada-
tion, often breaking down into other stable PFAS rather than
innocuous products.17,18 As a result, their widespread use has
raised concerns due to their high persistence in the
environment,19–21 propelling the search for new classes of
organo-fluorine motifs as an alternative to the existing PFAS.
In recent years, selectively fluorinated all-syn cyclohexanes with

all of the fluorine atoms on one face of the cyclohexane ring
have emerged as extraordinarily polar aliphatics, with all-syn-
1,2,3,4,5,6-hexafluorocyclohexane 1 (Fig. 1(A)), first prepared by
O’Hagan et al., being a prominent representative of this new
class of compounds.22 In this molecule, three C–F bonds are co-
aligned in an axial orientation. This results in a large dipole
moment (calculated at 6.2 D), which polarizes the molecule.
Also, the strong electron-withdrawing nature of the fluorine
atoms polarizes the hydrogens, rendering them highly electro-
positive and leading to an unprecedented electrostatic profile
for an aliphatic molecule, with cyclohexane 1 exhibiting a
negatively charged fluorine face and a positively charged hydro-
gen face, as illustrated in Fig. 1. These aspects result in high
thermal stability with decomposition, rather than melting,
occurring above 200 1C.

Santschi and Gilmour aptly coined the term ‘Janus Face’
cyclohexanes to describe this dual characteristic, referencing
the Roman god Janus, known for his two opposing faces.23 This
unique Janus characteristic induces highly organized supramo-
lecular assembly around this motif, with molecular stacking of
such Janus rings enabled by intermolecular interactions of the
fluorine faces with hydrogen faces.24–26

Despite their unique properties and potential applicability,
to our knowledge only one report, by Pavan and Delius et al. in
2021, has used the Janus characteristic of these cyclohexanes to
induce and control dynamic supramolecular assembly.27 In our
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opinion, a computational method able to deal with the large
systems used in supramolecular applications (in the order of
thousands of atoms), while maintaining a good compromise
between computational time and accuracy, would help facil-
itate the use of these fluorinated rings in supramolecular
chemistry. Therefore, we propose a set of systems divided into

4 groups (Fig. 1) to assess the accuracy of cheap semiempirical
DFT variants, specifically tight-binding GFN1-xTB and GFN2-
xTB methods28,29 as well as xTB’s universal forcefield GFN-FF30

on predicting: (1) conformational preferences; (2) non-covalent
assemblies; and (3) ion complexation thermodynamics. The
low computational cost and large applicability of the xTB

Fig. 1 (A) The parent hexafluorocyclohexane, (B)–(E) Systems proposed for benchmarking xTB methods.
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methods make them good options for this case. Finally, the
molecules used by Pavan and Delius et al.27 are used as a proof
of concept for a ‘real’ supramolecular application of these
methods (Group 4).

Experimental
Computational details

Calculations at the force-field level (GFN-FF)30 and semi-
empirical tight-binding methods (GFN128 and GFN229)
were performed using xTB 6.0.2 software.31 Density functional
theory (DFT) calculations employed the widely used B3LYP
functional32 with Ahlrichs’ triple-z def2-TZVP basis set33

(def2-TZVPD for anionic species34) and Grimme’s empirical
dispersion correction D335 with the original damping. This
approach, referred to here as DFT-D3, was chosen due to its
popularity and strong performance in previous studies on
Janus-face cyclohexane systems.24–26 For non-covalent com-
plexes, the effect of Counterpoise (CP) corrections for basis
set superposition error (BSSE) was assessed, using a 2-fragment
scheme for dimers and a 3-fragment scheme for trimeric
structures. When included, this correction is indicated by the
superscript ‘‘CP’’ (i.e., DFT-D3CP). DFT calculations were carried
out using Gaussian 16 Rev C.01 software.36 Geometry optimisa-
tion in both xTB and Gaussian software was carried out using
internal coordinates and the default thresholds for convergence
criteria. Additionally, the impact of computing single-point
electronic energies at a higher level than the geometry optimi-
sation was examined. This is denoted as ‘‘method1//method2,’’
where method2 corresponds to the geometry optimisation and
thermodynamic correction (obtained from frequency calcula-
tions within the perfect gas, rigid-rotor, and harmonic oscilla-
tor approximations) calculations, while method1 refers to the
higher-level single-point energy calculation. Relative energies
are discussed in terms of Gibbs free energy differences (DG)
evaluated at 298.15 K. Unless otherwise specified, reference
values are taken from previously reported DFT or ab initio
calculations.

For the conformational analysis of compound 10, a confor-
mational search was carried out using the iterative-static meta-
dynamics algorithm as implemented in the CREST 2.11.2
software package.37,38 The GFN-FF, GFN1, and GFN2 methods
were employed both for the conformational sampling and
subsequent reoptimisation steps. Preliminary calculations
revealed that the majority of conformational flexibility in 10
arose from the large alkyl chains appended to the aromatic
core. Consequently, most of the conformers identified during
the sampling process reflected variations in the orientation of
these chains, with minimal changes to the central scaffold.
Given that the primary objective was to assess the geometry of
the molecular core, the long alkyl substituents were truncated
and replaced with methyl groups (100, R = Me in Fig. 1). Under
these conditions, each xTB method yielded approximately 1000
conformers. These structures were then ranked using a princi-
pal component analysis (PCA) and k-means approach, also
implemented in CREST, to identify the 100 most representative

conformers per method. The 4 conformers qualitatively resem-
bling the relevant structures I–IV of 10 determined through
well-tempered metadynamics calculations, as reported by
Pavan and Delius et al.,27 were selected by visual inspection
and subsequently reoptimised at the corresponding theoretical
level. Finally, harmonic frequency calculations were performed
at the xTB levels to obtain the relative Gibbs free energies for
each conformer.

Results and discussion
Group 1: conformational equilibria

The first group of molecules includes the conformational pairs
of molecules 2, 3, and 4 (Fig. 1(B)), which were selected to
represent increasing complexity. Compound 2 is an all-syn
1,3,5-fluorocyclohexane, where conformer 2a places all fluorine
atoms in equatorial positions, while in 2b, they adopt axial
positions, resulting in destabilizing Fax–Fax electrostatic inter-
actions, resulting in a preference for the 2a conformer. The
complexity of the system increases in compound 3, an all-syn
1,3,5-triethyl-2,4,6-trifluorocyclohexane, where 3a exhibits
strong Etax–Etax steric clashes, and 3b displays the same Fax–
Fax electrostatic interactions as in 2b. In compound 3, however,
the tri-axial arrangement of the fluorines in 3b is energetically
favoured. Compound 4 is structurally similar to 2 but contains
a carbamate group at position 2 of the ring, syn to the fluorine
atoms, enabling in 4b a Fax–HN hydrogen bond in addition to
Fax–Fax interactions, again resulting in a preference for 4b. We
calculated the Gibbs free energy differences (DG) between each
conformational pair at a variety of theoretical levels, namely
fully optimised at the GFN and DFT-D3 levels, as well as
selected GFN and DFT-D3 single points, to probe how well
the results from full optimisations at the higher level are
approximated through single points on lower-level geometries.
As a benchmark, we use the DLPNO-CCSD(T)/CBS//B3LYP-D3/
def2-TZVP level, which affords relative free energies of DG =
3.53, �9.52, and �2.03 kcal mol�1 for the 2b–2a, 3b–3a and 4b–
4a pairs, respectively (where a negative sign indicates that the
conformer with axial F atoms is favoured, in agreement with
our previous findings to analogous systems25). The results are
summarized graphically in Fig. 2.

Overall, force-field calculations using GFN-FF, which was
originally designed to describe intermolecular (and not intra-
molecular) interactions in supramolecular assemblies and
large molecules,30 do not provide reasonable results compared
to reference DFT calculations, exhibiting a mean absolute error
(MAE) near 3 kcal mol�1 across compounds 2, 3, and 4. The
only exception is the GFN1//GFN-FF composite method, which
achieves an MAE of 0.94 kcal mol�1. Although single-point
energy calculations at the DFT-D3 level (DFT-D3//GFN-FF)
should theoretically yield better results than those at GFN1//
GFN-FF, this is not the case. Additionally, the second-
generation semi-empirical xTB method, GFN2, also exhibits
poor performance, with an MAE of 2.51 kcal mol�1 when
associated with GFN-FF geometry optimisations (GFN2//GFN-
FF). Thus, the relatively good accuracy of the GFN1//GFN-FF
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approach likely arises from error cancellation between the two
methods, rather than true chemical accuracy. Importantly, the
F� � �F contact distances predicted by GFN-FF are consistently
shorter (2b and 4b) or longer (3b) compared to those obtained
with GFN1 and GFN2, which in turn provide very similar
geometries (Fig. S1). This suggests that GFN1 treats F� � �F
contacts in a less distance-dependent manner, such that the
energetic penalties associated with overly short or long contacts
in GFN-FF geometries are mitigated when single-point energies
are evaluated at the GFN1 level. In contrast, for the DFT-D3//
GFN-FF and GFN2//GFN-FF composite methods, the computed
energies appear to be more sensitive to the precise F� � �F
distances. Since the fluorine atomic charges predicted by
GFN-FF and GFN1 are generally similar, the observed error
cancellation most likely originates from the dispersive contri-
bution included in GFN1 rather than from electrostatics. More-
over, the poor performance of the GFN1//GFN-FF method for
the conformational equilibrium of 3 suggests that this
approach may not adequately capture the steric destabilization
associated with hydrophobic alkyl–alkyl contacts and may be
sensitive to the system studied, highlighted by the relatively
high standard deviation across the series.

In contrast, the GFN1 and GFN2 methods were bench-
marked on largely the same test sets for conformational equili-
bria in their original papers,28,29 and both display strong overall
performance, reflecting their reliable description of intra-
molecular interactions. Moreover, both methods deliver geo-
metries of sufficiently high quality that the corresponding
composite methods, DFT-D3//GFN1 and DFT-D3//GFN2, per-
form remarkably well, with MAEs of 0.37 and 0.20 kcal mol�1,
respectively. Notably, the DFT-D3//GFN2 approach even
matched full DFT-D3 calculations for the studied systems
(MAE = 0.20 kcal mol�1), highlighting that these hybrid strate-
gies are cost-effective options for computing relative Gibbs free
energies of Janus cyclohexane conformational equilibria with-
out compromising chemical accuracy.

Importantly, the methods GFN-FF, GFN2//GFN-FF, DFT-D3//
GFN-FF, and GFN2 failed to correctly predict the preferred

tri-axial conformation in 4b, underscoring significant limita-
tions in their ability to accurately capture conformational
energy differences in this case (see Table S1 for further details).

Group 2: intermolecular non-covalent complexes

The second group of molecules includes the noncovalently
bonded complexes 5–9 (Fig. 1(C)), where we calculated the
Gibbs free energy of association (DG) relative to the separated
(fully optimised) molecular fragments. We used calculations at
DLPNO-CCSD(T)/CBS//B3LYP-D3CP/def2-TZVP and B3LYP-
D3CP/def2-TZVP as reference values (see Fig. 3 for details),
affording target DG values of 4.62, 1.55, �16.53, 8.94 and
�1.86 kcal mol�1 for complexes 5a, 6, 7, 8 and 9, respectively.
Importantly, although complexes 5a, 6, and 8 display positive
Gibbs free energies of association, all complexation processes
are predicted to be exothermic in terms of enthalpy (Table S2).
In these cases, the positive DG values arise from the treatment
of translational degrees of freedom in the gas phase, which
imposes substantial entropic penalties on the reactions invol-
ving a reduction in the number of particles. This well-known
effect can be mitigated by including solvation effects or, more
recently, by performing elevated-pressure gas-phase calcula-
tions that mimic an ideal gas at liquid-like density.39 Still,
because the goal of this study is an internal validation of
methods under the same conditions, none of these corrections
were applied here. Counterpoise corrections played an impor-
tant role in the performance of the tested methods and led to
general improvements in accuracy, thus only CP-corrected DFT-
D3CP calculations are reported (DFT-D3 results are displayed in
the SI).

Molecular complex 5a was chosen to study how the xTB
methods deal with hydrophobic CH–p interactions between
hexafluorocyclohexane 1 and benzene.40 To our great surprise,
electronic energy corrections at DFT-D3CP on GFN structures
continues to perform well compared to the pure DFT-D3CP

calculations in Group 2, in light of their good performance in
Group 1. DFT-D3CP, DFT-D3CP//GFN1 and DFT-D3CP//GFN2

Fig. 2 Absolute (AE) and mean (MAE) errors and standard deviation of
absolute errors (st. dev.) on DG of different computational methods for
compounds 2, 3 and 4 (Group 1), in kcal mol�1. Hashed and solid bars
indicate negative and positive errors, respectively. a Reference theoretical
level: DLPNO-CCSD(T)/CBS//B3LYP-D3/def2-TZVP.

Fig. 3 Absolute (AE) and mean (MAE) errors and standard deviation of
absolute errors (st. dev.) on DG of different computational methods for the
complexation energies of 5a, 6, 7, 8 and 9 (Group 2), in kcal mol�1. Hashed
and solid bars indicate negative and positive errors, respectively. Reference
theoretical levels: aDLPNO-CCSD(T)/CBS//B3LYP-D3/def2-TZVP and
bB3LYP-D3CP/def2-TZVP.
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methods exhibit AEs of 0.05, 0.46 and 0.65 kcal mol�1, respec-
tively, on predicted binding DG’s, a strong performance com-
pared to the high-level wave function reference values (DLPNO-
CCSD(T)/CBS//B3LYP-D3CP/def2-TZVP). Pure xTB methods also
perform well for the binding Gibbs free energy of complex 5a,
especially GFN1, with an AE of 0.06 kcal mol�1, and GFN-FF
and GFN2 maintaining strong performance with AEs of 0.93
and 0.52 kcal mol�1, respectively. However, when the electronic
energy is calculated at the semi-empirical or DFT level over
GFN-FF geometries, the absolute errors progressively move
away from the reference values when we go from GFN1, GFN2
and DFT-D3CP, in all cases with AEs over 1 kcal mol�1.

It is noteworthy that the global minimum conformer for the
1-benzene complex is not C3v-symmetric 5a, but the ‘‘slipped-
sandwich’’ complex 5b instead, which is more stable than 5a by
0.47 kcal mol�1 according to B3LYP-D3/def2-TZVP calculations
in terms of DG, or by 2.30 kcal mol�1 when CP corrections are
applied. This sheds light on an important limitation of the GFN
methods, which may be insensitive to distinct conformers
which are very close in energy and separated by small energy
wells in the potential energy surface (PES). Considering that
geometry optimisations in GFN-FF, GFN1 and GFN2 all led to
the c3v complex, even when the starting structure was an
already DFT pre-optimised slipped sandwich geometry, most
probably the latter is not even an energy minimum on the PES
of the xTB methods. However, considering both interaction
modes are very close in energy, this limitation is not critical in
this case and should not imply major concerns when one
chooses one over another method.

The dimeric arrangement of hexafluorocyclohexane 1,
complex 6, was chosen to assess the ability of the computa-
tional methods to estimate the energy of the strong CFax–HaxC
contacts that are electrostatic in nature and drive supramole-
cular arrangements in Janus-face cyclohexanes. In this case, the
absolute errors of DFT-D3CP, DFT-D3CP//GFN1 and DFT-D3CP//
GFN2 methods are at 0.22, 2.15 and 1.32 kcal mol�1. Pure GFN-
FF and GFN1 calculations exhibit moderate AEs of 2.78 and
1.32 kcal mol�1, respectively, while GFN2 performs exception-
ally better, with an AE of only 0.03 kcal mol�1. Semi-empirical
single-point energy corrections on GFN-FF geometries greatly
improve chemical accuracy in GFN1//GFN-FF to an AE of 1.07
kcal mol�1, best performance of the series, while single-point
energies at DFT-D3CP and GFN2 provide the worst performing
methods among the composite methods with GFN-FF, with
absolute errors higher than 7 kcal mol�1.

Molecular complex 7 is similar to 6, with an additional three
ethyl groups that increase molecular complexity and the con-
formational degrees of freedom of the system. In this case, the
DFT-D3CP results were taken as a reference, and DFT-D3CP

single points on GFN-FF structures yield an absolute error of
2.40 kcal mol�1. The pure GFN methods exhibit varied perfor-
mance, with GFN2 yielding the highest AE of 7.23 kcal mol�1,
whereas GFN1 performs slightly better with an AE of
5.91 mol�1. Hybrid approaches involving DFT-D3CP corrections
on GFN geometries perform considerably better, with
DFT-D3CP//GFN1 and DFT-D3CP//GFN2 achieving AEs of 0.77

and 0.39 kcal mol�1, respectively. Pure GFN-FF calculations
perform considerably worse than GFN2, with an AE of
13.10 kcal mol�1, while composite methods utilizing GFN//GFN-
FF geometries show improvements, both for GFN1//GFN-FF (AE =
4.87 kcal mol�1) and GFN2//GFN-FF (AE = 5.08 kcal mol�1).

In order to study possible cooperativity effects, we studied
the trimeric arrangement of all-syn 1,3,5-trifluorocyclohexane 8,
where fluorine atoms occupy the axial positions of the cyclo-
hexane and engage in strong CFax–HaxC electrostatic interac-
tions, leading to supramolecular assembly. The reference Gibbs
free energy of trimerization is DG = 8.94 kcal mol�1 relative to
three separated monomers 2a at the DLPNO-CCSD(T)/CBS//
B3LYP-D3CP/def2-TZVP level. The results reveal that DFT-D3CP

calculations yield an AE of 4.77 kcal mol�1, while pure GFN
methods exhibit a broad range of performances, with GFN1
yielding an impressive AE of 0.15 kcal mol�1, whereas GFN2
shows a higher error of 5.70 kcal mol�1, indicating worse
agreement with high-level reference calculations. Hybrid
approaches incorporating DFT-D3CP corrections over GFN
structures also demonstrate strong performance, particularly
for DFT-D3CP//GFN1 and DFT-D3CP//GFN2, which achieve AEs
of 1.84 and 2.14 kcal mol�1, respectively. Interestingly, GFN-FF
alone produces a high AE of 6.83 kcal mol�1, while the
composite methods relying on GFN//GFN-FF geometries display
contrasting trends. While GFN1//GFN-FF yields an impressively
low AE of 0.31 kcal mol�1, GFN2//GFN-FF performs consider-
ably worse with an AE of 7.52 kcal mol�1, indicating strong
method-dependent variations. Corrections at the DFT level over
GFN-FF structures result in an AE of 8.04 kcal mol�1 for DFT-
D3CP//GFN-FF, once again suggesting that the great accuracy of
GFN1//GFN-FF is most probably due to the cancellation of
errors between both methods.

The computational methods were further tested against a
more structurally complex system, comprising the dimer of an
all-syn pentafluorinated bis-cyclohexyl compound with a long
alkyl linker (complex 9). In this case, in addition to the strong
electrostatically-driven CFax–HaxC interactions, hydrophobic
contacts between the alkyl chains may also play a role in
complexation. No conformational analysis was undertaken;
the alkyl chains were constructed in linear all-trans conforma-
tions, mimicking the X-ray diffraction data.24 Due to the
system size, the reference value in this case was taken as
calculations at the B3LYP-D3CP/def2-TZVP theoretical level
(DG = �1.86 kcal mol�1 relative to two separated monomers).
Upon optimisation, noticeable intermolecular contacts formed
between the H atoms of the alkyl chains (with the H� � �H
contact down to 2.395 Å at the DFT-D3CP level, see Fig. S2).
Pure GFN methods exhibit a wide range of errors, with GFN1
yielding a relatively high AE of 4.62 kcal mol�1, whereas GFN2
performs substantially better, achieving an AE of 2.35 kcal
mol�1, close to DFT-D3 accuracy. Hybrid approaches incorpor-
ating DFT-D3CP corrections on GFN geometries display varied
performance. DFT-D3CP//GFN1 and DFT-D3CP//GFN2 yield AEs
of 2.20 and 0.45 kcal mol�1, respectively, reinforcing the strong
performance of GFN2 geometries in this case. GFN-FF alone
exhibits a high AE of 7.05 kcal mol�1, making it one of the least

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

7 
O

ct
ob

er
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/2
0/

20
26

 9
:5

8:
14

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp02879e


This journal is © the Owner Societies 2025 Phys. Chem. Chem. Phys., 2025, 27, 23336–23347 |  23341

reliable methods for this system. However, composite methods
using GFN-FF geometries display interesting trends. GFN1//
GFN-FF results in an AE of 5.83 kcal mol�1, while GFN2//GFN-
FF delivers a remarkably low AE of just 0.32 kcal mol�1. DFT-
D3CP corrections on GFN-FF structures yield a very respectable
AE of 0.13 kcal mol�1.

In general, basis set superposition error corrections proved
to be rather important in systems from Group 2 and consis-
tently improved the results when either incorporated directly in
geometry optimisation at the DFT-D3CP level or even when
incorporated only in single-point energy corrections, as in the
composite approaches with the GFN methods. The only excep-
tion is the binding Gibbs free energy of system 5a, in which
inclusion of CP correction led to a small overestimation (see
Fig. S3 for further details). Pure GFN-FF and GFN2 calculations
were the worst performers for molecules in Group 2, with MAEs
of 5.12 and 2.64 kcal mol�1, respectively. Even though single-
point energy corrections obtained at higher level semi-
empirical or DFT-D3 on GFN-FF geometries improved the
results against the reference values in some cases, the results
are not consistent and appear to arise from random error-
cancellation interactions between the methods and proved to
be very system-dependent. Surprisingly, the best overall per-
forming method was achieved by composite methods based on
GFN2, with an MAE of 0.82 kcal mol�1, virtually the same as full
DFT-D3CP calculations (MAE = 0.84 kcal mol�1). Strong perfor-
mances were obtained by the hybrid approach DFT-D3CP//
GFN1, which rendered a similar MAE (1.24 kcal mol�1).

The results reported herein are consistent with the original
GFN publications. GFN1, which was primarily benchmarked
against noncovalent complexes stabilized by London disper-
sion and classical hydrogen bonding,28 performs worst among
the xTB methods. In contrast, GFN2 incorporates higher multi-
pole electrostatics instead of the monopole-based treatment
in GFN1,29 a feature that is particularly relevant for the

electrostatically driven packing of Janus-face cyclohexanes,
and consequently shows improved performance in the
present set. As for GFN-FF, although noncovalent interactions
are treated at the force-field level, its incorporation of flexible
atomic charges and tailored lone-pair potentials is expected to
bring its performance closer to that of the semiempirical GFN1
method,30 an outcome that is indeed observed for the Group 2
systems. Nevertheless, none of the xTB methods were parame-
trized for the assembly of highly polarized aliphatic systems
such as Janus cyclohexanes. Yet, their reasonable performance
in this context underscores their practical usefulness.

The varying accuracies of GFN methods in predicting the
binding Gibbs free energies of Group 2 non-covalent complexes
prompted us to evaluate the quality of their corresponding
geometries in comparison to those obtained with DFT-D3
and DFT-D3CP. As shown in Fig. 4(a), the CP correction has
little effect on the predicted inter-ring distances, with both
DFT-D3 and DFT-D3CP yielding similar equilibrium geometries.
Notably, GFN-FF consistently predicts significantly shorter
inter-ring contacts, whereas GFN1 and GFN2 geometries tend
to be slightly shorter and longer, respectively, compared to
DFT-D3CP across all systems studied. The PES of the inter-ring
distance in dimer 6 (Fig. 4(b)) reveals that the GFN-FF equili-
brium geometry corresponds to a much shorter contact and lies
in a repulsive region of the DFT-D3CP PES, approximately
4 kcal mol�1 above the minimum. Consequently, applying
higher-level single-point energy corrections to GFN-FF geome-
tries does not consistently enhance accuracy and appears to be
system-dependent, as it depends on how far the GFN-FF
geometry is from the equilibrium geometry at other methods.
It is worth noting that GFN-FF geometries most closely resem-
ble those from GFN1, and thus GFN1//GFN-FF consistently
outperforms other GFN-FF-based combinations. In contrast,
GFN1 and GFN2 geometries, though distinct from DFT results,
lie within a shallow region near the PES minimum (within

Fig. 4 (A) Distance between centres of mass of endocyclic carbon atoms on interacting cyclohexane units in the equilibrium geometries of systems 5a,
6, 7, 8 and 9, expressed in angströms (Å). In systems 8 and 9, where there are two pairs of interacting cyclohexanes, both distances are displayed as 8 and
80, and 9 and 90. (B) Relaxed PES, at B3LYP-D3CP/def2-TZVP, for the inter-ring distance in dimer 6, scanned from 4.10 to 5.30 Å in increments of 0.05 Å,
highlighting the equilibrium distance obtained using different computational methods. In all cases, the inter-ring distance is defined as the separation
between the centers of mass of the endocyclic carbon atoms in each cyclohexane ring.
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0.5 kcal mol�1). Therefore, single-point energy corrections at
higher level DFT-D3 and DFT-D3CP over GFN1 and GFN2
geometries generally improve the chemical accuracy of these
composite methods.

Group 3: complexation of ions

Group 3 consists of more strongly bound systems, where the
hexafluorocyclohexane 1 interacts with atomic (Li+, Na+, Mg2+,
F� and Cl�) or molecular (NH4

+, BF4
� and SO4

2�) ions. These
are already difficult systems and are among the worst perfor-
mances of the GFN methods reported in their original
papers.28–30 However, on top of that, the Janus-face cyclohexane
1 represents a one-of-a-kind compound, in the sense that its
physical–chemical properties are not found in any similar class
of compounds. Therefore, considering that the GFN calcula-
tions rely on a set of parametrizations derived from large
benchmark datasets, it is expected that pure GFN calculations
furnish poor electronic energies and thermodynamic para-
meters for the complexes of 1 with ions. In fact, calculations
for molecules of Group 3 using the GFN-FF, GFN1 and GFN2
methods, as well as using the GFN1//GFN-FF and GFN2//GFN-
FF composite approaches, rendered binding Gibbs free ener-
gies that were either strongly over- or underestimated com-
pared to the reference values previously published in the
literature (target DG values are in the range between �62.86
and �20.00, and between �150.68 and �21.80 kcal mol�1 for
complexes with anions and cations, respectively, see the SI for
further details). DFT-D3//GFN-FF and DFT-D3CP//GFN-FF also
exhibited high absolute deviations compared to the other
methods, most probably due to poor complex geometries
predicted by the force-field, similarly to what was observed in
Group 2. Thus, their results were omitted in the discussion and
appended to the SI.

Thus, only results at DFT-D3, DFT-D3CP and their correc-
tions to GFN1 and GFN2 geometries will be discussed in the
main text. To account for the higher polarizability of anionic
species, the def2-TZVPD basis set (with additional diffuse
functions) was used on anions during DFT calculations.

The 1-Li+ complex, dominated by localized electrostatics,
shows a moderate absolute error of 3.31 kcal mol�1

with the pure DFT-D3CP method. Among the composite
approaches, DFT-D3CP//GFN2 stands out with a similar AE of
4.15 kcal mol�1. DFT-D3CP//GFN1 performs slightly worse
(5.80 kcal mol�1). In all cases, neglecting BSSE affords slightly
lower MAEs (compare DFT-D3 and DFT-D3CP bars in Fig. 5).

The 1-Na+ complex, involving a larger monovalent ion with
more diffuse interactions, shows a poor baseline performance with
DFT-D3CP (7.46 kcal mol�1). Composite approaches using GFN
geometries yield AEs of 11.72 kcal mol�1 and 13.17 kcal mol�1

(DFT-D3CP//GFN1 and DFT-D3CP//GFN2, respectively).
The 1-Mg2+ complex, featuring a highly polarizing divalent

ion, challenges all methods. DFT-D3 and DFT-D3CP remain the
most reliable, with AEs of 1.80 and 2.90 kcal mol�1, respec-
tively. Note, however, that the binding Gibbs free energy
of this complex is the strongest of all, with a target DG of
�150.68 kcal mol�1. All composite methods overshoot the

target significantly, affording AEs of 11.72 kcal mol�1 and
13.17 kcal mol�1 at DFT-D3CP//GFN1 and DFT-D3CP//GFN2,
respectively.

For the 1-NH4
+ complex, likely governed by directional

hydrogen bonding mediated by the F atoms of 1 and electro-
statics, the results are generally more favourable. Standard
DFT-D3 and DFT-D3CP calculations produce AEs of 1.07 and
0.84 kcal mol�1, respectively. DFT-D3CP//GFN1 and DFT-D3CP//
GFN2 deliver excellent AEs of 1.22 kcal mol�1 and
0.27 kcal mol�1, respectively. The presence of N–H� � �F hydro-
gen bonds likely aligns 1-NH4

+ more closely with systems in the
training set used during the development of the xTB methods,
enhancing the accuracy of force-field and semiempirical geo-
metries and contributing to the strong overall performance of
GFN approaches in this case.

As for the anionic complexes, 1-F�, a small and highly basic
anion, DFT-D3 yields a significantly absolute deviation of
9.61 kcal mol�1, which remains virtually the same at
9.83 kcal mol�1 upon application of the CP correction. Unex-
pectedly, CP corrections have a strong worsening effect on GFN-
based calculations for this system, where the hybrid methods,
DFT-D3CP//GFN1 (AE 25.31 kcal mol�1) and DFT-D3CP//GFN2
(AE 24.86 kcal mol�1), show much higher deviations compared
to the one non-corrected for BSSE calculations (12.03 and
11.81 kcal mol�1, respectively).

For the complex of 1 with chloride in 1-Cl�, a larger and less
basic anion compared to fluoride, a moderate deviation profile
is observed. DFT-D3 gives an AE of 2.55 kcal mol�1, increased to
2.74 kcal mol�1 upon CP correction, a slight increase in error in
this case. Among the hybrid methods, DFT-D3//GFN1 and DFT-
D3//GFN2 yield decent results (5.24 and 6.13 kcal mol�1,
respectively), though CP correction leads to AEs of 11.98 and
12.74 kcal mol�1 in DFT-D3CP//GFN1 and DFT-D3CP//GFN2,
respectively, again highlighting an important decrease in accu-
racy upon correction for BSSE.

In complex 1-BF4
�, where 1 interacts with the weakly coor-

dinating anion BF4
� primarily through dispersion and diffuse

Fig. 5 Absolute (AE) and mean (MAE) errors and standard deviation of
absolute errors (st. dev.) on DG of different computational methods for the
complexation of 1 with Li+, Na+, Mg2+, NH4

+, F�, Cl�, BF4
� and SO4

2�, in
kcal mol�1. Hashed and solid bars indicate negative and positive errors,
respectively. aReference theoretical level: DLPNO-CCSD(T)/CBS//B3LYP-
D3CP/def2-TZVP.
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electrostatics, standard DFT-D3 provides a reliable AE of
0.01 kcal mol�1, while DFT-D3CP brings it slightly up to
0.44 kcal mol�1. Hybrid methods vary widely: DFT-D3//GFN2
delivers an exceptionally low AE of 0.57 kcal mol�1, which
unexpectedly increases to 3.78 kcal mol�1 after CP correction.
A similar trend occurs with GFN1 geometries (from 2.70 to
6.05 kcal mol�1 upon CP correction), maintaining good accuracy.

Lastly, the 1-SO4
2� complex features a highly charged,

polarizable anion with multiple oxygen atoms capable of form-
ing non-conventional hydrogen bonds with the polarized C–Hax

bonds of the Janus cyclohexane. DFT-D3 and DFT-D3CP show
moderate deviations (4.29 and 4.85 kcal mol�1, respectively),
with the CP correction marginally decreasing accuracy. Hybrid
methods yield mixed results: DFT-D3//GFN1 produces a higher
AE (7.86 kcal mol�1), but CP correction increases the error to
18.76 kcal mol�1. Similarly, GFN2-based methods jump from
14.34 to 24.57 kcal mol�1 with CP, revealing an unexpected and
substantial error increase.

Among the various approaches, full DFT calculations remain
the most reliable and consistent approach for the more chal-
lenging Group 3 ionic complexes, yielding mean absolute errors
of 3.60 kcal mol�1 with DFT-D3 and 4.05 kcal mol�1 with DFT-
D3CP with low standard deviations (3.41–3.46 kcal mol�1).
However, the use of GFN1 geometries in hybrid protocols
delivers a cost-effective alternative to pure DFT calculations
and renders results in relatively good agreement with the
reference values, with MAEs of 6.62 kcal mol�1 for DFT-D3//
GFN1 (st. dev. of 4.13) and 11.25 kcal mol�1 for DFT-D3CP//
GFN1 (st. dev. of 7.66)—closely approaching DFT-level accuracy
at a significantly reduced computational cost. In contrast,
geometries obtained from GFN2 exhibit greater variability and
tend to perform worse than those from GFN1, with corres-
ponding MAEs of 8.30 kcal mol�1 (DFT-D3//GFN2) and 12.69
kcal mol�1 (DFT-D3CP//GFN2).

In terms of methodological performance, the application of
counterpoise correction proved beneficial for pure DFT-D3
calculations for 1-NH4

+, but consistently led to higher AEs on
other systems and on hybrid approaches based on GFN geo-
metries, which prompted us to investigate how the contact
distances between the ions and cyclohexane 1 vary across
equilibrium geometries obtained at different theoretical levels.
Notably, contact distances between 1 and the molecular anions
BF4

� and SO4
2� calculated at the GFN1 level are significantly

shorter than those from DFT-optimised geometries, and
slightly shorter than those predicted by GFN2 (Fig. 6). In these
cases, the overly close ion–cyclohexane proximity predicted by
the GFN methods amplifies the effect of the CP correction,
resulting in an apparent overcorrection. This reflects an error-
cancellation phenomenon, where the uncorrected values for-
tuitously agree better with the reference. Nevertheless, because
BSSE systematically decreases with increasing basis set size, it
is expected that larger basis sets in the single-point calculations
would mitigate this behaviour and make CP corrections con-
sistently beneficial.

It is worth noting that GFN1 incorporates the third genera-
tion of Grimme’s empirical dispersion correction (D3),28,35

whereas GFN2 employs the more advanced D4 correction.29,41

Consequently, for molecular anions—where dispersion inter-
actions are expected to play a more significant role in determin-
ing complex geometries and energetics—GFN2 generally offers
comparable or improved performance over GFN1 due to its
more refined treatment of dispersive contributions. Conversely,
for cationic species, the trend reverses: GFN1 geometries are in
better agreement with the DFT results than GFN2, even though
contact distances are still shorter than those predicted by DFT,
indicating that D4 dispersive corrections may overestimate
binding contacts to more localized charged species.

GFN-FF geometries, on the other hand, show substantial
deviations from DFT geometries. They predict contact distances
up to B1.25 Å shorter, in cases such as the Li+ complex, and up
to B0.70 Å longer, as seen with the hard anion F�. While GFN-
FF also includes a modified version of the D4 dispersion
correction,30,41 these discrepancies reflect the intrinsic limita-
tions of force-field approaches, in which atomic ions are
modeled as point charges. As a result, electrostatic interactions
are often exaggerated, and stereoelectronic effects are poorly
handled through parametrization that is highly system depen-
dent. Therefore, for charged complexes, GFN-FF geometries are
generally of poor quality, and applying single-point energy
corrections at higher theoretical levels is insufficient to yield
reliable results (see the SI for further details).

The impact of the optimiser on the resulting geometries was
also evaluated. For this purpose, Gaussian16’s Berny algorithm
was used to optimise all Group 3 systems using the GFN-FF,
GFN1, and GFN2 methods. As shown in Fig. S5, the ion–
cyclohexane distances remained largely unchanged regardless
of whether the optimisations were performed in Gaussian16 or
with the xTB optimiser, indicating that the differences dis-
cussed above arise from the methods themselves, while the
choice of optimisation algorithm has only a minimal impact on
the geometry of these systems.

Fig. 6 Distance between the centres of mass of endocyclic carbon atoms
from cyclohexane 1 and the ions in the equilibrium geometries of systems
1-Li+, 1-Na+, 1-Mg2+, 1-NH4

+, 1-F�, 1-BF4
� and 1-SO4

2�, expressed in
angströms (Å). For the molecular ions, the distance to the central atom was
considered.
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Group 4: supramolecular chemistry—case study

To evaluate the performance of GFN methods on systems with
increased structural complexity, we revisited compound 10, a
molecular platform proposed by Pavan and Delius et al.,27

inspired by the large molecular dipole of all-cis-1,2,3,4,5,6-
hexafluorocyclohexane 1. Molecule 10 presents significant con-
formational complexity, and four representative confor-
mers—10-I, 10-II, 10-III, and 10-IV—were previously identified
by the authors through a combination of experiment (NMR and
DLS) and well-tempered metadynamics simulations at the
GAFF level. Previously reported computational results show
that conformers 10-I, 10-II, and 10-IV lie within B1.2 and
B2.6 kcal mol�1 from the global minimum 10-III and are
considered ‘‘dormant’’ due to the inaccessibility of the Janus
cyclohexane core, which is blocked by different types of inter-
actions: N–H� � �F hydrogen bonding in 10-I, hydrophobic inter-
actions with long alkyl chains stabilized by CQO� � �H–N
hydrogen bonds in 10-II, and p-stacking interactions in 10-IV.
In contrast, the open-state conformer 10-III is promoted upon
the addition of well-defined seed molecules, enabling the
stacking of Janus cyclohexanes and triggering kinetically con-
trolled supramolecular aggregation.

Our first objective was to assess whether the GFN methods
could reliably identify these four conformers of the core struc-
ture of 10 through unbiased conformational sampling. To this
end, we performed conformational searches using the workflow
detailed in the Materials and Methods section with GFN-FF,
GFN1, and GFN2. To enhance sampling of the conformational
space around the core, the long alkyl chains appended to the
aromatic ring were substituted with methyl groups. The methyl-
capped systems are referred to hereafter as 100. As shown in
Fig. 8(A), representatives of all four conformers were qualita-
tively reproduced across the three theoretical levels, with the
exception of conformer 10-IV at the GFN-FF level, which pre-
dicted a non-conventional C–F� � �p interaction rather than the
experimentally observed C–H� � �p interaction. The selected con-
formers taken forward for further analysis are shown in
Fig. 8(A).

For a more quantitative assessment, we fully optimised the
selected conformers obtained at each level and subsequently re-
optimised them using DFT-D3 (including frequency calcula-
tions). We then compared both the relative DG and structural
parameters, namely the root-mean-square deviation (RMSD) of
heavy atoms, between the GFN-derived and DFT-D3-optimised
structures (Fig. 8(B)). In contrast to the behavior observed for
Group 1, where single-point DFT-D3 corrections over GFN
geometries improved DG predictions, such corrections in the
case of 10 consistently increased the absolute deviations from
the DFT-D3 reference. GFN-FF performed worst among the xTB
methods, with a mean absolute error (MAE) of 4.74 kcal mol�1

and the highest RMSD values across nearly all conformers,
averaging 0.74 Å. This structural inaccuracy carried over into
composite methods involving GFN-FF, which yielded even
larger MAEs: 11.46 and 7.60 kcal mol�1 for GFN2//GFN-FF
and DFT-D3//GFN-FF, respectively. GFN1//GFN-FF was a nota-
ble exception, with a reduced MAE of 3.16 kcal mol�1.

On the other hand, GFN1 emerged as the most accurate
among the xTB methods, with an MAE of only 0.61 kcal mol�1

and an average RMSD of 0.42 Å, indicating good agree-
ment with DFT-D3 geometries. Surprisingly, the composite
method DFT-D3//GFN1 performed worse, with an MAE of
3.56 kcal mol�1. GFN2, despite yielding geometries in close
agreement with DFT-D3 (average RMSD of 0.41 Å), exhibited
a higher MAE of 1.53 kcal mol�1. Again, DFT-D3 single-
point corrections worsened the results, raising the MAE to
3.63 kcal mol�1 for DFT-D3//GFN2.

In addition to the AE analysis, we evaluated whether the
tested methods could correctly identify conformer 100-IV as the
global minimum, as reported for conformer 10-IV in the work
of Pavan and Delius et al.27 Another key aspect is the relative
stability of all conformers, which was previously reported to lie
within approximately 2.6 kcal mol�1 of the global minimum,
with 10-I and 10-II being nearly isoenergetic at around
1.2 kcal mol�1 (Fig. 7). However, these relative Gibbs free
energies were obtained for the full system 10 (not the truncated
100) and at the GAFF force field level, which may not accurately
capture the energetics of this system.42 Therefore, the discus-
sion here focuses on the general trends in relative conforma-
tional stability. As shown in Fig. 9, GFN-FF correctly predicts
100-IV as the most stable conformer. However, it severely over-
estimates the energy of the ‘‘open-state’’ 100-III, placing it
B25 kcal mol�1 above the minimum, while 100-I and 100-II
are predicted to be comparably stable, lying within
1.5 kcal mol�1 of the global minimum. When higher-level
single-point energies are computed over GFN-FF geometries,
the energetic ordering changes: 100-IV is no longer the global
minimum, providing evidence that the C–F� � �p interactions
predicted by GFN-FF are not as stabilizing at the semi-
empirical or DFT-D3 levels. Instead, 100-I becomes the most
stable conformer in GFN1//GFN-FF, while the ‘‘open-state’’
100-III is the lowest in both GFN2//GFN-FF and DFT-D3//GFN-
FF, indicating the poor quality of GFN-FF geometries for this
system. GFN1 offers improved predictions, placing 100-IV as the
global minimum and locating 100-I and 100-II at 2.8 and
2.3 kcal mol�1, respectively. In this case, 100-III is the least
stable at 7.0 kcal mol�1. DFT-D3 single-point calculations over
GFN1 geometries (DFT-D3//GFN1) preserve the general ener-
getic trends but increase the relative energy differences.
GFN2 nearly reproduces the DFT-D3//GFN1 results, while

Fig. 7 Representative conformers of 10 and their relative DGs found by
Pavan and Delius et al.27
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DFT-D3//GFN2 slightly increases the energy gaps further and
inverts the order of 100-I and 100-II.

Pavan and Delius et al.27 also reported the supramolecular
arrangement of polymeric 10, which forms a double-stranded,
non-covalently bound complex stabilized by electrostatic attrac-
tion between the opposing faces of the Janus cyclohexanes
(Fig. 8(C)). As a final stress test, we used a double-stranded
helical structure of an oligomeric 10 with a B10 Å pitch
consisting of 40 monomeric units (in extended conformations
resembling 10-III), equilibrated after a 1 ms MD simulation at
the GAFF level, extracted from the work of Pavel and Delius
et al.,27 as the starting point for full geometry optimisations
using GFN-FF, GFN1, and GFN2. Note that we employed the full
system 10 with the bulky side chains for this purpose. Remark-
ably, all methods produced structures with relatively low
RMSDs compared to the MD-equilibrated reference: 2.91,
3.13, and 2.71 Å for GFN-FF, GFN1, and GFN2, respectively.
These results suggest that all tested xTB methods are capable of

Fig. 8 (A) Superimposed representative conformers of 10 at the GFN-FF (green), GFN1 (pink) and GFN2 (blue) theoretical levels. (B) Absolute (AE) and
mean (MAE) errors on DG and structural parameters (individual RMSD on heavy atoms and average RMSD) of different computational methods for
conformers 100-I, 100-II, 100-III and 100-IV (Group 4), in kcal mol�1. (C) Depiction of the double-helix supramolecular arrangement of the polymer of 10.
a Calculations at the B3LYP-D3/def2-TZVP theoretical level were taken as reference for both thermodynamic and structural parameters.

Fig. 9 Relative conformational stabilities of conformers 100-I, 100-II, 100-
III and 100-IV obtained using different theoretical methods, with Pavan and
Delius et al.27 results as references.
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handling large and complex supramolecular systems, as
demonstrated by their reasonable performance on a non-
covalent assembly containing 5480 atoms.

Conclusion

In this study, we demonstrated that the xTB methods, namely
the force field GFN-FF and the semiempirical methods GFN1
and GFN2, are valuable tools for investigating conformational
preferences and non-covalent interactions in Janus-face fluori-
nated cyclohexanes. While not always as accurate as full
DFT-D3 calculations, their key advantage lies in their signifi-
cantly lower computational cost, offering up to a 50-fold
increase in speed for DFT-D3//GFN methods and up to a
10 000-fold reduction in computational time for pure GFN
methods (see Table S10), making them suitable for systems
where DFT is computationally prohibitive, while still maintain-
ing a good compromise between chemical accuracy and com-
putational cost across most of the systems studied.

Across different levels of molecular complexity, the perfor-
mance of the xTB methods varied, as outlined below.

Group 1 (conformational equilibria)

GFN1 outperformed its successor GFN2 in reproducing relative
conformer energies.

However, the best accuracy was achieved using DFT-D3
single-point corrections over GFN-optimised geometries, with
DFT-D3//GFN2 matching full DFT-D3 calculations in accuracy
and surpassing it in computational efficiency for the tested set.

Group 2 (non-covalent dimers)

GFN1 and GFN2 emerged as cost-effective alternatives to DFT-
D3CP. Importantly, applying DFT-D3CP single-point corrections
in this case greatly improved the results, indicating that hybrid
approaches based on GFN1 and GFN2 provide the best balance
of accuracy and efficiency for such non-covalent systems.

Group 3 (complexation of 1 with ions)

The pure GFN methods performed less effectively here,
especially in terms of geometries, with closer contacts to
ions compared to DFT. Thus, in this case, CP corrections
exerted a negative effect on accuracy, with DFT-D3//GFN1 and
DFT-D3//GFN2 offering cost-effective alternatives to full DFT-D3
calculations.

Group 4 (compound 10 and 100)

GFN1 again delivered the most accurate results in both thermo-
dynamic parameters and structural fidelity relative to DFT-D3.
Moreover, in the case of the large double-stranded supramole-
cular polymer of 10 (5480 atoms), all xTB methods produced
reasonable geometries, demonstrating their capability in hand-
ling highly complex, non-covalent systems.

In summary, xTB methods, especially the semiempirical
GFN1 and GFN2, offer a powerful combination of speed
and accuracy for the study of Janus cyclohexanes and their

supramolecular assemblies. Their reliability across a range of
systems highlights their importance as a tool for exploring new
applications and guiding the design of advanced materials
based on Janus motifs.

We hope that the insights provided in this work will stimu-
late further development and application of Janus cyclohexane
platforms in supramolecular chemistry.
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