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The interconversion of aromatic heterocyclic molecules via photochemical scaffold-hopping provides a

clean and efficient formation route to otherwise synthetically challenging targets. The interconversion

between pyrazole and imidazole is a widely used example in materials science and biochemical

applications with arrow-pushing mechanisms used to define the reaction path. To study the

photochemically driven isomerisation of pyrazole to imidazole, we combine femtosecond time-resolved

photoelectron spectroscopy experiments with ab initio electronic structure calculations. Our results

show that excitation to the 1pp* state in the gas-phase provides a directed ‘kick’ to the system, resulting

in the breaking of the N–N bond and formation of a ring-opened biradical intermediate on the

vibrationally hot electronic ground state on ultrafast (sub-90 fs) timescales. Once on the vibrationally

hot electronic ground state, production of the imidazole photoproduct proceeds via the formation of a

three membered ring that subsequently opens and shifts the relative position of the two nitrogen atoms.

1 Introduction

Aromatic heterocyclic molecules—organic ring systems con-
taining one or more non-carbon atoms and a delocalised
electron cloud—play essential roles across a wide range of
biological systems. They function as central chromophores for
ultraviolet (UV) absorption in photoactive processes and serve as
key structural subunits in many bioactive compounds.1–4 These
molecules also play a major role in synthetic photochemistry due
to their inherent stability and versatility, providing access to
natural products and molecular scaffolds in milder conditions
that are otherwise challenging to obtain through traditional
synthetic methods.5–8 As a result, there is a renewed interest in
understanding how UV-induced changes in electronic structure
can drive novel and selective scaffold-hopping reactions.9–12 A
particularly notable example, which serves as the focus of this
work, is the photochemical interconversion of pyrazole and
imidazole—two core aromatic heterocyclic isomers prevalent in

small molecule drug target design13 and organic electronic
materials.14,15

As with all photochemical transformations, the geometric
structural changes that occur during this interconversion pro-
cess are driven by the changes in electronic structure and
reactivity on the excited state. However, despite pyrazole’s wide
use and importance, it remains unclear what electronic state
changes occur, and how important these are in directing the
interconversion between scaffold structures. Herein, we present
the results of extreme ultraviolet (XUV) time-resolved photo-
electron spectroscopy (TRPES) measurements that monitor the
initial excited state dynamics, formation of vibrationally hot
ground state pyrazole, and its isomerisation to imidazole.
These experimental observations are expanded upon through
the use of high-level ab initio electronic structure calculations
which map the dominant isomerisation pathway, identifying
the key intermediates and structural dynamics involved.

Within the organic chemistry literature, two curly arrow
mechanisms that have been used to define the pyrazole to
imidazole reaction path are illustrated in Fig. 1.12 The first,
coined the biradical pathway, involves N–N bond fission, gen-
erating a biradical intermediate, 1a, that transitions through a
strained three-membered ring, 1b, before forming imidazole.
The second, known as the bicyclic pathway, begins with out-of-
plane ring distortions, producing bicyclic intermediates, 2a and
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2b, en route to imidazole formation. The role of the electro-
nically excited states involved and the route back to the
electronic ground state are, however, ill-defined in such
mechanisms.

Previous theoretical studies have utilised complete active
space self-consistent field (CASSCF) calculations to examine the
geometries of the conical intersections (CIs) involved in the two
proposed pathways.16,17 Three types of CIs were identified and
classified according to their associated pathway: N–H dissocia-
tion, N–N bond stretching leading to the biradical intermedi-
ate, and ring puckering leading to the bicyclic intermediate.
These biradical and bicyclic geometries align with those
depicted in the proposed curly arrow mechanisms (Fig. 1).
Additional trajectory-based simulations of the dynamics sug-
gest that the excited state has a lifetime of only 150 fs,
suggesting that the main structural changes predominantly
occur on a vibrationally hot ground state, mediated by one, or
several, CIs.17

Experimental measurements of the UV-driven dynamics of
pyrazole (and its structural analogue imidazole) in the gas
phase have, to date, been focused on pathways orthogonal to
the photoisomerisation, chiefly that of N–H photolysis.5–8,18,19

Previous experiments have utilised frequency- and time-

resolved velocity map imaging (VMI) and ion yield (IY) techni-
ques to investigate the H-atom photodissociation dynamics
of pyrazole after excitation at pump wavelengths between
200–220 nm.6,18,19 Time-resolved VMI studies reported the
appearance of high kinetic energy H-atoms on a sub-50 fs
timescale,6,18 which, in agreement with previous frequency-
resolved VMI studies,19 was assigned to a direct dissociation
process occurring following excitation on to the 1ps�NH state.
Secondary, much weaker, peaks associated with C2H3N+,
C2H2N+, CH2N+, and CH2

+ products were also observed in the
time-resolved IY measurements of Williams et al. The for-
mation of these fragments was assigned to ionisation processes
occurring after excitation of a 1pp* state and subsequent
relaxation through a ring-puckered 1pp*/S0 conical
intersection.18 The observation of these fragments suggests
alternative ring fragmentation/ring deformation pathways that
could lead to the eventual formation of imidazole but provide
little mechanistic detail of how this might proceed.

The experimental and computational insights into pyrazoles
photochemistry to date therefore provide a rather disconnected
picture, with experiments predominantly focussed on the H-
atom photodissociation pathway and theory identifying conical
intersection pathways that lead back to the electronic ground
state. The overall mechanism of the pyrazole-imidazole photo-
isomerisation reaction therefore remains untested and unclear.
This work aims to provide clarity on the driving photoisomer-
isation mechanism.

2 Methodologies
2.1 Experimental

Time-resolved photoelectron spectroscopy measurements were
performed using the atomic, molecular and optical (AMO)
endstation at Artemis at the Central Laser Facility. An in-
depth experimental setup is given elsewhere20 with only a brief
overview given below.

Pump and probe pulses were generated from the output of
an amplified Ti:Sapphire system (Red Dragon, KM Labs),
operating at a central wavelength of 800 nm at a 1 kHz
repetition rate. The output was split providing separately com-
pressed pulses that were used to generate the pump and probe.
A 200 nm pump was generated using a BBO-based fourth
harmonic generation setup. This featured an initial frequency
doubling stage (800 nm - 400 nm), followed by two serial sum
frequency stages (800 nm + 400 nm - 266 nm; 266 nm +
800 nm - 200 nm). This produced 5 mJ of 200 nm light which
was reduced down by an aperture to provide approximately
2.5 mJ per pulse on the target. XUV probe pulses were generated
via high harmonic generation (HHG) in an Ar gas jet. The HHG
process was driven by the second harmonic (400 nm) of the
800 nm fundamental, with a quasi-time-preserving monochro-
mator used to select the 7th harmonic of the 400 nm driver
(21.6 eV, 57.4 nm). The isolated harmonic had a nominal flux of
1010 photons per second on target.21 Both pump and probe
pulses were linearly polarised parallel to the TOF axis

Fig. 1 Proposed curly arrow mechanisms for both the bicyclic (red) and
biradical (green) pathways of photoisomerisation of pyrazole to
imidazole.12
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(perpendicular to the detector plate), independently propa-
gated, focused, and overlapped at a small crossing angle
(B31) at the interaction point with the electron time-of-flight
spectrometer and the effusive molecular beam. The resulting
pump–probe cross-correlation, obtained from our fitted instru-
ment response function, yielded a Gaussian pulse duration (s)
of 83 � 6 fs.

A continuous effusive molecular beam was generated by gently
heating solid pyrazole (Sigma Aldrich) to 55 1C. The resultant vapour
was expanded through a nozzle of diameter 3 mm positioned
30 mm from the interaction point with the flow rate controlled by
a low rate leak valve (Chell CMV-VFM-2-P-44). Liberated photoelec-
trons were detected using an electron time-of-flight spectrometer
(Kaesdorf ETF11) with a collection efficiency of 5%, and an entrance
lens voltage optimised for photoelectrons with kinetic energies
associated with the initial excited states and vibrationally hot
ground state (15–19 eV, approx. 95 V). Pump–probe data was
collected over 26 delays, ranging from �1 to +100 ps with a total
of approximately 3.86 � 106 laser shots recorded per delay point.

2.2 Theory

Potential energy curves (PECs) of pyrazole were obtained using
state-averaged complete active space self-consistent field (SA-
CASSCF) calculations. Multi-state complete active space and
second-order perturbation theory (XMS-CASPT2) corrections on
the ground (S0) and first excited states (S1) were applied as single
point calculations providing a balance between computational
cost and accuracy in comparison to full XMS-CASPT2 geometry
optimisations. All excited state calculations employed the aug-cc-
pVDZ basis set. The initial ground state geometry was optimised
using density functional theory (DFT) with the B3LYP
functional22–24 in the ORCA 6.0.0 package25 which was used to
generate the natural bond orbitals and construct the active
space. The active space of 12 electrons in 10 orbitals, presented
in Fig. 2, consists of two pairs of p and p* orbitals, the pz orbital
of N1, the n orbital of N2, a pair of N1–N2 s and s* orbitals and a
pair of N1–C5 s and s* orbitals. We also define the highest
occupied and lowest unoccupied molecular orbitals (HOMO and
LUMO) of the active space. The orbitals are chosen so as to

encompass those required in both the bicyclic and biradical
isomerisation pathways. Subsequently, the S0 and S1 states were
optimised at the SA-CASSCF(12,10) level, and relaxed surface
scans were conducted from these geometries using ORCA 6.0.0.
Further XMS-CASPT2(12,10) corrections were applied in the
BAGEL 1.2 package26 using the SS-SR contraction scheme, cc-
pVDZ-jkfit basis for density fitting and a 0.1 a.u. imaginary shift
to remove influence from intruder states. All minima and
transition states were characterised through numerical fre-
quency calculations. All geometries were visualised with the
VMD software.27 For the N1–H dissociation pathway, we expand
the active space to also include sNH and s�NH orbitals and
calculated the cut along the N–H stretching coordinate at a XMS-
CASPT2 corrected SA-CASSCF(14,12)/aug-cc-pVDZ level of theory.

The computed XMS-CASPT2(12, 10) S1 ’ S0 vertical excitation
energy is 6.22 eV. For comparison, the uncorrected SA-
CASSCF(12,10) method yields a value of 6.49 eV, while TD-
B3LYP gives 5.8 eV. Although TD-B3LYP produces vertical excita-
tion energies that are consistent with experimental values,28 its
single-reference framework limits its ability to accurately describe
multiconfigurational excited state dynamics. The XMS-CASPT2
corrected vertical excitation energy (6.22 eV) overestimates the
experimentally reported vertical transition energy (5.8 eV).28 We
therefore treat this B0.4 eV deviation as a reasonable upper
bound on the uncertainty in our computed excitation energies,
which remain appropriate for modelling the reaction pathways
initiated under our experimental conditions.

After mapping the excited state pathways of pyrazole,
potential reaction pathways on the ground state are calculated
using the climbing image nudged elastic band (NEB) method29

at the DFT/B3LYP level, as implemented in the ORCA 6.0.0
package. Given the computational expense associated with NEB
calculations, our choice of using the B3LYP functional was
based on its use in other investigations of photochemically-
driven ground state reaction dynamics,30–32 and ultimately
provides a reasonable balance between feasibility and accuracy.
The number of intermediate images was set to 20, and the
initial trajectory was generated using the sequential image
dependent pair potential (SIDPP) method. Then, the path was
refined at the semi-empirical GFN2-xTB level of theory33 before
being further refined at the B3LYP level of theory. Optimised
ground state equilibrium geometries of pyrazole and imidazole
obtained using the B3LYP functional served as the starting and
final images of the reaction pathway. For the NEB calculation,
the corresponding S1/S0 CI, optimised at the SA-CASSCF(12,10)/
aug-cc-pVDZ level of theory, was utilised as a guess transition
state. To ensure accurate evaluation of integrals, all DFT
calculations utilised the defgrid3 option for finer grid spacing.

3 Results and discussion
3.1 Experimental results

In Fig. 3, an overview of the data collected and the resultant fits
are plotted. In (a), the background subtracted time-resolved
photoelectron spectrum collected over a pump–probe delay

Fig. 2 Natural bonding orbitals of pyrazole making up the active space
used in XMS-CASPT2(12,10) corrected SA-CASSCF(12,10)/aug-cc-pVDZ
calculations. In this and all subsequent figures, nitrogen atoms are dis-
played in dark blue, carbon atoms in light blue, and hydrogen atoms in
white. Numbers on each atom are used to define positions in the initial
pyrazole ring. This includes two pairs of p and p* orbitals, the n orbital of
N2, the pz orbital of N1 and a pair of s and s* orbitals of the N1–C5 and
N1–N2 bonds. HOMO is the highest occupied molecular orbital whereas
LUMO is the lowest unoccupied molecular orbital.
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time range of �0.6 to +2.5 ps is presented. At time-zero (grey
dashed line), we observe a short-lived excited state feature that
is initially observed at a binding energy close to 3.5 eV, which
shifts to higher binding energies at later times. Given the 9.3 eV
binding energy of ground state pyrazole and the 5.8 eV excita-
tion energy associated with the S1 ’ S0 transition, the excited
state signal would be expected at an initial binding energy of
3.5 eV.28 Therefore, we assign the signal at 3.5 eV to the S1

excited state. As the S1 excited state population decays, a long-
lived signal in the 7.5–8.6 eV region is observed. The longer-
lived feature in Fig. 3a appears to be relatively featureless and is
consistent with that of a vibrationally hot ground state – such
signals are typically associated with a mixture of differing
geometric structures.34 By averaging the photoelectron spec-
trum over selected delay time ranges across the full 100 ps
window (Fig. 3b), we observe a broad continuous band between

7.5 and 8.6 eV, which we assign to a vibrationally hot ground
state. In addition, a feature centred at 8.8 eV aligns with the
expected ionisation potential of imidazole.35 Although this
peak appears well defined in the difference spectrum, its true
width is likely broader; overlap with depletion of the pyrazole
ground state signal makes an accurate lineshape difficult to
extract. To assess its temporal evolution, Fig. S2 shows the
time-dependent intensity profile of the 8.65–8.85 eV binding
energy region as a function of delay time. Although the profile
is notably noisy and does not reveal any distinct temporal
structure that would allow for a clear assignment, a comparison
of the centre of mass delay point intensities before and after
time zero (further details in the SI) suggests a gradual increase,
with higher intensities appearing on a B17–20 ps timescale.
Therefore, while the peak at 8.8 eV strongly suggests that
imidazole is formed, we do not rule out the possibility that

Fig. 3 (a) Background subtracted time-resolved photoelectron spectrum over the �0.6 to +2.5 ps pump–probe delay range. The grey dashed line
denotes the fitted time-zero (+66 fs). (b) Time-averaged (Avg) background subtracted spectra over the �0.1 to +0.3 ps (red), and +1 to +100 ps (blue)
delay ranges alongside the pre-time-zero background (black). Photoelectron (PE) intensities within the 2–7 eV range have been multiplied by a factor of
15 for clarity. (c) Integrated intensity of the time-resolved signal over the 3–8.6 eV energy range (black dots) is plotted as a function of delay time. The
kinetic fits described in the main text are plotted as grey, red and blue dashed lines. 95% confidence intervals (error bars) obtained by case resampling
bootstrap analysis of the data (see SI for further details) are also plotted.
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this signal could also be an extension of vibrationally hot
ground state structures.

To extract timescales associated with the decay of the
electronically excited state signal, a kinetic model was fit to
the integrated intensity over the 3.0–8.6 eV region of the
photoelectron spectrum. The full energy range is covered due
to the relatively weak and continuous binding energy signal
that makes integration over smaller, more discrete regions of
the spectrum challenging. As the initial S1 population (eBE:
3.5–7.5 eV, IS1

) decays into a vibrationally hot ground state (eBE:
7.5–8.6 eV, IGS), we can model the total signal intensity (I) as

I = IGS + IS1
, (1)

where IGS describes the rise in the vibrationally hot ground
state signals, and IS1

describes the S1 state signals. IS1
is

described as the Gaussian instrument response function con-
voluted with an exponential decay function:

IS1 ¼ Ae�lS1 t�t0ð Þe
slS1ð Þ2

2 1þ erf
t� t0 � s2lS1ffiffiffi

2
p

s

� �� �
; (2)

where A is the fitted amplitude, lS1
is the fitted decay constant

associated with the population of the S1 state, s is defined by
the Gaussian instrument response, and t0 is time-zero. Due to
its apparent long-lived nature, IGS can be described as a step
function, which rises as the population in the S1 state decays:

IGS ¼ B 1þ erf
t� t0ffiffiffi

2
p

s

� �� �
� IS1

� �
; (3)

where B is the fitted amplitude of the step function. All other
parameters have been defined and are extracted from eqn (2).
Both values for A and B account for differences in ionisation
cross sections and detection within their respective integrated
binding energy regions. The resultant fit to the integrated data
and its individual fitted components (IS1

and IGS) are presented
in Fig. 3c alongside their 95% confidence intervals (error bars)
obtained from case resampled bootstrap analysis of the data
(see SI for further details). The extracted timescale associated
with the decay of the S1 state is 23 � 5 fs. As this is almost four
times smaller than our instrument’s temporal resolution (s) of
83 � 6 fs, this 23 fs time constant is taken as indication of an
ultrafast process rather than a precise quantitative measure-
ment of the excited state lifetime.

The experimental data therefore points to a rapid relaxation
pathway leading back to a vibrationally hot ground state on a
sub-90 fs timescale where it appears most of the nuclear
rearrangements associated with the isomerisation to imidazole
will occur. To explore this process in more detail, a series of
theoretical calculations have been performed.

3.2 Excited state pathways

The equilibrium geometries of the S0 and S1 surfaces (Fig. 4)
and cuts along specific reaction coordinates (Fig. 5) have been
calculated according to the methods outlined in Section 2.2.
The optimised structures of S0 and S1, Fig. 4, reveal that upon
excitation, the N1–N2, N2–C3, C3–C4, C4–C5, and C5–N1 bonds

in the ring are elongated by 0.06, 0.08, 0.06, 0.09, and 0.02 Å
respectively, indicating the pp* character of the excitation.
Additional out of plane torsions around the dihedrals (j)
jN2–N1–C5–C4 and jN1–N2–C3–C4 lead to angles of 16.61 and 8.31
respectively in the S1 equilibrium geometry. Confirmation of
these state minimum structures was given by the absence of
imaginary frequencies (see SI).

The two equilibrium structures suggest that, upon excita-
tion, there will be ring expansion and out of plane deforma-
tions on the S1 surface, indicating the forces acting on the
molecule could lead to either bicyclic or biradical intermedi-
ates. Previous calculations have suggested that there are multi-
ple S1/S0 CIs along both the biradical (N1–N2 fission) and
bicyclic pathways which lead back to the electronic ground
state.16,17 To explore the locations of the CIs and their relevance
in the overall isomerisation dynamics, relaxed scans of the S1

potential energy surface were performed along the N1–N2 and
N1–H bond stretch coordinates, as well as the jN2–N1–C5–C4 and
jN1–N2–C3–C4 dihedral angle coordinates. We present the 1D
PECs in Fig. 5a–d respectively, with the S0 PEC calculated at the
same geometries.

In Fig. 5a, on the S1 surface, a shallow minimum is observed
at an N1–N2 distance of 1.42 Å, corresponding to the geometry
depicted in Fig. 4. Analysis of the LUMO at this bond length,
plotted above the PEC, confirms a strong pp* electronic char-
acter (plotted in blue) for the state. As the bond is further
extended, the curve transitions almost barrierlessly into a
strongly repulsive region, culminating in an S1/S0 CI at approxi-
mately 2.5 Å. At a bond length of 1.6 Å, the p* LUMO appears to
mix with the s�NN orbital, which then evolves into a localised
s�NN orbital by 1.75 Å. The electronic character of the S1 state
becomes predominantly ps* (plotted in green), which mediates
further extension of the N1–N2 bond and provides access to the
S1/S0 CI. While this state crossing point has not been explicitly
optimised, analysis of the evolution of the LUMO in the active
space with increasing N1–N2 distance confirms the crossing
through reordering and mixing of the s�NN and p� orbitals.

As the N1–H bond stretches, in Fig. 5b, the S1 curve exhibits
a significant energy barrier of approximately 0.5 eV that any

Fig. 4 SA-CASSCF(12,10)/aug-cc-pVDZ optimised geometries of pyra-
zole in the S0 and S1 states. Bond lengths are given in Angstroms.
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excited state population must overcome to undergo N–H dis-
sociation. This barrier peaks at a bond length of 1.2 Å. After this
point, the curve becomes repulsive, coinciding with a change in
the electronic character of the excited state to ps�NH (plotted in
green). This change indicates a crossing point between two
electronic states. Such a crossing is expected and has been
previously reported in studies of N–H photodissociation in
pyrazole.6,18,19 We plot the evolution of the LUMO as the N1–
H bond extends above the PEC. In addition, an S1/S0 CI is
observed at a bond length of approximately 2.6 Å on the
asymptotic limit of both S1 and S0 states. At this point, the
two fragments no longer interact with each other. Due to its
location, this CI is not expected to play a major role in ground
state recovery and the overall photoisomerisation dynamics.
Instead, it may act as a competing channel for any excited state
population. Previous computational work at the MS-CASPT2
level reported the conical intersection (CI) location at approxi-
mately 2.1 Å, with dissociation channels leading to both
C3H3N2 (X) and C3H3N2 (A) products.6,17,19 While the CI com-
puted in this work is shifted to 2.6 Å, with the two dissociation

channels occurring at longer N1–H bond lengths, we can still
rule out this pathway as a significant contributor to photoi-
somerisation for the same reasons discussed above. We also
plot the uncorrected SA-CASSCF(14,12) PECs in Fig. S4 (see SI),
which successfully reproduces the previously reported N1–
H PECs.

In Fig. 5c and d, the S1 state surfaces remain relatively flat as
their respective dihedral angle increases until 501. No CIs are
observed along these coordinates with limited indication of any
force directing the molecules away from relatively planar geo-
metries. We note, however, surfaces constructed by linear
interpolations of internal coordinates computed by Xie and
Su obtained an S1/S0 CI along the jN2–N1–C5–C4 and jN1–N2–C3–C4

axes at 551 and 601 respectively, suggesting that multidimen-
sional changes give rise to the degeneracy between states which
are not captured by constrained surface scans.16,17 As an
alternative to the minimum energy reaction paths computed
in Fig. 5, we performed CI optimisations on both the jN2–N1–C5–C4

and jN1–N2–C3–C4 S1 state surfaces at the SA-CASSCF(12,10)/
aug-cc-pVDZ level. Between the S1 optimised minimum energy

Fig. 5 Relaxed scans along the (a) N1–N2 and (b) N1–H bond stretching coordinates, and (c) jN2–N1–C5–C4, and (d) jN1–N2–C3–C4 dihedral angles on the
S0 and S1 electronic states of pyrazole. Calculations of (a), (c) and (d) were performed at the XMS-CASPT2(12,10) corrected SA-CASSCF(12,10)/aug-cc-
pVDZ level of theory. (b) was conducted at an expanded active space, including both N–H s and s* molecular orbitals alongside corresponding XMS-
CASPT2 single point corrections. The evolution of the lowest occupied molecular orbital (LUMO) at various geometries is shown above, for the N1–N2
and N1–H relaxed scans.
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geometry and the optimised CI geometries, we generated a
series of image-dependent pair potential (IDPP) structures and
formed representative excited state pathways to the CIs which
are plotted in Fig. 6. We note that these geometries represent
unoptimised structures in which any energy barrier is regarded
as the upper bound of the actual energy barrier and is thus not
representative of a minimum energy reaction path.

In the IDPP pathways, we find S1/S0 CIs at jN2–N1–C5–C4 = 561
(Fig. 6a) and at jN1–N2–C3–C4 = 651 (Fig. 6b) respectively, while
preserving a pp* electronic character of the excited state. These
extracted CI dihedral angles are in agreement with those
obtained by Xie17 and Su.16 Although these are not present in
the minimum energy paths presented in Fig. 5c and d, we note
that there are key differences in the CI geometries. The opti-
mised CI geometries are presented in Fig. S6 and S7 (see SI).
Briefly, the main differences in these geometries include H-
atom pointing (both), C2–N4 bond length (Fig. 6a), and ring
puckering (Fig. 6b). We note that the optimised CI structures
closely resemble the bicyclic structures proposed in Fig. 1. In
Fig. 6, we also overlay the XMS-CASPT2 corrected IDPP path-
ways which, in the case of (b), agree with the position of the CI.
In (a) however, the XMS-CASPT2 correction appears to lift the
degeneracy between states suggesting that the SA-CASSCF
optimised CI is not sufficiently accurate. Regardless of this
point, and in common with the previous works of Xie17 and
Su,16 routes to both dihedral CIs from the S1 minimum are
energetically flat, with no apparent directional gradient driving
the system towards the state crossings.

Our excited state pathways strongly suggest that ground
state recovery is mediated by the fission of the N1–N2 bond.
Our ultrafast experimental lifetime of the S1 state suggests that
the changes in nuclear geometry on the excited state are fast,
highly directed, and most likely along a well-defined, single
reaction coordinate. Based on their flat potentials and no
apparent driving force to funnel the excited state population
into the S1/S0 CI on the experimentally-derived timescale, the
IDPP paths connecting the S1 minimum and optimised dihe-
dral CI structures can be ruled out as a viable path to mediate

isomerisation via ground state recovery. We rule out the invol-
vement of the N1–H minimum energy pathway in the recovery
of the ground state due to the barrier on the S1 surface.
Therefore, we are left with one viable pathway that can mediate
ground state recovery in the isomerisation mechanism: N1–N2
bond fission, forming a biradical intermediate en route, on the
ultrafast timescale measured in the experiment.

3.3 Structural dynamics on the ground state

To characterise the isomerisation dynamics of the system upon
traversing the N1–N2 S1/S0 CI and reaching the electronic
ground state, we calculate the reaction pathway leading to the
imidazole product at the DFT/B3LYP level using the NEB
method. Starting from the S1/S0 CI, we find further structural
rearrangement pushes the system to a local minimum through
C3–N2–C4 cyclisation, forming a three membered ring. This
closely resembles structure 2a in Fig. 1 and is labelled as
Minimum in Fig. 7. At this point, we estimate that the system
will have excess energy of B4 eV (pump energy – Minimum
energy). This excess energy is likely to be converted into
vibrational energy due to the lack of a heat sink in the gas-
phase to dissipate this excess energy. Our reaction pathway
shows that this energy is applied across the C3–C4 bond
resulting in bond cleavage (C–C bond enthalpy: 3.6 eV36) thus
forming the transition state structure (TS) shown in Fig. 7. Once
the N2 atom is brought into the chain, bond formation between
C3 and N1 occurs, yielding imidazole. Numerical calculation of
the Hessian confirms the presence of one imaginary frequency
at the TS. Additionally, an intrinsic reaction coordinate calcula-
tion links the local minimum to imidazole via the TS. We
present these further calculations in Fig. S8 (see SI).

3.4 Discussion

Based on the combined experimental and theoretical results, a
compelling unified picture of the photoisomerisation process is

Fig. 6 Image-dependent pair potential excited state pathways for both
jN2–N1–C5–C4 (a) and jN1–N2–C3–C4 (b) from the S1 minimum geometry to
the optimised S1/S0 CI as a function of the reaction coordinates (IDPP
Path). The ball and stick structures shown are the respective optimised CI
geometries. Both pathways were calculated at the SA-CASSCF(12,10)/aug-
cc-pVDZ level of theory (triangles). XMS-CASPT2(12,10) corrected path-
ways are overlaid (circles).

Fig. 7 Schematic reaction profile for the pyrazole-imidazole isomerisa-
tion based on the combined excited state and ground state NEB calcula-
tions. Energies of the critical geometries have been calculated at the
B3LYP/aug-cc-pVDZ level and are scaled relative to pyrazole. S1 FC relates
to the Franck–Condon geometry formed upon excitation to the S1 state.
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given in Fig. 7 and can be summarised as follows. Upon
excitation by 200 nm, pyrazole is excited into the S1 state that
at the Franck–Condon geometry if of 1pp* character. As the N1–
N2 bond stretches, the character of the adiabatic S1 state gains
ps�NH character, and follows a repulsive potential along the N1–
N2 bond stretching dimension towards an S1/S0 CI located at an
N1–N2 separation of 2.5 Å. Our experimental observations place
an upper limit on the time-scale for this process, with popula-
tion of the ground state occurring in less than 90 fs. After
passage through the CI, the wavepacket can follow one of two
pathways on the electronic ground state where the molecule
will either reform pyrazole through restoration of the N1–N2
bond (Fig. 5a), or evolves towards a local minimum energy
structure associated with the formation of a three-membered,
C3–N2–C4, ring (Fig. 7). Subsequent structural changes lead to
the formation of imidazole by first breaking the C3–C4 bond
and forming a new bond between the N1–C3 atoms to form the
ring-closed imidazole structure.

Despite being applied to distinct regions of the reaction
landscape—CASSCF/XMS-CASPT2 for excited state pathways
and CIs, and DFT for ground state NEB calculations—the two
methods yield a coherent mechanistic picture that overwhel-
mingly supports the previously proposed biradical isomerisa-
tion pathway in Fig. 1 and validates their complementary use.

To check consistency with the experimental observations,
binding energies for the critical geometries involved in the
reaction have been calculated at the B3LYP/aug-cc-pVDZ level of
theory in accordance with Koopman’s theory. We tabulate these
values in Table 1 alongside experimental values where avail-
able. Comparing these values to the spectra plotted in Fig. 3a
and b, we see peaks at long delays around the 8.8 eV value
expected for the imidazole product. Ionisation energies for the
other structures identified as reaction intermediates fall within
the experimentally observed broad energy range (Fig. 3b), indi-
cating that within the gas-phase ensemble measured, we have a
distribution of these vibrationally hot ground state structures.
From our kinetic fits in Fig. 3c of the 7.5–8.6 eV region, we
expect these structures to be accessed on a sub-picosecond
timescale. Based on these calculations, we tentatively assign the
peak at 8.8 eV in Fig. 3b to imidazole.

Previous experiments have observed H-atom photodissocia-
tion dynamics. To determine the spectral signature of this

process, we calculated the binding energy of the pyrazolyl
radical (C3H3N2) which would be formed as a co-fragment.
The binding energy was determined to be 10.6 eV (B3LYP/
aug-cc-pVDZ), overlapping with ground state background sig-
nals (see Fig. S1). This overlap complicates the isolation of this
signal as the corresponding region of the photoelectron spec-
trum is largely dominated by ionisation from ground state
pyrazole. However, given the barrier to N–H bond dissociation
from the 1pp* state, and the ultrafast relaxation observed we
suggest that any N–H dissociation from the channel is minor.
This agrees with previous measurements of the N–H photolysis
reaction performed at similar wavelengths that suggest the N–H
photolysis occurs following excitation into a close lying 1ps*
states.6,18,19 Importantly, these studies have employed detec-
tion techniques that are uniquely sensitive to the dissociating H
atom. Our measurements do not provide any direct observation
of this pathway, suggesting that the fragments produced by this
channel are below our limit of detection. To rationalise this
finding, we calculated the oscillator strengths of both the 1pp*
and 1ps* states at the TD-B3LYP/aug-cc-pVDZ level of theory.
Although both states are energetically accessible in our pump-
ing regime (1ps* = 6.1 eV; 1pp* = 5.8 eV), the oscillator strength
of the 1pp* transition (6.54 � 10�3) is over two orders
of magnitude greater than that of the 1ps* transition
(4.26� 10�5). This large disparity suggests that direct excitation
to the dissociative 1ps* state is much less probable, consistent
with the absence of experimental evidence for this channel in
our measurements.

4. Conclusions

Using a combination of advanced experimental and theoretical
methods, the photoisomerisation dynamics of the pyrazole to
imidazole after excitation by 200 nm have been studied. XUV-
TRPES measurements have been coupled with ab initio electro-
nic structure calculations of the S0 and S1 states. Our combined
efforts suggest that the photoisomerisation of pyrazole in the
gas-phase proceeds through a biradical pathway with little-to-
no competition with the bicyclic pathway. The experimental
observations suggest that, while this is a photochemically-
driven process, the electronic excitation is extremely short-

Table 1 Comparison of experimental and calculated binding energies for the critical structures shown in Fig. 7. Experimental values are taken from ref.
35 and this work. Theoretical values were obtained at the B3LYP/aug-cc-pVDZ level, except for the pyrazole S1 minimum, which was computed using
CASSCF(12,10)/aug-cc-pVDZ

Structure Pyrazole Pyrazole S1 minimum CI Minimum TS Imidazole

Experimental (eV) 9.15 3.50 — — — 8.78
Theoretical (eV) 9.35 3.72 8.31 9.81 7.84 8.86
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lived and effectively acts as a directed ‘‘kick’’ for the system to
overcome the barrier to N1–N2 dissociation. The majority of the
dynamics occur in the electronic ground state where photoelec-
tron signals associated with the range of structures that could
be formed are strongly overlapped.

Recently performed ultrafast electron diffraction experi-
ments will provide a further test of the conclusions here,
allowing us to directly identify key intermediate structures.
Combining such structural probes with the electronic state
sensitivity of photoelectron spectroscopy and advanced theore-
tical modelling will provide a unified picture of the coupled
electronic and geometric structure changes involved here and
in other important photochemical systems.

While these results show that the biradical pathway is the
dominant isomerisation pathway in the gas-phase, they may
not necessarily reflect the dynamics that occur in solution
where the dominant pathway may be mediated by bicyclic
intermediates, or by the destabilisation of the biradical inter-
mediate by solvent effects which would change the electronic
character of the excited state. Further transient vibrational
absorption studies should be conducted to elucidate the dif-
ference in isomerisation pathways, if any, in solution.
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