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Core-level binding energies describe electrostatic
potentials at nuclei for ionic liquids

Frances K. Towers Tompkins,a Ekaterina Gousseva,a Roger A. Bennett, a

Ricardo Grau-Crespo ab and Kevin R. J. Lovelock *a

Electrostatic interactions in ionic liquids (ILs) dictate many of their physical properties and hence

underpin a plethora of potential applications. It is vital to develop both experimental and theoretical

electronic descriptors for ILs, to drive deeper understanding of the interactions that may be tuned for

applications. A possible descriptor for ILs is the readily measurable core-level binding energy from

experimental core-level X-ray photoelectron spectroscopy (XPS), EB(core). To establish that differences

in EB(core) capture the differences in electrostatic potential at nuclei, Vn, we use a computational

approach based on ab initio molecular dynamics (AIMD). We demonstrate clear quantitative (linear)

correlations between experimental EB(core) and calculated Vn for carbon, nitrogen, sulfur, oxygen and

fluorine for both cations and anions. Our work shows that EB(core) are chemically interpretable

descriptors of electrostatic interactions in ILs. This has implications for the ability to predict, out of the

vast number of ILs that can form from the array of available cations and anions, the best IL compositions

for target applications. We also discuss how this work could open up new areas of enquiry, and the

potential usefulness of Vn to characterise interactions of ILs with surfaces and interfaces.

1. Introduction

Electrostatic interactions in ionic liquids (ILs) – liquids
composed solely of ions – dominate both ion–ion and ion–
neutral molecule interactions. These interactions underpin the
physical and chemical properties of the liquids, and hence a
plethora of potential applications of ILs.1–7 Many models of ILs
do not consider electrostatic interactions at atomic level,
including in domain analysis (example groups include charged
groups, hydrocarbons, fluorous)8 and coarse-grain models (e.g.
hard-sphere cations and anions).9,10 However, for interactions
of ILs with solutes, particularly metal cations of interest in
battery electrolytes such as Li+, e.g. Li+–O, Li+–N and Li+–F
interactions for Li+ dissolved in an [NTf2]�-based IL ([NTf2]� =
bis[(trifluoromethane)sulfonyl]imide), local electrostatic inter-
actions will matter. Therefore, it is vital to develop both
experimental and calculated local electronic structure
descriptors to aid the selection of the best IL for a given
target application, from the thousands of IL composition
possibilities.11

Two very commonly used local electronic structure descrip-
tors for molecular systems, oxidation state and atomic charge,

are only of limited use for understanding and predicting
electrostatic interactions in ILs. Oxidation states are not
helpful for ILs given their inability to reflect differences in
chemical bonding and valence electron location. For example,
nitrogen has a formal oxidation state of �3 in most IL ions,
including both common cations (e.g. [C8C1Im]+ = 1-n-octyl-3-
methylimidazolium) and common anions (e.g. [NTf2]� and
[SCN]� = thiocyanate), but is +3 in [NO3]� = nitrate; chemical
intuition strongly suggests that the nitrogen atoms in [C8C1Im]+

and [NTf2]� are not electronically identical. Atomic charge (at
times known as partial charge), which has a large number of
possible calculation methods,12 is not an experimental
observable. Therefore, validation of calculated atomic
charges against experimental benchmarks is very challen-
ging.13,14 Consequently, there is no agreed optimum method
of calculating atomic charges, leading to worries over any
conclusions drawn from atomic charges on electrostatic inter-
actions in ILs.

Element-specific core-level X-ray photoelectron spectroscopy
(XPS) binding energies, EB(core), are experimentally observable
local electronic structure descriptors that can be measured for
all core-levels (bar H and He). XPS of ILs for many elements has
been published (e.g. C, N, O, F, P, S, Cl, metals), with multiple
independent research groups providing consistent and repro-
ducible experimental EB(core), EB(core,exp).13–24 For certain
elements in different bonding environments, a large range of
EB(core,exp) values for both cations and anions are observed,
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e.g. EB(Ncation 1s) B 402 eV for [C8C1Im]+ and EB(Nanion 1s) =
397.8 eV for [SCN]�;14 B3 eV represents a very large EB(core,exp)
difference for core-level XPS. Furthermore, we have successfully
established linear correlations between EB(Ncation 1s,exp) and
anion basicity/electron donor ability, such as hydrogen bond
acceptor values and electron donor numbers,25 demonstrating
that EB(core,exp) captures key features of cation–anion interac-
tions of ILs and highlighting the promise of EB(core,exp) for
probing non-covalent interactions in ILs.

To avoid problems with atomic charges we use the electro-
static potential at a nucleus, Vn, to characterise the local
electronic structure. What we refer to here as Vn is also known
in the literature with different names and acronyms: the
electrostatic potential at nuclei (EPN);26,27 the molecular elec-
trostatic potential at the atomic sites (MEP@AS);28 the mole-
cular electrostatic potential (MESP) at a nucleus/reaction centre
specific to an atom;29 the site electrostatic potential.25,30 Vn has
great promise as a local electronic structure descriptor for ILs
as it is, unlike atomic charges, a rigorously defined quantum
mechanical quantity that reflects the potential due to all
electrons and other nuclei. Furthermore, linear correlations
have been found between Vn and a wide range of (mainly) non-
covalent interaction strength data,29,31,32 although not for ILs
as of yet. For two ions/molecules, the atoms with large Vn on
one ion/molecule will non-covalently interact strongly with
atoms with small Vn on the other ion/molecule, potentially
giving favourable non-covalent/non-bonded interactions.33,34

To establish links between EB(core) and Vn, it is first essential to
establish whether initial-state contributions (i.e. ground-state) or
final-state contributions (i.e. effects after the core-hole is created in
the XPS photoemission process) dominate differences in EB(core),
denoted here as DEB(core), for different chemical environments,
e.g. EB(Ncation 1s) for [C8C1Im]+ versus EB(Nanion 1s) for [SCN]�.
There is growing evidence for ILs that initial-state effects dominate
DEB(core).24,25,30,35 Results for three [A][C8C1Im] ILs show that
experimental cation EB(C 1s,exp) and EB(N 1s,exp) linearly corre-
late with calculated cation C 1s and N 1s core-level (Kohn–Sham)
energies, EB(C 1s,calc) and EB(N 1s,calc); the anion electronic
structure was not checked for correlations in that study.25

The charge potential model for XPS provides a simple
physical explanation for DEB(core) based on the ground-state
electrostatic potentials at the nuclei caused by the surrounding
charges.36,37 The standard approach in XPS analysis is to use
atomic charges as representatives of this potential to compare
to EB(core,exp),37–39 but this approach is unsatisfactory given
the already explained challenges with atomic charges. This
approach of comparing EB(core,exp) to Vn does not seem to
have been used in the literature beyond our own recent
work25,30 and one other study of simple carbonyl molecules.40

For three [A][C8C1Im] ILs we showed that cation EB(Ccation

1s,exp) and EB(Ncation 1s,exp) linearly correlate with calculated
VC and VN respectively.25 However, comparisons of EB(core,exp)
and Vn for anions versus anions and, most importantly, cations
versus anions (due to the very different formal charges of the
ions), are still to be made, leaving unanswered the key question
of whether EB(core,exp) can be used to predict Vn for ILs.

In this work, we compare values of atomic (i.e. local)
electronic structure descriptors (calculated EB(core), EB(core,-
calc), and Vn) from AIMD of four [A][C8C1Im] ILs (where [A]� =
Cl�, [SCN]�, [TfO]� and [NTf2]�, Fig. 1) to EB(core,exp) from
experimental core-level XPS. All ions chosen are important in IL
research and applications, where the dialkylimidazolium cation
[CnC1Im]+ is the most widely-investigated cation in ILs. The
anions chosen span a wide range of anion interaction
strengths,25 and [NTf2]� and [TfO]� are of great interest in
the battery community.41,42 Moreover, the anions chosen repre-
sent a wide range of different bonding environments (Fig. 1).
For anions versus anions, [SCN]� has very different EB(Nanion

1s,exp) and EB(Sanion 2p,exp) to [NTf2]� and [TfO]�. For cations
versus anions, [NTf2]� and [TfO]� have very different EB(C
1s,exp) to [C8C1Im]+, and [NTf2]� and [SCN]� have very different
EB(N 1s,exp) to [C8C1Im]+. For cations versus cations, we extend
our previous study of the influence of the anion on the cation25

by including [TfO]� in our comparisons of [C8C1Im]+ EB(Ncation

1s), EB(Chetero 1s) and EB(C2 1s).

2. Methods
2.1. Experimental: IL drop XPS

For four ILs ([C8C1Im][NTf2], [C8C1Im][SCN], [C8C1Im][TfO] and
[C8C1Im]Cl, Fig. 1 and SI, Table S1), core-level XP spectra were

Fig. 1 Structures of the four ILs studied here. From top to bottom: 1-octyl-
3-methylimidazolium chloride ([C8C1Im]Cl), 1-octyl-3-methylimidazolium
thiocyanate ([C8C1Im][SCN]), 1-octyl-3-methylimidazolium trifluoromethane-
sulfonate ([C8C1Im][TfO]) and 1-octyl-3-methylimidazolium (bis[(trifluoro-
methane)sulfonyl]imide) ([C8C1Im][NTf2]).
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already published, with high sample purity demonstrated.43

EB(core,exp) values for this XPS data are published together for
the first time here (SI, Tables S6–S10), and were previously
published across ref. 13, 14, 24, 25.

2.2. Ab initio molecular dynamics

AIMD calculations were performed for four ILs: [C8C1Im][NTf2],
[C8C1Im][SCN], [C8C1Im][TfO] and [C8C1Im]Cl. A 32-ion-pair
model for each IL was simulated with the Quickstep code in
CP2K, using the Gaussian and Plane Wave (GPW) method with
the direct inversion in iterative subspace (DIIS) technique. This
same method was used previously for [C8C1Im][NTf2],
[C8C1Im][SCN] and [C8C1Im]Cl.25 The density and temperature
used for [C8C1Im][TfO] was 1.17 g cm�3 and 398 K respectively.
The increased simulation temperature was used to reduce
viscosity in the system and allow for faster equilibration,
reducing computational cost while still avoiding thermal
decomposition. After pre-equilibration of the model with 32
ion pairs, CP2K was run for 30 ps at a timestep of 1 fs in the
canonical (NVT) ensemble, controlled by a Nosé thermostat.
The Perdew–Burke–Ernzerhof (PBE) functional44 was used with
Grimme’s D2 corrections45,46 to account for dispersion
interactions.

2.3. Core-level binding energy and electrostatic potential at a
nucleus (Vn) calculation

Calculations of the EB(core,calc) and Vn were performed with
single-point calculations using plane-wave-based density func-
tional theory (DFT) as implemented in the Vienna ab initio
simulation package (VASP).47 The PBE exchange correlation
functional, and the projector-augmented wave (PAW) potentials
were employed. For the plane wave basis set expansion, the
kinetic energy cutoff was set to 400 eV for all ILs. Three
configurations of average potential energy were taken from
the last 10 ps of the CP2K simulation for each IL to obtain
values for EB and Vn – in total 96 ion pairs (3 � 32 ion pairs) per
IL. All EB(core,calc) were calculated using the initial-state
approximation, which in VASP involves re-calculating the
core-level Kohn–Sham energies in the presence of the effective
valence potential, assuming no relaxation of the valence elec-
trons upon the core-hole creation.

The Vn values are derived for nucleus A at position RA from
eqn (1).29

Vn RAð Þ ¼
X
BaA

ZB

RB � RAj j �
ð
r rð Þd3r
RA � rj j (1)

where ZB is the charge on nucleus B at a position RB and r(r) is
the electron density at the point r.

Average values of EB(core,calc) and Vn were produced,
labelled as EB(core,calc,ave) and Vn(ave) respectively.

2.4. Producing calculated XP spectra and calculated Vn

‘‘spectra’’

To produce calculated XP spectra for orbitals that have spin–
orbit coupling (S 2p), each EB(S 2p,calc) value was adjusted to

produce EB(S 2p3/2,calc) and EB(S 2p1/2,calc) of the appropriate
relative intensity (using EB and area factors given in Table S2).
Once EB(S 2p3/2,calc) and EB(S 2p1/2,calc) were obtained, a
Gaussian–Lorentzian Product (GLP) function was applied to
each EB(S 2p3/2,calc) and EB(S 2p1/2,calc) data point for each
core-state using eqn (2) and then summed to produce calcu-
lated XP spectra. The mixing parameter, m, and function width,
F, were set to the values given in Table S2. Vn ‘‘spectra’’ were
produced in the same way as XP spectra (eqn (3) and Table S3).

To produce calculated XP spectra for orbitals that do not
have spin–orbit coupling (N 1s, C 1s), a Gaussian–Lorentzian
Product (GLP) function was applied to each EB(core,calc) data
point for each valence-state using eqn (2) and then summed to
produce calculated XP spectra. Here EB represents the precise
calculated binding energy for each core-level and x represents
the continuous axis of binding energies at which the intensities
are calculated. The mixing parameter, m (different to the
gradient m introduced in the results section for correlation
plots), and function width, F, were set to the values given in
Table S2. Vn ‘‘spectra’’ were produced in the same way as XP
spectra, i.e. x is Vn at which the intensity is calculated (eqn (3)
and Table S3).

GLP x;F ;EB;mð Þ ¼
exp �4 ln 2 1�mð Þ x� EBð Þ2

F2

" #

1þ 4m
x� EBð Þ2

F2

" # (2)

GLP x;F ;Vn;mð Þ ¼
exp �4 ln 2 1�mð Þ x� Vnð Þ2

F2

" #

1þ 4m
x� Vnð Þ2

F2

" # (3)

3. Results and discussion
3.1. Initial-state effects dominate DEB(core)

For datasets with contributions from both cations and anions,
there are excellent linear correlations between EB(core,exp) and
EB(core,calc,ave) (Fig. 2a and b). Four different [A][C8C1Im] ILs
contributed data points from [C8C1Im]+ to EB(core,calc,ave);
[A]� = [NTf2]�, [SCN]�, [TfO]� and Cl�. The coefficient of
determination, R2, is very close to 1 for both N 1s and C 1s
(Fig. 2a and b respectively), indicating excellent linear correla-
tion; for example, for N 1s data R2 = 1.00 (Fig. 2a). Gradients, m,
are very close to 1, indicating nearly identical relative values; for
example, for N 1s data m = 0.97 (Fig. 2a).

Qualitative matches between experimental and calculated XP
spectra for N 1s and C 1s (Fig. 3a–d, respectively) are observed, with
N 1s XP spectra for both cations and anions giving particularly
good qualitative matches. This captures both (a) the effect of the
anion on the [C8C1Im]+ cation and (b) cations versus anions,
demonstrating clearly that initial-state effects dominate DEB(N 1s).

Comparisons of experimental and calculated XP spectra for
anions versus anions are striking. There are excellent linear
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correlations between EB(S 2p3/2,exp) and EB(S 2p3/2,calc,ave)
from AIMD on 32 ion pairs of two different anions in
[A][C8C1Im] ILs, where [A]� = [NTf2]� and [SCN]�, as demon-
strated by R2 very close to 1 (Fig. 2c).

Qualitative matches between experimental and calculated
XP spectra for S 2p (Fig. 4c and f) are excellent, supporting the
findings, from the linear correlations, that initial-state effects
dominate DEB(core). Furthermore, there are noteworthy quali-
tative matches between experimental and calculated XP spectra
for Nanion 1s (Fig. 3a and c), Canion 1s (Fig. 3b and d), Fanion 1s
(Fig. 4a and d) and Oanion 1s (Fig. 4b and e).

The qualitative matches of C 1s XP spectra are slightly less
perfect than for N 1s. Firstly, for anionic CF3 1s versus cationic
Calkyl 1s, DEB(core,exp) is slightly larger than DEB(core,calc)
(B0.5 eV, Fig. 3b and d). Secondly, for cationic C2 1s versus
cationic Chetero 1s versus cationic Calkyl 1s, DEB(core,exp) is
slightly smaller than the calculated DEB(core,calc) (B0.5 eV).
These relatively small DEB(C 1s) mismatches could reflect small
differences in final-state effects for the different types of carbon
or DFT-related differences (which might be resolved by a more
expensive method that is not currently feasible for such large IL
simulation boxes); they are not due to cation versus anion

Fig. 2 EB(core,calc,ave) plotted against EB(core,exp) for [C8C1Im]Cl, [C8C1Im][SCN], [C8C1Im][TfO] and [C8C1Im][NTf2]: (a) N 1s (data for both cations and
anions), (b) C 1s (data for both cations and anions), (c) S 2p3/2 (data for anions). Vn(ave) plotted against EB(core,exp) for [C8C1Im]Cl, [C8C1Im][SCN],
[C8C1Im][TfO] and [C8C1Im][NTf2]: (d) N 1s (data for both cations and anions), (e) C 1s (data for both cations and anions), (f) S 2p3/2 (data for anions). Vn

(all individual data points and average) plotted against EB(core,calc) for [C8C1Im]Cl, [C8C1Im][SCN], [C8C1Im][TfO] and [C8C1Im][NTf2]: (g) N 1s (data for
both cations and anions), (h) C 1s (data for both cations and anions), (i) S 2p3/2 (data for anions). R2 = coefficient of determination and m = gradient. Full
equations for the correlations are given in SI, Table S12.
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effects, as there are mismatches for both cation versus cation
and anion versus cation.

Initial-state effects dominate DEB(core) for the same ele-
ment, as demonstrated by both the excellent linear correlations
between EB(core,exp) and EB(core,calc) and by the qualitative
matches between experimental and calculated XP spectra.
Final-state effects are approximately constant for all atoms of

the same element. This observation demonstrates that final-
state effects are not linked to the ionic nature of ILs where
cations and anions might be expected to have different final-
state effects due to the formal charges of the ions.

Our findings show that initial-state effects dominate
DEB(core). This finding agrees with previous results for 17
gas-phase nitrogen-containing molecules, and also with our

Fig. 3 Experimental and calculated data for [A][C8C1Im] where [A]� = Cl�, [SCN]�, [TfO]� and [NTf2]�. Experimental core-level XPS: (a) N 1s, (b) C 1s.
Calculated core-level XPS: (c) N 1s, (d) C 1s. Electrostatic potential at nucleus: (e) VN, (f) VC. Experimental XP spectra are area normalised and charge
referenced using methods given in SI, Section S4. Calculated XP spectra and Vn data are charge referenced using methods given in SI, Section S4.
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recent comparisons of EB(core) for ILs (where EB(core,calc)
came from small-scale DFT and not AIMD, hence cation–anion
interactions were not included).24,48

Final-state effects are either minimal or are constant across
all atoms for the same element in the four different ILs.
Chemical intuition could lead one to expect final-state effects
to be different for atoms in the cations and anions given the
significant difference in formal charges, but that is not the
case. Therefore, the formal charge of the ion does not have a

strong influence on the magnitude of the final-state effect
contributions.

3.2. DEB(core) captures DVn

DEB(core,exp) describes DVn(ave) very well and DEB(core,calc)
describes DVn very well, including comparisons of cations
versus anions, anions versus anions and cations versus cations.
Larger EB(core) gives larger Vn and smaller EB(core) gives
smaller Vn (Fig. 2d–i).

Fig. 4 Experimental and calculated data for [A][C8C1Im] where [A]� = [SCN]�, [TfO]� and [NTf2]�. Experimental core-level XPS: (a) F 1s, (b) O 1s, (c) S 2p.
Calculated core-level XPS: (d) F 1s, (e) O 1s, (f) S 2p. Electrostatic potential at nucleus: (g) VF, (h) VO, (i) VS. Experimental XP spectra are area normalised and
charge referenced using methods given in SI, Section S4. Calculated XP spectra and Vn data are charge referenced using methods given in SI, Section S4.
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There are excellent linear correlations between EB(N 1s,exp)
and VN(ave) (Fig. 2d), EB(C 1s,exp) and VC(ave) (Fig. 2e), and EB(S
2p3/2,exp) and VS(ave) (Fig. 2f); there is insufficient data for
fluorine, oxygen and chlorine to obtain linear correlations (SI,
Fig. S1). There are also excellent linear correlations between
EB(N 1s,calc) and VN (Fig. 2g), EB(C 1s,calc) and VC (Fig. 2h), EB(S
2p3/2,calc) and VS (Fig. 2i), EB(F 1s,calc) and VF (SI, Fig. S1e), EB(O
1s,calc) and VO (SI, Fig. S1f), EB(Cl 2p3/2,calc) and VCl (SI, Fig. S1g).

Both EB(core,exp) and EB(core,calc) capture very well the
order of the changes in Vn. R2 are all Z0.97, so very near 1,
for EB(core,exp) versus Vn(ave) (Fig. 2d–f) and EB(core,calc)
versus Vn (Fig. 2g–i and SI, Fig. S1e–g). There are superb
qualitative visual matches between experimental XP spectra,
calculated XP spectra and Vn ‘‘spectra’’: nitrogen (Fig. 3a, c and
e), carbon (Fig. 3b, d and f), sulfur (Fig. 4c, f and i), fluorine
(Fig. 4a, d and g), oxygen (Fig. 4b, e and h). For example, for
comparisons of sulfur, the orders of EB(core,exp), EB(core,cal-
c,ave) and Vn(ave) are always [NTf2]� 4 [TfO]� 4 [SCN]�

(Fig. 4c, f and i).
The gradients, m, for the linear correlations for EB(N 1s)

versus VN are both almost 1.00 (Fig. 2d and g), and the
qualitative matches of N 1s XP spectra and VN ‘‘spectra’’ are
almost perfect (Fig. 3a, c and e). For Ncation from [C8C1Im][NTf2]
versus Nanion from [C8C1Im][SCN], DEB(core,exp) = 4.31 eV,
DEB(core,calc,ave) = 4.23 eV, and DVN(ave) = 4.31 eV (SI, Table
S8), i.e. the same within experimental uncertainty. These
observations confirm that EB(N 1s) represent measures of VN

at the atoms in question.
Both DEB(core,exp) and DEB(core,calc) do not always capture

the exact magnitude of DVn. The gradients, m, for the linear
correlations for EB(S 2p3/2) versus VS are both B0.85 (Fig. 2f and
i), and the qualitative matches of S 2p XP spectra and VS

‘‘spectra’’ show small but significant differences (Fig. 4c, f
and i). For example, S 2p for [SCN]� versus [TfO]� gives
DEB(core,exp) = 6.14 eV, DEB(core,calc,ave) = 6.18 eV and
DVn(ave) = 5.05 eV (SI, Table S10), i.e. larger differences than
experimental uncertainty. Furthermore, the gradients, m, for
the linear correlations for EB(C1s) versus VC are 0.83 and 0.92
(Fig. 2e and h), and the qualitative visual matches of C 1s XP
spectra and VC ‘‘spectra’’ show small but significant differences
(Fig. 3b, d and f).

These observations highlight that both EB(core,exp) and
EB(core,calc) have small contributions from sources other than
Vn. The mismatches for sulfur are for comparisons of anion
versus anion, showing that the mismatches are not primarily
caused by differences in formal charges on cations and anions.
Therefore, these small contributions are most likely from
exchange–correlation contributions to EB(core) that of course
do not influence Vn, as also suggested for gas-phase calcula-
tions of 17 nitrogen-containing molecules.48

Overall, EB(core) can be used as chemically interpretable
experimental descriptors that represent Vn, given the matches
ranging from good to excellent (e.g. EB(core) versus Vn is near-
perfect for [TfO]�). With strong links between EB(core) versus Vn

and EB(core) versus Kamlet–Taft b values etc., we show that the
interactions are strongly driven by electrostatics, and so

calculated Vn values are a valid method of measuring anion
interaction strength. Given the large range of EB(core) consid-
ered for anions for multiple elements, we expect that the
correlations presented here for four ILs will hold for other ILs
with different anions. Whilst one dialkylimidazolium-based
cation is studied here, the findings will very likely hold for
other aprotic aromatic and non-aromatic organic cations,
e.g. tetraalkylammonium, tetraalkylphosphonium, alkylpyridi-
nium, dialkylpyrrolidinium, as experimental XPS shows the
same influence of anions on these cations as dialkylimid-
azolium.25,49–51 The findings might hold for both protic cations
(e.g. protic ammonium cations for lignocellulosic biomass
fractionation52) and metal cations (e.g. Li+ for battery electrolyte
research2), but further studies are required for these cations.

Murray and Politzer noted that Vn varies very little for
different chemical environments of the same element.53 The
same is true for EB(core) for the same core-level of the same
element, e.g. for EB(C 1s,exp) the range of values is 7.93 eV (SI,
Table S9), which is B3% of the average EB(C 1s,exp) value of
B287 eV. However, those small differences in Vn and also in
EB(core), or ‘‘minor perturbations’’ as Politzer calls them,53

contain huge amounts of information on changes in the
electron density near the atom in question and therefore in
bonding. In other words, despite such small percentage
changes in EB(core) and Vn values, EB(core) and Vn still repre-
sent very useful chemical descriptors.

The link between EB(core) and Vn matches to the initial-state
effect driven rationalisations for DEB(core) that date back to
Siegbahn and co-workers in the 1960s,54 where for sulfur-
containing compounds more positive atomic charge for sulfur
atoms was correlated to larger EB(S 2p,exp) and more negative
atomic charge for sulfur gave smaller EB(S 2p,exp). The most
common description of the charge potential model in XPS is to
use atomic charges of neighbouring atoms to calculate EB(core) but
here we propose using Vn (i.e. surrounding electrons and nuclei)
instead. Therefore, a refinement of the charge potential model for
XPS36,37 can be proposed; instead of using atomic charges to
explain and possibly predict EB(core), Vn can be used instead.

EB(core,calc,ave) for each type of atom in an AIMD calcula-
tion can give the Vn(ave) for each type of that atom, demon-
strating a major advantage of the calculations over
experimental XPS. One limitation of using EB(core,exp) as
experimental descriptors of Vn is that not all covalently non-
equivalent atoms can be distinguished. For example, the terminal
CH3 carbon on the butyl chain in [C4C1Im]+ is indistinguishable
in XPS from the CH2 carbon bonded to this CH3 group (unlike in
NMR spectroscopy, where these two carbons can be distin-
guished). Furthermore, the experimental carbon contribution
from the [SCN]� anion cannot be separated from the experimental
carbon contribution from the [C8C1Im]+ cation,30 but such separa-
tions are possible for the calculated data.

4. Summary and conclusions

Core-level binding energies, EB(core), are presented here as an
atomic (i.e. local) electrostatic interaction strength descriptor
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for ILs, capturing differences in electrostatic potentials at the
nuclei, Vn. We believe EB(core) will prove useful for rationalis-
ing IL properties, especially since EB(core) is readily interpre-
table in terms of Vn. Effective measurements of DVn are
achievable using experimental core-level XPS of ILs. Therefore,
EB(core) from core-level XPS capture the potential for the atom/
group of atoms in question, relative to other atoms of the same
element in the same ion or different ions.

The already extensive literature IL DEB(core,exp) dataset, in
combination with the significant new physical insights given
here, opens many avenues for future work, including: (1) the
comparison of EB(core) versus Vn for protic organic cations and
metal cations; (2) the prediction of DVn without the need for
expensive and technically-demanding calculations; (3) the re-
evaluation of anion DEB(core,exp) in terms of electrostatic
interaction strengths, especially as in our previous publication
the focus was on cation DEB(core,exp);25 and (4) a more
accurate grouping of types of atoms in ILs, as currently group-
ings are made based on qualitative assessments of electronic
structure (e.g. charged groups, hydrocarbons, fluorous8) and
not on experimental electronic structure data.

An interesting question is whether the excellent matches
between EB(core) and Vn would also work for EB(core) of ions or
even neutral molecules solvated in (neutral) molecular solvents
rather than solvated in ILs. EB(core,exp) for ions solvated in
(neutral) molecular solvents are not available yet for the ions
studied here or indeed many other ions, although EB(core,exp)
can be measured using liquid-jet XPS apparatus.55 Further-
more, can EB(core) and Vn be interpreted at surfaces and
interfaces to link to processes such as IL adsorption and IL
electrochemistry?

Measuring new DEB(core,exp) values beyond those already
available in the extensive but certainly incomplete literature
will require expensive IL synthesis and XPS measurement.
Another option is aiming to achieve a method that is cheap
and technically undemanding (unlike our method presented
here). Modern machine learning methods offer fantastic pos-
sibilities in this area, both for predicting IL structures using
machine learning potentials56 and using structure descriptors
to predict electronic structure properties.57 A combination of
such methods would potentially allow rapid prediction of
accurate EB(core,calc) and Vn, allowing screening of large
numbers of ILs.
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