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Mind the gaps: what the STGABS27 set can teach
about second-order excited state methods,
solvent models, and charge transfer

Thomas Froitzheim, a Christof Hättig b and Jan-Michael Mewes *ac

Charge-transfer (CT) states are ubiquitous in modern organic electronics, yet their accurate theoretical

description poses a challenge for common excited state methods. The recently introduced STGABS27

benchmark set provides highly accurate experimentally measured adiabatic energy gaps (DEST) between

the lowest singlet and triplet excited states of thermally activated delayed fluorescence (TADF) emitters.

While first studies revealed a remarkable performance of orbital-optimized state-specific DDFT and

mixed results with TD-DFT and DFT/MRCI, this work explores the performance of correlated wave-

function methods, namely second-order algebraic diagrammatic construction (ADC(2)) and second-

order approximate coupled-cluster singles and doubles (CC2) in their canonical and spin-scaled variants.

Owing to the polar nature of the states, a particular emphasis is placed on the dielectric solvent models.

The results show that only a few models, namely the iterative state-specific COSMO solvation model in

combination with spin-component-scaled or scaled opposite-spin (SCS/SOS) ADC(2) or CC2, are

competitive with DDFT/PCM and achieve sub-kcal mol�1 agreement with experimental singlet–triplet gaps,

which is confirmed by cross-checks on emission energies. However, this performance comes with a hefty

cost, as both models are roughly 100 times slower than similarly accurate DDFT/PCM-based models.

I. Introduction

Excited states that involve a substantial charge transfer (CT) are
widespread throughout photochemistry, including in photo-
active biological systems,1–3 photocatalysts,4–6 and organic
electronics.7,8 Consequently, the computational modeling of
these states has gained increasing importance both in mecha-
nistic studies and the rational design of photoactive
materials.9–15 Yet, the accurate description of CT states presents
a considerable challenge for many theoretical approaches, which
mainly arises from two sources: (i) the substantial change in the
electronic structure upon excitation and the resulting relaxation
effects, and (ii) the response of the molecular environment to the
presence of typically highly polar states. Given these distinctive
issues, careful benchmarking of computational protocols specifi-
cally for CT states is crucial to achieve reliable and predictive
results. However, high-level theoretical reference data are scarce
compared to the electronic ground state due to the minimum

system size required for the spatial separation of charges.16–21 This
leaves us relying on experimental data to gain insights into CT in
realistic (solvated) systems.

In this context, organic light-emitting diodes (OLEDs) that
harvest triplet excitons via the process of thermally activated
delayed fluorescence (TADF)22–27 are a useful source of highly
accurate reference values. In TADF emitters, (reverse) intersys-
tem crossing (rISC) enables the thermal interconversion of
excitons between the lowest singlet (S1) and triplet (T1) states
and, in turn, radiative decay of triplet excitons via the S1 state.
The rate of this TADF process depends exponentially on both
the adiabatic energy gap (DEST) between S1 and T1 and the
temperature.28 This places a severe constraint on DEST and,
thus, the design of efficient TADF emitters. Low-lying CT states
in donor–acceptor-type systems frequently exhibit the neces-
sary small ST-gap, as the spatial separation of electron and hole
minimizes the destabilizing exchange contribution for the
singlet. Crucially, the magnitude of DEST is often accessible
by temperature-dependent measurements of the TADF rate,29

which provides high-quality reference data for theoretical
benchmarking.

Exploiting this unique access to accurate experimental data
for CT states, some of us presented in a recent letter the new
STGABS27 benchmark set consisting of 27 emitters with mea-
sured DEST values.30 Furthermore, the work showed that these
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experimental gaps can be reproduced with remarkable accuracy
of E0.5 kcal mol�1 (0.025 eV) by employing state-specific,
orbital-optimized spin-restricted and unrestricted open-shell
Kohn–Sham density functional theory (ROKS31–36 and UKS37,38)
in combination with a polarizable continuum model (PCM).39,40

The best-performing combination on the STGABS27 is ROKS/PCM
with the optimally tuned41–45 range-separated hybrid OT-oB97M-
V46,47 (used here for comparison and for brevity just denoted as
ROKS/PCM) yields a mean unsigned error (MUE) of 0.022 eV and
mean signed error (MSE) of �0.001 eV. However, since the
functional dependence in DDFT is much less severe than for
TD-DFT,48 other functionals in combination with ROKS and
even simpler spin-unrestricted approaches, e.g., plain PBE0-
D449–51 (MUE: 0.029 eV, MSE: �0.007 eV) or LC-oPBE-D452

(MUE: 0.029 eV, MSE: �0.009 eV with o = 0.175 a.u.) are nearly
as accurate. In recent follow-ups, some of us showed that state-
specific ROKS or UKS outclass the popular Tamm–Dancoff-
approximated time-dependent density functional theory
(TD(A)-DFT)53,54 for singlet–triplet gaps55,56 and emission ener-
gies (Eem)48 of the emitters in STGABS27(-EMS), and also for
other sets with related multi-resonance (MR)57 and inverted
singlet–triplet gap (INVEST)58–60 TADF emitters, where doubly
excited determinants are thought to play an important role.61,62

One particularly notable combination that crystallized in these
studies is LC-oPBE-D4/UKS with o = 0.175–0.200 a.u. (also
considered here and denoted as UKS/PCM) which, in contrast
to ROKS/PCM, also performs well for singlet–triplet gaps and
emission energies of MR-TADF and INVEST emitters.61,62 Gen-
erally, the good performance and reduced functional depen-
dence has been traced back to a particularly accurate account of
orbital relaxation in the state-specific self-consistent field (SCF)
procedure in DDFT, whereas TDA-DFT captures orbital relaxation
only implicitly through the exchange–correlation kernel.63–66

An alternative way to include more orbital relaxation in CI
methods is to go beyond single-excitation-based methods to
correlated methods that include orbital relaxation (perturba-
tively) via doubly (and higher) excited determinants. However,
this typically comes at the cost of higher computational
demands. In a previous study, some of us applied density
functional theory multireference configuration interaction
(DFT/MRCI)67,68 to the STGABS27 benchmark set and found
a reasonable agreement for DEST and Eem with an error
compensation-based approach using the vertical gas phase
approximation.69 One of us also applied correlated wave
function methods, namely the algebraic diagrammatic con-
struction method at second order ADC(2), to three selected
TADF-emitters, where it shows good agreement with the UKS-
based DDFT approach.27 However, so far, no systematic
benchmarking of correlated wave function methods has been
done on the CT states of TADF-emitters, which is the goal of
the present work.

In the following, we give a brief overview of the used methods
with a focus on the two main challenges of the STGABS27 set,
namely, (i) orbital relaxation effects and (ii) the complete response
to the dielectric embedding. Starting off with wave-function-based
excited state methods, we employ in this work second-order

approximate coupled-cluster singles and doubles (CC2)70–72 and
algebraic diagrammatic construction at second order (ADC(2)).73–76

Even though these techniques are derived differently, with CC2
being an approximation to the linear-response77 coupled-cluster
method with up to double excitations (CCSD-LR), and ADC(2)
being based on the perturbative expansion of the polarization
propagator, both are intimately related (i.e., ADC(2) is a symme-
trized version of CC2 neglecting singles excitations)78 and share
some crucial advantages compared to other correlated excited
state methods: Namely, (i) the scaling of the computational cost
with N5 of the system size N, (ii) the possibility of efficiently
avoiding the explicit storage of double excitation amplitudes and
other quantities like integral intermediates with N4-scaling size if
combined with the Resolution of the Identity (RI) approximation
to reduce the growth of disc space demand to N3,78,79 and
(iii) their ease of lending themselves to spin-scaling to improve
their accuracy.80 Especially spin-component-scaling (SCS, iii),
based on the idea of scaling down the same-spin- and up the
opposite-spin-correlation effects as initially proposed for second-
order Møller–Plesset Perturbation theory (MP2),81–83 has shown
promise to improve the description of Rydberg- and especially
CT-states.84–86 By completely neglecting opposite-spin correla-
tion in the scaled opposite-spin (SOS) approach, SOS-CC2 and
SOS-ADC(2) lend themselves to Laplace transformation to further
reduce the scaling of the computational cost to N4,87,88 often with
similar improvements as the SCS-versions. In combination with
the algorithmic improvements (i) and (ii), as well as the develop-
ment of local-89 and explicitly-correlated90 versions, excited state
calculations for large molecules become possible.71,91

Both ADC(2) and CC2 have been extensively benchmarked in
the past for properties such as vertical16,17,19,21,92–94 and 0-095,96

transition energies, potential energy surfaces,84 and oscillator
strengths.97,98 Where highly accurate reference data is avail-
able, the accuracy of excitation energies with both methods is
often comparable to CCSD.99–101 This is the case for the
theoretical best estimates in the popular Mühlheim set by
Schreiber et al.92 (MUECC2 = 0.30 eV/MUEADC(2) = 0.29 eV vs.
MUEEOM-CCSD = 0.49 eV102) and for the even more accurate
mountaineering strategy of Loos et al. applied to medium-sized
organic molecules.17,94 In line with their close relationship,
differences between ADC(2) and CC2 are usually small. How-
ever, for Ryberg and especially CT excited states, errors deterio-
rate substantially with ADC(2) and CC2, which recent studies
illustrated for both excitation energies16 and the excited state
potential energy surface.84 Tajti et al. argue that this worse
performance compared to valence excitations can be attributed
to lacking error-compensation for Rydberg and CT states in the
diagonal approximation of the doubles–doubles block made in
both CC2 and ADC(2).103 Spin-scaling approaches can repair
the consistent underestimation observed with ADC(2) and CC2
for CT states to some extent.85,86 While such partially error-
compensation-based approaches do not reach the accuracy
achieved by the inclusion of (approximate) triples excita-
tions,104,105 they come at a far lower computational cost.

So far, we only discussed benchmarks for molecules in
vacuum derived from gas phase spectroscopy or high-level
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theoretical reference methods such as CC3.106 However, envir-
onmental effects can be just as important for predicting experi-
mental results, especially in the present case of polar CT
states.9,27 Because of their computational feasibility and inher-
ent inclusion of sampling effects over the solvent degrees of
freedom, continuum solvation models are often a preferred
choice over the explicit inclusion of solvent molecules.40

In contrast to the ground state, excited state calculations face
the further complication of two different formalisms for conti-
nuum solvation, namely linear-response (LR) and state-specific
(SS) solvation, that can yield considerably different results.107,108

Comparisons of solvatochromism reveal the SS formalism to be
generally preferable due to the non-vanishing solvation contribu-
tion even in polar CT states, whereas the LR formalism requires
a bright transition with a non-zero transition density.109–111

However, the full SS formalism requires a costly double-
iterative optimization of both the excited state reaction field
and the ground state wave function. Non-iterative perturbative
approximations to the full SS formalism exist (referred to as
either ptSS- or cLR-COSMO [for corrected linear-response] in
the literature109,112–114), but neglect the response of the excited
state density to the solvent, which can be crucial for polar CT
states (vide infra). Thus, while analytical nuclear gradients for
iterative SS solvation have become increasingly available,115–117

it is mainly applied to excited state single-point calculations.

This contrasts with state-specific methods such as ROKS/PCM,
which enable routine excited state geometry optimization
with solvation effects. Yet, few studies actually test high-level
electronic structure methods with continuum solvation because
accurate experimental reference values are often difficult to obtain.
Hence, the highly accurate DEST and Eem values of the STGABS27
set, which are obtained from temperature-dependent measure-
ments in solution, provide a rare and insightful challenge.

II. Approach and methodology

For our investigation, we split the STGABS27(-EMS) into two
subsets based on the size of the emitters (A: 1–9, 11, 14, 15, 24,
and 27; (B) the remainder, see Fig. 1). This allows us to compare
various computationally demanding method combinations
(i.e., larger basis sets) on subset A (up to 81 atoms) without
requiring calculations for the larger systems in subset B (up to
139 atoms). Unless stated otherwise, we treat singlet–triplet
gaps adiabatically at the excited state geometries and emission
energies vertically at the S1 geometry, following the Franck–
Condon approximation.118,119 We use the geometries provided
in ref. 30 for S1 and T1 optimized with ROKS/UKS/PCM and the
optimally-tuned RSH-functional LC-oPBE (OT-LC-oPBE) and
for the ground state optimized with the PBEh-3c composite

Fig. 1 Overview of molecular structures included in the STGABS27 benchmark set. Systems are divided into two subsets A and B according to their
molecular size.
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method.120 This circumvents the need for method-specific
geometry optimization, which remains unfeasible at this sys-
tem size even with the recently introduced analytical gradients
of state-specific solvation models for approximate second-order
methods due to the costly triple-iterative procedure (geometry
optimization, reaction field equilibration, and SCF).117

All calculations with the ADC(2) and CC2 methods were
carried out with the ricc2 module78,79,121–124 in a development
version of the Turbomole program,125–127 which includes state-
specific solvation models for CC2.117,128 Aside from the cano-
nical form of ADC(2) and CC2, also the spin-component-scaled
(SCS, 33% same-spin and 120% opposite-spin) and scaled
opposite-spin (SOS, 0% same-spin and 130% opposite-spin)
versions were tested with standard scaling parameters. To model
the effect of the dielectric environment, we employed the
conductor-like screening model (COSMO).40,129–133 Because the
excited states in question exhibit almost exclusively strong CT
character, COSMO was preferentially applied in the difference-
density-based state-specific formalism,48,55,107,134–140 either fully
self-consistently (denoted SS-COSMO or PerTurbation of Energy
and Density (PTED) in the literature)110,116,117,128,141 or in pertur-
bative approximation (referred to as either ptSS- or cLR-COSMO
[for corrected linear-response] in the literature109,112–114,142). The
transition-density-based linear-response formalism143,144 was only
used in exploratory calculations, either combined with iterative
SS-COSMO (SS + LR-COSMO) or on its own in the form of the post-
SCF-COSMO111,145 model. Due to their long lifetimes in TADF
emitters, both singlet and triplet excited states were treated within
the regime of equilibrium solvation governed by the static dielec-
tric constant e. As suggested in ref. 30 and 55, e was set to the
global value of 3.0 in all calculations of DEST as an intermediate
value between toluene (e = 2.37) and more polar thin-film
matrices. Meanwhile, the final ground state after the fast emission
process is modeled in the regime of non-equilibrium solvation
governed by the refractive index n.146–149 Here, measurement-
specific values for e and n were used.48

In light of the substantial size of some emitters and the double-
iterative procedure of ADC(2) and CC2 with SS-COSMO, most
calculations had to be limited to the small def2-SVP basis
set.150–152 Since the basis set incompleteness error (BSIE) will be
substantial at the double-z level, we employed the larger def2-
TZVPP basis set for subset A of smaller molecules.151 To make this
possible, only the final excited-state calculation in the reaction field
converged with def2-SVP uses the def2-TZVPP basis set. While there
might be minor incompatibilities between the def2-SVP and a fully
converged def2-TZVPP reaction field, similar schemes (i.e. use of an
ADC(2) reaction field for a final ADC(3)102 calculation) showed that
energetic errors are often small.110

III. Results and discussion
A. Second-order excited state methods

Let us begin the analysis of the second-order methods with
their performance for singlet–triplet gaps. To separate the
crucial role of the electronic structure method from the choice

of the excited state solvation model, we initially limit the
discussion to results with fully self-consistent SS-COSMO.
Fig. 2 depicts DEST values for all emitters in the STGABS27
with ADC(2) and its spin-scaled versions, while Fig. 4b plots the
associated statistical error distributions as boxplots. For com-
parison, we also show the most accurate orbital-optimized
state-specific DDFT results on the STGABS27,30 specifically
ROKS/PCM with OT-oB97M-V functional in green, in addition
to the experimental values in black.

The most striking result is the excellent agreement between
the experiment and spin-component scaled SCS-ADC(2) (red).
With a mean unsigned error (MUE) of 0.035 eV and a standard
deviation (SD) of 0.044 eV, SCS-ADC(2) exhibits the smallest
errors of all tested second-order methods and is only out-
performed by state-specific approaches such as ROKS/PCM
(MUE of 0.022 eV). Most gaps are within (17) or close to (8)
chemical accuracy defined by 1 kcal mol�1 error w.r.t. the
reference (E0.05 eV, grey band). Moreover, no substantially
negative ST-gaps occur, as is expected for the predominantly
singly-excited CT states.61,153 Instead, the error distribution
centers close to zero with a vanishing mean signed error
(MSE) of 0.004 eV. Notably, SCS-ADC(2) also shows a remark-
able agreement with ROKS/PCM (relative MUE of 0.023 eV
between both methods). Even in cases where both methods
deviate from the experiment, they usually do so in the same
direction. This might in part be a result of using the ROKS/PCM
excited-state geometries for ADC(2) and CC2 calculations.
While for 18 of the 27 emitters, SCS-ADC(2) and ROKS agree
to within 0.02 eV, there are few cases with slightly larger
deviations of E0.05 eV (9, 21, 26, 27), and only one case with
a deviation 40.1 eV (for SCS-ADC(2), canonical ADC(2) and
ROKS are spot-on). This maximum deviation is observed for
TPA-Ph2CN (molecule 8), which appears to be particularly
challenging, as previously pointed out by Kaminski et al.
using DFT/MRCI (see SI and the discussion below for further
details).69,154

Generally, the excellent agreement is particularly remark-
able given the fundamentally different nature of the CI-based
SCS-ADC(2) with iterative SS-COSMO and the state-specific
orbital-optimized ROKS/PCM or UKS/PCM using basically a
ground-state solvent model. Both methods outclass the best-
performing TDA-DFT-based approaches (light and dark blue in
Fig. 4b), cutting the error spread by almost an order of
magnitude. Moreover, their close correlation with each other
and the experimental references confirm the assumptions
made in the interpretation of the experimental data, i.e., the
adiabatic nature of the gaps and the singlet–triplet gap as the
limiting factor for the temperature-dependent TADF rate.
Hence, relaxed (ROKS/PCM optimized) excited state structures
are essential for this level of accuracy. In comparison, vertical
gaps calculated at the ground state geometry tend to be mostly
zero in predictions with both methods (vide infra and SI for
more details).

Comparing now SCS-ADC(2) with the canonical (purple) and
scaled opposite-spin (orange) versions, a clear trend emerges:
with decreasing/increasing same/opposite-spin correlation, the
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gaps progress from too small or even negative values with
canonical ADC(2) (MSE: �0.049 eV) to sometimes a substantial
overestimation with SOS-ADC(2) (MSE: 0.044 eV). Curiously, the
only exceptions are the MR-TADF emitters DABNA-1/2 (26 and
27), where differences are much smaller and inverse. The
reason for this behavior is the stabilizing effect of same-spin
correlation on CT relative to locally excited (LE) states, which
opposes the inverse effect of (same-spin) Fock exchange in
ADC(1) (equivalent to CIS).55,66 Exchange integrals over both
the electron and hole wavefunction give rise to their attractive
interaction in ADC(1), leading to a general overestimation
of CT excitation energies. This Coulomb interaction is
(over-)screened by second-order orbital-relaxation terms that
are folded into the singles block in ADC(2), which leads to
overly polarized CT states.155 Since the S1 is generally the more
polar state with stronger CT character,27 its excitation energy
with canonical ADC(2) can approach or even move below the T1

state, which results in many artificially inverted gaps (mols. 2,
3, 5, 7, 11, 13, 15–19).85,92 In contrast, the complete neglect of
same-spin correlation along with the up-scaled opposite-spin
correlation in SOS-ADC(2) leads to an apparent underestima-
tion of orbital-relaxation effects and, in turn, an overestimation
of the energy for CT relative to LE states. Together, these effects
cause the ST-gaps to be substantially too large with SOS-ADC(2),
as evident from the positive MSE of 0.044 eV. This overall trend
is particularly apparent in systems such as TMCz-BO (2),
ACRXTN (5), TPA-Ph2CN (8), and 5CzBN (22), where the T1

state changes from a strong CT state with canonical ADC(2) to a
mixture with a local excitation in SOS-ADC(2) (see SI for details).

In contrast, systems where the CT character of both states is
locked-in, such as PTZ-DBTO2 (4), Phox-Mep (6), or where donor
and acceptor are forced to orthogonality, like the sterically
crowded 5Cz-TRZ or the spiro-compounds ACRFLCN (24) and
Spiro-CN (25), yield almost no difference between the scaled
and canonical ADC(2). Evidently, for a balanced description of
LE and CT states, same- and opposite-spin terms are important,
and the down-scaled same-spin- of 33% and up-scaled
opposite-spin-contribution of 120% for SCS-ADC(2) is the sweet
spot for the molecules in the STGABS27 set, at least with the
efficient def2-SVP basis set.

Before moving on, we should discuss the non-negligible
impact of using a larger def2-TZVPP basis set compared to
def2-SVP, for which most results are presented. Because of the
steep computational cost of the second-order methods with
def2-TZVPP, we could only sample this effect for subset A of
smaller emitters and only used the larger basis in the final SS-
COSMO iteration, i.e., with a solvent field optimized for def2-
SVP. The triple-z def2-TZVPP systematically lowers both the
singlet–triplet gaps (E0.05 eV) and the vertical emission ener-
gies (E0.15 eV, vide infra) across the STGABS27 set, as evident
from Fig. 3. Since the magnitude of the def2-TZVPP shift is far
larger for ADC(2) and CC2 than the r0.02 eV basis-set sensi-
tivity we observed for orbital-optimized state-specific DDFT
approaches such as ROKS/PCM,30,48 it is no longer negligible.
While the basis set choice significantly impacts the agreement
with the experiment, the effect is very systematic, which allows
us to generalize. Qualitatively, the down-shift nudges SCS-
ADC(2) away from its sweet spot: gaps that were almost spot-

Fig. 2 Experimental (black) and calculated singlet–triplet gaps DEST for the emitters of the STGABS27 benchmark set. The calculated values are given for
canonical (purple), spin-component-scaled (SCS, red), and scaled opposite-spin (SOS, orange) ADC(2), as well as SCS-CC2 (light red). All calculations
employ fully iterative SS-COSMO solvation, the split-valence def2-SVP basis set, the UKS/ROKS/PCM optimized S1/T1 geometries with the OT-LC-oPBE
functional from ref. 30, and a dielectric constant of e = 3.0. Connecting lines between individual datapoints serve only to guide the readers eye. The target
error margin corresponding to chemical accuracy (E�0.05 eV) is marked by a grey band around the experimental values. For comparison, the most
accurate ROKS/PCM-based method with OT-oB97M-V and the def2-SVP basis set is depicted in green. MSE, MUE, and SD values for the complete
STGABS27 set are tabulated.
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on with def2-SVP now become slightly underestimated, as
evident from the MSE moving from 0.008 eV (def2-SVP) to
�0.022 eV (def2-TZVPP) for subset A, while the performance
(MUE) hardly changes (cf. inlay Fig. 3). Conversely, SOS-ADC(2),
which appears to overshoot with def2-SVP, benefits from the
larger basis and moves noticeably closer to the experiment, as
evident from the MSE (0.049 eV to 0.013 eV), MUE (almost
halved from 0.073 eV to 0.043 eV), and SD (0.081 eV to 0.058 eV).
For canonical ADC(2), the systematic underestimation becomes
even worse with def2-TZVPP (MSE = MUE from �0.050 eV to

�0.077 eV). Overall, taking a pragmatic viewpoint, we focus our
discussion on calculations with the more efficient def2-SVP
basis sets since the minor improvements in MUE and SD hardly
justify the huge increase in computational cost. From this
perspective, SCS-ADC(2)/def2-SVP should be preferred, also
because it achieves a lower SD than the SOS variant in every
combination. However, when extrapolating to the complete
basis set limit, the underestimation by SCS- and overestimation
by SOS-ADC(2) appear to balance. This is most evident perhaps
for the emission energies discussed further below, where the
systematic overestimation of SOS-ADC(2)/ptSS-COSMO/def2-
TZVPP compared to the experiment is in line with the neglect
of vibronic effects.48,157–159 Also, the availability of reduced
scaling implementations based on the Laplace transform and
recent tensor hypercontraction (THC) techniques favor SOS-
ADC(2).88,160 Nevertheless, SCS-ADC(2) consistently achieves
a significantly lower SD (even with def2-SVP compared to
SOS-ADC(2)/def2-TZVPP), hinting that including same-spin
integrals improves the description of CT states and cannot
fully be compensated by simply upscaling the opposite-spin
contributions.

Having established the performance of ADC(2) and variants,
let us move to the closely related second-order approximate
coupled cluster, CC2. While ADC(2) and CC2 typically agree to
within 0.1 eV, mixing between the ground and low-lying singly
excited states moderated by the singles amplitudes in CC2 can
lead to discrepancies in cases with particularly low excited
states and/or LUMO energies.161,162 Fig. 4b displays the statis-
tical distributions (shaded), while Fig. 2 compares the best-
performing SCS-ADC(2) and SCS-CC2 (all other variants are
shown in Fig. S1 in the SI). Comparing the error distribution
for the equivalently spin-scaled ADC(2) and CC2 versions, we
observe only a minor increase of E0.008 eV in the MSE and
almost unchanged statistical deviations. Differences between
ADC(2) and CC2 appear for a few systems (8, 19, 21), but the
increase of DEST remains below 0.05 eV (see Fig. 2 and Fig. S3 in
the SI). Notably, the largest shift occurs not for TPA-cNDI* (19),
the system with the lowest emission energy by far (vide infra)
and thus expected to be most susceptible to state-mixing
between ground and S1 states.161 Instead, 3DPA3CN (21) and
TDA-Ph2CN (8) with rather average Eem show larger deviations
between ADC(2) and CC2. For these two cases, the gaps are
systematically overestimated by (SCS-)CC2, such that the smal-
ler gaps of (SCS-)ADC(2) are closer to the experimental refer-
ences. Only for TPA-cNDI*, (SCS-)CC2 is closer to the
experiment. While there are too few molecules and too small
effects to arrive at any meaningful conclusions here, we want to
mention that in a recent work, Sülzner et al. argued that the
single excitations in CC2 become important mainly in the
description of low-lying excited states.161

The performance for vertical emission energies Eem in the
STGABS27-EMS set offers a great opportunity to cross-check
the conclusions drawn on the adiabatic singlet–triplet gaps.
As discussed extensively in ref. 48, uncertainties for experi-
mental Eem values are substantially larger (conservative error
range of �0.2 eV, grey band) than for DEST. The main reasons

Fig. 3 Experimental (black) and calculated (a) emission energies Eem and
(b) singlet–triplet gaps DEST for subset A of the STGABS27 benchmark set.
The calculated values are given for canonical (purple), spin-component-
scaled (SCS, red), and scaled opposite-spin (SOS, orange) ADC(2) with fully
iterative (pt)SS-COSMO solvation, including perturbative corrections for
emission. Results are presented either always with the small split-valence
def2-SVP (SV, dashed) basis set or with the larger triple-z def2-TZVPP (TZ,
dotted) basis set for the final solvent field equilibration step. All calculations
employ the UKS/ROKS/PCM optimized S1/T1 geometries with the OT-LC-
oPBE functional from ref. 30, and either a dielectric constant of e = 3.0 for
singlet–triplet gaps or system-specific values for e and the refractive index
n dependent on the experimental measurement for emission energies.
Connecting lines between individual datapoints serve only to guide the
readers eye. The target error margin corresponding to chemical accuracy
(E�0.05 eV) for DEST and conservative experimental errors of �0.2 eV for
the Eem are marked by grey bands around the experimental values. MSE,
MUE, and SD values for subset A of the STGABS27 are tabulated.
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are deviations from the ideal Franck–Condon behavior during
the transition and the prominent vibrational line broadening of
CT fluorescence peaks. Still, Eem complement the highly accu-
rate gaps between the very similar singlet and triplet CT states
well by sampling the energy difference between the polar
excited and unpolar ground states and emphasizing the treat-
ment of solvation effects. Initially, we restrict the discussion to
calculations using ptSS-COSMO with non-equilibrium relaxa-
tion of the final ground state as the appropriate continuum
solvation model for vertical transitions out of polar CT states
(vide infra, see SI for details). Fig. 4a plots the error distribution,
and Fig. 5 the explicit emission energies for all systems with
(spin-scaled) ADC(2) and SCS-CC2.

Beginning with the best-performing method for DEST, we
observe again excellent agreement between SCS-ADC(2) and the
experimental reference values. The error distribution is narrow (SD:
0.15 eV) and centered around zero (MSE: 0.04 eV), which is further
improved with the larger def2-TZVPP basis set (see Fig. 3a).
However, the absolute error spread increases by a factor of 3–4
compared to DEST (MUE: 0.12 vs. 0.035 eV). We rationalize this with
the aforementioned larger differences between the initial (singlet
CT) and final (singlet ground) states, which reduces beneficial error
cancelation compared to DEST. Still, only a few predictions fall
outside of the larger experimental error margins for Eem (6 out of
27). As for DEST, the predicted Eem values with SCS-ADC(2) and
ROKS/PCM (also UKS/PCM, not shown) match closely with a relative
MUE of 0.10 eV and deviations below 0.1 eV for 15 out of 27 systems.

Given the excellent performance of both approaches for
different properties, their relative deviation offers valuable

insights. Systems for which SCS-ADC(2) predicts significantly
lower emission energies than ROKS/PCM (4, 6, and 12) exhibit
strong CT, typically with large electron–hole separation and
high dipole moments. Such cases with strongly dominant CT
character in S1 and T1 are generally simpler (no balancing with
LE states is needed). Accordingly, we observe only insignificant
differences between (SCS)-ADC(2) and ROKS for the singlet–
triplet gaps. In contrast, if SCS-ADC(2) predicts higher Eem than
ROKS, as is the case for mols. 8, 9, and 23, the respective states
tend to be less polar with mixed LE/CT character in the triplet.
However, it bears pointing out that the differences mostly
vanish when considering the SCS-ADC(2) results obtained with
the larger basis sets (available for 8 and 9 in Fig. 3), at least for
the emission energies. Regarding both the singlet–triplet gaps
and emission energies, TPA-Ph2CN (8) remains a challenging
example for SCS-ADC(2), whereas ROKS/PCM offers an almost
perfect agreement for both experimental DEST and Eem. In this
case, it appears that SCS-ADC(2) yields too unpolar states,
which explains the overestimation of the singlet–triplet gap
and emission energy.

In summary, the ADC(2) results for the emission energies
mostly confirm our conclusions from the singlet–triplet gaps:
canonical ADC(2) clearly underestimates, SOS-ADC(2) slightly
overestimates, while SCS-ADC(2) provides a balanced descrip-
tion, at least with the small def2-SVP basis set (the same holds
for SCS-CC2, see Fig. S2 in the SI for details). With the larger
def2-TZVPP basis set for the final solvent field equilibration
step, the emission energies decrease substantially, moving SOS-
ADC(2) closer to the experiment (MSE for the subset A from

Fig. 4 Deviations for (a) the vertical emission energies Eem and (b) adiabatic singlet–triplet gaps DEST. Results are shown for canonical (purple), spin-
component-scaled (SCS, red), and scaled opposite-spin (SOS, orange) ADC(2) and CC2 (shaded) with the fully iterative (pt)SS-COSMO including
perturbative corrections for emission. Values with SCS-ADC(2) and different solvent models are shown in the middle (shaded red). For comparison,
results for ROKS/(pt)SS-PCM with OT-oB97M-V (light green), DUKS/(pt)SS-PCM with FX175-oPBE (dark green), as well as TDA-DFT/LR-PCM with PBE10
(light blue) and TDA/SS-PCM with OT-LRC-wPBEh156 (dark blue) are depicted on the right. All calculations employ the UKS/ROKS/PCM optimized S1/T1

geometries with the OT-LC-oPBE functional from ref. 30 and the def2-SVP basis set.
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0.16 eV to 0.10 eV), while SCS-ADC(2) very slightly underesti-
mates the emission energies (MSE for subset A from 0.05 eV to
�0.02 eV) with the larger basis set. Systems 26 and 27 break
with the general trend as ADC(2) is better, also for the gaps.
The reason is that instead of long-range CT in classical donor–
acceptor systems, multi-resonance TADF emitters exhibit short-
range CT (SRCT) states, where doubly-excited determinants
are more important than orbital-relaxation effects.62 CC2 and
ADC(2) and their respective variants are again very similar with
only three differences larger than 0.1 eV (for SCS 6, 19, and 21
while 11 is just below) and most differences on the order of 0.05
eV. The differences are always largest between the canonical
variants and in all, but one case (2DAC-Mes3B, 13), the CC2
excitation energies are larger than those obtained with ADC(2).
Finally, we note that ROKS/PCM is again very similar to SCS-
ADC(2)/SS-COSMO with few small deviations (vide supra) and
virtually identical statistics (MSE both 0.04 eV, MUE 0.12/0.13
eV). It should be noted that for the emission energies, a very
similar performance can be obtained with unrestricted Kohn–
Sham (UKS)/PCM using LC-oPBE-D4 with a range-separation
parameter of 0.200 a.u. The advantage over ROKS is that UKS is
more robust and also works for INVEST and MR-TADF emitters,
where ROKS fails.48,61,62

B. Solvation models

Having established that the SCS- and SOS-variants of ADC(2)
and CC2 accurately describe ST gaps and emission energies
with the full iterative state-specific solvent model, we now take
an in-depth look at the various (approximate) excited state

solvation models. Fig. 6 displays the singlet–triplet gaps of
subset A obtained with SCS-ADC(2) in combination with a
variety of both linear-response and state-specific solvation
models as well as in gas phase (see Fig. S4 for the full STGABS27
set). Most importantly, the results in gas phase (green) strik-
ingly illustrate the necessity of including dielectric embedding
to obtain any reasonable estimate for DEST. Without any
dielectric environment (green), the gaps are much too large,
which results from an imbalanced treatment of (mostly singlet)
CT and (mostly triplet) LE states. This picture hardly changes
with the post-SCF-COSMO approach (blue), which derives from
the linear-response formalism. The underlying reason is the
well-known failure of the transition-density-based LR-approach
for polar CT states (and triplets) due to their vanishing transi-
tion density.30,55 With few exceptions (vide infra), the post-SCF
COMSO results are thus equivalent to using solvated ground
state orbitals, which evidently lack any stabilization for the
charge-separated excited states. Accordingly, not only energies
but also the characters of the low-lying states are as wrong in
the gas phase as with post-SCF-COSMO, where most triplets
and even some singlets wrongly come out as LE states. Even
for the two exceptions where the linear-response contribution is
not negligible, namely the SRCT states of the MR-TADF emitters
DABNA-1/2 (26/27), the LR-COSMO contribution is unbalanced
as it only stabilizes singlets but not triplets. Consequently, the
combined iterative SS + LR-COSMO (purple), which accurately
recovers state orderings and characters, also does not improve
the results for molecules with bright transitions (mainly 26
and 27) compared to the pure SS-COSMO. The unbalanced

Fig. 5 Experimental (black) and calculated emission energies Eem for the emitters of the STGABS27 benchmark set. The calculated values are given for
canonical (purple), spin-component-scaled (SCS, red), and scaled opposite-spin (SOS, orange) ADC(2), as well as SCS-CC2 (light red). All calculations
employ fully iterative ptSS-COSMO solvation with perturbative corrections, the split-valence def2-SVP basis set, ROKS/PCM optimized S1 geometries
with the OT-LC-oPBE functional from ref. 30, and system-specific values for the dielectric constant e and the refractive index n dependent on the
experimental measurement. For comparison, emission energies with ROKS/ptSS-PCM with OT-oB97M-V and the def2-SVP basis set are depicted in
green. Connecting lines between individual datapoints serve only to guide the readers eye. The conservative experimental error margin of �0.2 eV is
marked by a grey band around the experimental values. MSE, MUE, and SD values for the complete STGABS27 set are tabulated.
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LR-stabilization of the S1 state helps only for TPA-Ph2CN (8),
where SCS-ADC(2) generally struggles (vide supra). Thus, we con-
clude that any linear-response-derived solvent model should be
avoided.

One of the main drawbacks of the state-specific solvent
model is the high computational cost of iterative solvent-field
optimization (essentially a geometry optimization for the impli-
cit solvent). To remedy this, we use the perturbative approxi-
mation to state-specific solvation (denoted ptSS*-COSMO,
yellow), which is commonly applied in a non-equilibrium
formalism for vertical transitions (e.g., in the calculation of
emission energies with ptSS-COSMO, also denoted cLR-COSMO
in literature).109,142 To calculate the ptSS* correction for equili-
brium solvation, we just replace the squared refractive index n2

with the dielectric constant e (see the SI for technical details).
As some of us have shown before on artificial CT model
systems, this perturbative equilibrium solvation can mimic
the full self-consistent approach as long as the solvent field
does not significantly alter the state character (changes in the
state-ordering are not an issue, as one can simply reorder
the states after adding the correction).109,110 The results for
STGABS27 confirm this: ptSS* and full SS-COSMO closely agree

for most systems with deviations below 0.05 eV. Only MCz-XT
(1), TMCz-Bo (2), and PTZ-DBTO2 (4) show larger deviations
because of the aforementioned issue with state characters.
In these emitters, the T1 and T2 are roughly equal mixtures of
LE and CT contributions in the ground state solvent field, such
that neither of them receives the full dielectric stabilization
in the one-shot calculation with the ptSS* approximation.
However, just one additional excited-state calculation in the
polarized state-specific solvent field of the CT state helps to
disentangle the state characters, creating a CT-dominated
triplet state and restoring the singlet–triplet gap. Since this is
still much cheaper than fully converging the solvent field in
typically 5–10 iterations, we suggest this mixed 2-step-SS/ptSS
approach as an efficient alternative.

C. Geometry

Finally, we explore the effect of the geometry used in the
calculations and compare the optimized S1 and T1 excited state
geometries with the ground state geometry. While a consistent
optimization at the SCS-ADC(2)/SS-COSMO level poses a prohi-
bitive computational expense even with the recently developed
analytical gradients,117 ROKS/PCM and UKS/PCM can efficiently
provide excited state structures with full account of solvation
effects.30 Fig. 7 compares singlet–triplet gaps (a) and emission
energies (b) obtained with SCS-ADC(2)/SS-COSMO and ROKS/
PCM for either excited-state optimized structures (S1/T1) from
ROKS/UKS/PCM or ground-state optimized structures (GS)
obtained with PBEh-3c. Comparing the different approaches
for emission energies shows that, unsurprisingly, emission
energies calculated for GS geometries in the gas phase (other-
wise called absorption energies) are strongly and systematically
blue-shifted (dotted blue, MSE 1.23 eV). Interestingly, the
statistical evaluation of the ‘‘mixed’’ SCS-ADC(2) results for
GS structures with state-specific solvation (dotted red, MSE
0.70 eV) and for S1 structures without solvation (dashed blue,
MSE 0.63 eV) reveals that relaxation of the solute geometry and
the solvent field contribute equal parts to the total Stokes shift.
In fact, there are only two molecules (4 and 9) where the solute
geometry clearly dominates, while all other cases, especially
2 and 5, show a larger impact of the solvent field. The relative
size of the contributions can be rationalized by thinking of the
solvent-field iterations as geometry optimization for the impli-
cit solvent. This result underlines yet again how important
solvation effects are for these molecules, even in the relatively
non-polar environments assumed here (e = 3).

Moving now to the ST gaps shown in Fig. 7b, the solvent
model is much more important than using excited state struc-
tures. While ground-state structures with SCS-ADC(2)/SS-
COSMO afford a good MUE of 0.051 eV, excited-state structures
and gas-phase SCS-ADC(2) increase the MUE to 0.160 eV.
Similarly, ROKS with GS structures is almost as accurate
(MUE 0.030 eV) as with S1/T1 structures (MUE 0.021 eV).
At the ground state structure, predicted gaps decrease in most
cases (MSE from 0.008 to �0.016 for SCS-ADC(2)/SS-COSMO),
which is in large part due to the more orthogonal donor–
acceptor arrangement, reducing destabilizing exchange for

Fig. 6 Experimental (black) and calculated singlet–triplet gaps DEST for
the subset A of the STGABS27 benchmark set. The calculated values are
given for SCS-ADC(2) with different models for the environment: vacuum
(green), linear-response-based post-SCF-COSMO (blue), perturbative
equilibrium state-specific (ptSS*-)COSMO (orange), full iterative SS-
COSMO (red), and full iterative SS-COSMO with added linear-response
solvation (SS + LR, purple). All calculations employ the UKS/ROKS/PCM
optimized geometries with the OT-LC-oPBE functional from ref. 30, a
dielectric constant of e = 3.0, and a def2-SVP basis set. Connecting lines
between individual datapoints serve only to guide the readers eye. The
target error margin corresponding to chemical accuracy (E�0.05 eV) is
marked by a grey band around the experimental values. MSE, MUE, and SD
values for subset A of the STGABS27 set are tabulated.
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the singlet state.55 This is consistent with previous reports that
ST gaps can be estimated reasonably well in the vertical
(or Franck–Condon) approximation for all kinds of TADF
emitters.30,62,69 Despite the reasonable agreement of SCS-
ADC(2) and ROKS in the vertical approximation, the results
show that relaxed excited state structures obtained with ROKS/
UKS significantly and consistently improve the agreement
(MUE 0.037 eV and SD from 0.063 eV to 0.041 eV) at the SCS-
ADC(2) level of theory. Note that this is in stark contrast with
TDA-DFT and, to a lesser extent, DFT/MRCI results, where

ROKS/UKS optimized excited-state structures yield much worse
estimates for the ST-gaps than the GS geometry.55,69 The effect
has been traced back to the deviation of the ROKS/UKS/PCM
geometries from a strict 901 dihedral angle between the donor
and acceptor subunits in the TADF emitters. The substantial
errors for different structures along the donor–acceptor dihe-
dral angles hint at a systematic issue of TD-DFT with twisted
intramolecular CT structures, even when optimally tuned RSHs
are used. Overall, these results nicely demonstrate that ROKS/
UKS/PCM geometries can serve as a computationally inexpen-
sive alternative for conducting excited state optimizations with
correlated methods, which affords the full inclusion of equili-
brium solvation effects.

IV. Summary and conclusions

We presented an investigation into the performance of second-
order correlated wavefunction methods for the description of
the strong CT states in solution contained in the TADF-emitter
benchmark set STGABS27. Based on the accurate experimental
references for both singlet–triplet gaps and emission energies,
we explore four major variables in the calculation of CT states,
namely, (i) the electronic structure itself in the form of different
spin-scaling schemes for the second-order methods, (ii) the
basis-set dependency, (iii) the description of the dielectric
embedding with continuum solvation models, and (iv) the
choice of the molecular structure. With this investigation, we
complement the recent findings that firstly, DDFT methods
afford unprecedented accuracy for both DEST and Eem, and
secondly, TDA-DFT requires a trade-off between accurately
calculating DEST or Eem.

The results established that the best-performing second-
order methods for singlet–triplet gaps and emission energies
are the spin-component-scaled or scaled opposite-spin variants
of ADC(2) or CC2 in combination with iterative and state-
specific SS-COSMO at the adiabatic, ROKS/UKS/PCM optimized
excited state geometries. While ADC(2) and CC2 are approxi-
mately equal, spin-scaled variants are a substantial improve-
ment as they mitigate the severe over-stabilization of CT states
with canonical ADC(2)/CC2.86 Depending on the basis set,
either SCS (def2-SVP) or SOS (def2-TZVPP) provides the lowest
mean absolute error from experimental data. However, when
focusing on the reproduction of trends rather than absolute
values as reflected in the standard deviation (SD), the inclusion
of same-spin contributions gives the SCS variant a distinct edge
over SOS-ADC(2), irrespective of which basis set is used.
Regarding the solvation effects, the iterative SS-COSMO model
is the most accurate, while the perturbative ptSS* variant can
help to reduce the number of solvent field iterations with a
small loss in accuracy. In contrast to SS-solvation, linear-
response-based methods completely miss the dielectric stabili-
zation of CT states and yield poor results, and even worsen the
overall performance when combined with the iterative SS-
COSMO approach. Generally, for accurate ST-gaps, we found
that solvation effects are more important than geometric

Fig. 7 Experimental (black) and calculated emission energies Eem (a) and
singlet–triplet gaps DEST (b) for subset A of the STGABS27 benchmark set.
The calculated values are given either at the excited state (S1/T1) geome-
tries optimized with UKS/ROKS/PCM using the OT-LC-oPBE functional
(dashed lines) or at the ground state (GS) geometries optimized with PBEh-
3c (dotted lines) from ref. 30. Results are shown for SCS-ADC(2)/vacuum
(blue), SCS-ADC(2)/SS-COSMO (red), and ROKS/PCM (green) with the OT-
oB97M-V functional all using the def2-SVP basis set. All calculations of
DEST employ a dielectric constant of e = 3.0, while calculations of Eem

employ system-specific values for e and the refractive index n dependent
on the experimental measurement. Connecting lines between individual
datapoints serve only to guide the readers eye. The target error margin
corresponding to chemical accuracy (E�0.05 eV) for DEST and conser-
vative experimental errors of �0.2 eV for the Eem is marked by grey bands
around the experimental values. MSE and MUE values for subset A of the
STGABS27 are tabulated.
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relaxation, while both are equally important (and required) for
accurate emission energies.

Considering previous results for STGABS27 with (orbital-
optimized) DDFT methods like ROKS/PCM (MUE 0.022 eV for
ST gaps) and UKS/PCM, it bears pointing out that spin-scaled
ADC(2)/CC2 show remarkable agreement with DDFT. Despite
their fundamentally different nature, SCS-ADC(2)/CC2 and
ROKS/UKS/PCM closely agree with each other for gaps and
emission energies (cf. Fig. 2 and 5). As a result, the MUE
between these orthogonal theoretical approaches is only 0.025
eV for ST-gaps and thus smaller than the deviation between
SCS-ADC(2)/SS-COSMO and the experiment. This nicely shows
that it is possible to reproduce experimental data with sub-kcal
mol�1 accuracy (for ST gaps) with different methods if all the
physics (geometric relaxation, dielectric stabilization, orbital
relaxation) is modeled in a balanced way, irrespective if
excitation-based methods like CC2/ADC(2) or DDFT are
employed. By far the biggest difference between the methods
lies in their computational effort, where DDFT methods are
about two orders of magnitude faster than equally accurate
second-order excitation-based methods.

Overall, we conclude that this investigation of second-order
methods nicely demonstrates the intricacies of describing
charge transfer in a dielectric environment and how the refer-
ence data from the STGABS27 set can be utilized for a deeper
understanding. First off, the close consensus on the size of the
singlet–triplet gaps between theory at different levels and the
experiment validates not only the choice of theoretical method
but also the experimental procedure. If assumptions such as
that the (r)ISC occurs between equilibrated excited states or
that the fluorescence rate is approximately temperature-
independent would not hold, the simple assumption of calcu-
lating both states adiabatically would produce disagreements.
Hence, the STGABS27 set, specifically its highly accurate sing-
let–triplet gaps, is a unique collection of benchmark-quality
reference values to test the description of CT states in solution,
even for high-quality correlated wavefunction theory. Secondly,
the agreement between SCS-ADC(2)/SS-COSMO and ROKS/PCM
on the ROKS/UKS/PCM optimized geometries opens a way for
excited state geometry optimization in solution beyond single-
excitation-based theories such as TDA-DFT. As pointed out by
us before, the structural differences mainly due to the inclusion
of orbital relaxation can be sizable and essential for predictive
excited state properties.55

Lastly, the comparison of different second-order correlated
wavefunction methods emphasizes the favorable accuracy and
robustness of DDFT/PCM-based methods even for quite distinct
properties, which likely require the inclusion of triples to match
consistently with correlated wavefunction methods. Hence,
UKS/PCM and ROKS/PCM tout themselves as practical methods
to compute solvated excited-state geometries, as well as relative
and absolute excitation energies of CT states, and as an internal
(computationally inexpensive) benchmark for excitation-based
methods susceptible to CT errors. Such a mixed protocol
combines the practical benefits of excitation-based methods,
such as fast access to many low-lying excited states and their

transition properties, with accuracy beyond second-order cor-
related wavefunction methods at a fraction of their cost.
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