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Triplets in the cradle: ultrafast dynamics in a
cyclic disulfide

James Merrick, Lewis Hutton, Joseph C. Cooper, Claire Vallance * and
Adam Kirrander *

The effect of spin–orbit coupling on the ‘‘Newton’s cradle’’-type photodynamics in the cyclic disulfide

1,2-dithiane (C4H8S2) is investigated theoretically. We consider excitation by a 290 nm laser pulse and

simulate the subsequent ultrafast nonadiabatic dynamics by propagating surface-hopping trajectories

using SA(4|4)-CASSCF(6,4)-level electronic structure calculations with a modified ANO-R1 basis set. Two

simulations are run: one with singlet states only, and one with both singlet and triplet states.

Comparison of the two simulations suggests that the presence of triplet states depletes the singlet state

population, with the net singlet and triplet populations at long times tending towards their statistical

limit. Crucially, the triplet states also hinder the intramolecular thiyl radical recombination pathway via

the efficient intersystem crossing between the singlet and triplet state manifolds.

1 Introduction

Disulfide linkages are a common chemical motif in proteins
and are usually formed via covalent coupling of thiol functional
groups situated on spatially adjacent cysteine amino acids.1

As a consequence of the thermal and photolytic stability of
cross-linked cysteine thiol groups, and their role as a conforma-
tional lock, disulfide linkages are important for stabilising
tertiary and quaternary protein structures,2–4 helping to main-
tain biological function in the native environment.

Conversely, linear alkyl disulfides are unstable with respect
to heat and ultraviolet (UV) light both in solution and in the gas
phase.5–9 Cyclic disulfides, in which the disulfide bond is part
of a ring, exhibit greater thermal and photolytic stability in both
experimental and computational studies, although initial dis-
ulfide cleavage is still observed.10–19 This enhanced stability has
been attributed to the carbon backbone; following initial
sulfur–sulfur photoinduced homolysis, the backbone tethers
the two dithiyl radicals so that they may return to sufficient
proximity for radical recombination to occur.

The molecule 1,2-dithiane (C4H8S2) is a six-membered
hydrocarbon ring in which two adjacent methylene groups have
been replaced by sulfur atoms, as can be seen in Fig. 1. It serves
as a convenient model for studying the photochemistry of
constrained disulfide systems such as those found in proteins
or other structurally-constrained environments. Its small size

compared to disulfides in proteins—where polar and charged
functional groups, as well as sterically bulky neighbouring
functional groups, may affect the S–S bond-breaking pro-
cess—renders the molecule suitable for accurate computational
studies of the sub-picosecond dynamics, and allows the effect
of UV light on the S–S moiety to be studied in isolation.

The photoinduced dynamics of 1,2-dithiane upon UV excita-
tion, and the effect of molecular geometry on the observed
photodynamics of disulfides generally, have both been subject
of previous experimental and computational studies.10–20 Stu-
dies on 1,2-dithiane in particular have found that when the
photodynamics is initiated on the first excited singlet electronic
state S1, ultrafast S–S homolysis occurs on a sub-100 fs time-
scale and results in ring-opening.12–15 The dissociated sulfur
termini remain tethered by the carbon backbone and, via
torsion about the carbon backbone, encounter each other again
‘‘on the other side’’ of the molecule. This results in an oscilla-
tory ring-opening/closing motion with an approximate period

Fig. 1 Schematic representation of the ‘‘Newton’s cradle’’ motion in
photoexcited 1,2-dithiane, whereby the molecule repeatedly rotates about
the carbon framework to bring the two sulfur atoms back into close
proximity before the molecule springs open to reform the linear biradical.

Department of Chemistry, Physical and Theoretical Chemistry Laboratory,

University of Oxford, South Parks Road, Oxford, OX1 3QZ, UK.

E-mail: adam.kirrander@chem.ox.ac.uk; Fax: +44 (0)1865 275400;

Tel: +44 (0)1865 275400

Received 12th May 2025,
Accepted 3rd August 2025

DOI: 10.1039/d5cp01776a

rsc.li/pccp

PCCP

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

8 
A

ug
us

t 2
02

5.
 D

ow
nl

oa
de

d 
on

 2
/1

2/
20

26
 9

:4
7:

33
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

View Article Online
View Journal  | View Issue

https://orcid.org/0000-0002-2931-368X
https://orcid.org/0000-0002-7061-5030
https://orcid.org/0009-0002-4992-1997
https://orcid.org/0000-0003-3880-8614
https://orcid.org/0000-0002-3347-8137
http://crossmark.crossref.org/dialog/?doi=10.1039/d5cp01776a&domain=pdf&date_stamp=2025-08-22
https://rsc.li/pccp
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp01776a
https://pubs.rsc.org/en/journals/journal/CP
https://pubs.rsc.org/en/journals/journal/CP?issueid=CP027036


This journal is © the Owner Societies 2025 Phys. Chem. Chem. Phys., 2025, 27, 19192–19203 |  19193

of 350 fs. The characteristic motion, colloquially referred to as a
molecular ‘‘Newton’s cradle’’, is schematically illustrated in
Fig. 1. Each time the two sulfur atoms return to each other,
radical recombination of the S–S bond can occur on the S0

ground electronic state. Subsequently, the molecule can spring
open again or remain in the vibrationally hot cyclic ground
state. The Newton’s cradle dynamics is gradually damped by
recombination and energy dispersion, with the latter being
intramolecular vibrational energy redistribution (IVR).14

With one exception,13 theoretical studies have considered
only singlet excited states in computational nonadiabatic
dynamics studies of 1,2-dithiane.11,14–17 However, due to the
presence of the sulfur atoms, moderate spin–orbit coupling
(SOC)21,22 may be expected to play a role in the photodynamics
of 1,2-dithiane. Intersystem crossing (ISC) is known to occur at
short timescales in sulfur-containing molecules, allowing ISC
to compete with internal conversion (IC).23–26 Indeed, ISC has
been reported even in systems where ‘‘heavy’’ atoms are
absent.27 Furthermore, the previous study that accounted for
triplet states in simulations of 1,2-dithiane evidences efficient
ISC from singlet states to triplet states in the short-time
regime—sub-70 fs—following photoexcitation.13 In the present
work, the effect of the triplet states on the photodynamics in

1,2-dithiane—both with respect to electronic state populations
and nuclear dynamics—is considered by comparing otherwise
identical nonadiabatic dynamics simulations with and without
triplet states. The simulations are carried out using Tully’s
fewest-switches surface-hopping method,28 and both simula-
tions are propagated for 1 ps to allow both short-time and
intermediate-time processes to be examined. Finally, X-ray
scattering patterns for the two resulting trajectory ensembles
are calculated in order to compare how any differences in
nuclear dynamics between the two sets may manifest in ultra-
fast scattering experiments.29–32

2 Methods
2.1 Electronic structure calculations

The electronic structure calculations are performed at the
complete active space self-consistent field (CASSCF) level of
theory33 using the OpenMolcas v23.02 software package34.
As discussed below, we employ a (6,4) active space for the
electronic structure used in the simulations. This active
space, shown in Fig. 2, comprises 6 electrons distributed
across 4 orbitals; the orbitals include S–S s-bonding and

Fig. 2 Orbitals used in the active spaces for the electronic structure calculations in 1,2-dithiane. The complete set used in the larger (10,8) active space
corresponds to all orbitals shown. The four orbitals included in the smaller (6,4) active space are the subset in the grey-dashed box on the right.
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s*-antibonding orbitals (sS–S and s�S�S), and the two in-phase
and out-of-phase combinations of lone-pair orbitals on the
adjacent sulfur atoms, labelled nu

S and ng
S, respectively. State-

averaging is performed over the four lowest energy electronic
states in each spin-manifold, i.e. SA(4) for singlets only, and
SA(4|4) for both singlets and triplets. For the electronic struc-
ture calculations involving triplets, the SOC Hamiltonian is
calculated in the adiabatic-state basis. The spin–orbit states
and associated spin–orbit coupling matrix elements (SOCMEs)
are then found by diagonalising the total Hamiltonian. This is
achieved with the restricted active-space self-interaction
(RASSI) program within OpenMolcas, which uses atomic
mean-field integrals (AMFIs).35–37

In the simulations, the ANO-R1 basis set is employed.38 The
basis is truncated by removing the polarisation functions on all
hydrogen atoms. This is justified because the hydrogen atoms
are not expected to play a significant role in the ring-opening
photodynamics of 1,2-dithiane upon photo-excitation at
290 nm, as supported by previous studies.12–17 The truncated
ANO-R1 basis is denoted ANO-R1(t) for brevity. The resulting
electronic structure method is thus SA(4|4)-CASSCF(6,4)/ANO-
R1(t), and is used henceforth unless otherwise indicated. Addi-
tional electronic structure benchmarks are provided in the SI,
in which: (i) calculations using ANO-R1 and ANO-R1(t) are

compared against a range of basis sets; and (ii) calculations
are compared employing both the (6,4) active space and a larger
(10,8) active space in which two sets of C–S s and s* orbitals
are included in the active space—see Fig. 2.

Molecular geometries are optimised using SA(4|4)-
CASSCF(6,4)/ANO-R1(t). The ground state and the first singlet
excited state equilibrium structures, denoted S0 (min) and S1

(min), are confirmed to correspond to true minima by a
frequency calculation (see SI for details). The minimum-
energy conical intersection (MECI) between the S0 and S1 states,
denoted MECI (S0,S1), is also located. The electronic structure
calculations are benchmarked at a range of molecular geome-
tries determined by linear interpolation in internal coordinates
(LIIC) between the optimised geometries, as shown in Fig. 3.
The LIIC procedure involves performing a single-point CASSCF
calculation at each interpolated intermediate geometry to yield
the energies of multiple electronic states. It is worth noting that
the linear interpolation of molecular geometries means that all
internal coordinates may change across the LIIC pathway; that
is, the LIIC does not strictly correspond to a minimum energy
path between the optimised geometries.

Electronic structure calculations with the (6,4) and (10,8)
active spaces shown in Fig. 2 are compared along the LIIC
pathways, noting that the differences in geometries used to

Fig. 3 Summary of static results in 1,2-dithiane. (a) Potential energy cuts for the four lowest-energy singlet states S0–S3 and triplet states T1–T4 along the
LIIC pathway connecting the S0 minimum, labelled S0 (min), to the S1 minimum,labelled S1 (min), and then onwards to the minimum energy conical
intersection between the S0 and S1 states, MECI (S0,S1). The excitation window used for dynamics is shown by the grey horizontal shaded region. (b) The
dominant character, the corresponding CI-coefficient, and the vertical excitation energy for each electronic state at the S0 (min) molecular geometry.
(c) The optimised molecular geometries S0 (min) (left), S1 (min) (centre), and MECI (S0,S1) (right).
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create the LIIC are negligible at either level of theory (see SI).
The electronic structure calculations are found to be in quanti-
tative and qualitative agreement across the LIIC. The validity
of the SA(4|4)-CASSCF(6,4)/ANO-R1(t) electronic structure cal-
culations used in the simulations is further supported by
benchmarks against other methods such as extended multi-
state complete active space second-order perturbation theory,
XMS-CASPT2, and multireference configuration interaction,
MRCI;39,40 these results are also included in the SI.

2.2 Dynamics

The nonadiabatic dynamics of 1,2-dithiane is simulated with
the trajectory surface hopping (TSH) method, using Tully’s
fewest switches algorithm,28 as implemented in the SHARC
software package (version 2.1).41–43

From one set of 8000 initial conditions sampled from a
Wigner distribution at the S0 (min) structure, two ensembles
are prepared: one containing only the first four lowest-energy
singlet states (‘‘singlet-only’’), and another containing the same
set of singlet states plus the first four lowest-energy triplet
states (‘‘triplet-inclusive’’).44,45 We run 384 trajectories in each
ensemble. An excitation window based on a 290 nm UV pump-
pulse with 30 fs full-width-half-maximum (FWHM) pulse dura-
tion is used to excite the initial conditions for the dynamics.
This window corresponds to 4.25–4.31 eV; however, a positive
0.21 eV shift is applied to this excitation window (i.e., 4.46–4.52 eV)
to account for the fitting of the simulated spectrum to an
experimental gas-phase absorption spectrum obtained under
ambient pressure at room temperature.46,47 The choice of these
specific parameters is motivated by the anticipation that such
parameters may be used in future experiments.

The UV absorption spectrum is simulated using the nuclear
ensemble approach.48 This entails summing over the absorp-
tion spectra at all initial geometries, where the absorption
spectrum at each initial geometry is the convolution of the line
spectrum by a Gaussian function with FWHM = 0.2 eV to
represent the experimental energy resolution.

In both the singlet-only and triplet-inclusive ensembles, the
trajectories are propagated for 1 ps with a nuclear timestep of
0.5 fs and an electronic timestep of 0.02 fs. Dynamics are
performed in the diagonal representation to allow for favour-
ably localised couplings between electronic states, which in
principle yields more accurate dynamics compared with those
performed in the diabatic and adiabatic bases.42,49 A local
diabatisation scheme is used to calculate electronic time-
derivative couplings due to the greater efficiency compared
with explicit calculations of nonadiabatic coupling matrix ele-
ments (NACMEs), particularly when the molecule adopts ring-
opened geometries leading to dense manifolds of electronic
states.50 The speed of the quantum chemistry calculations at
each timestep is further improved by only calculating the
gradient of a classically unoccupied adiabatic state when the
difference in energy between this state and the adiabatic state
on which the dynamics is currently being propagated on is less
than 0.5 eV. This is justified on account of the inverse scaling of
transition probabilities with respect to the energy gap between

states; population transfer is less likely between more widely
spaced states. The energy-difference based decoherence correc-
tion scheme developed by Granucci and Persico is implemen-
ted using the recommended parameter of 0.1 Hartree.51

Following a surface hop, nuclear velocities are rescaled along
the full nuclear velocity vector to preserve the total energy. The
total energy and changes in energy between consecutive time-
steps is closely monitored for all trajectories; energy conserva-
tion violations falling outside a 0.2 eV threshold are flagged,
and those trajectories are terminated at the timestep where the
problem arises.

2.3 X-ray scattering simulations

For both sets of trajectory ensembles, ultrafast X-ray scattering
(UXS) patterns are calculated using the independent atom
model (IAM) approach.30,52 The IAM assumes that the scatter-
ing patterns of a molecule can be approximated as a coherent
sum of isotropic scattering amplitudes of all constituent
atoms.53 Any effects in the scattering signal which are caused
by changes in electronic distribution resulting from bonding
interactions within the molecule are thus not considered.54–56

In short, the rotationally averaged IAM elastic scattering,
Iel(q̃, %R), for a molecule containing N atoms described by spatial
coordinates %R = {R1,. . .,RN} is given by30

Iel ~q; �R
� �

¼
XN

A¼1

XN

B¼1
f XB ~qð Þf XA ~qð Þsin ~qRABð Þ

~qRAB
; (1)

where q̃ = |q̃| is the magnitude of the momentum transfer
vector (within the Waller–Hartree approximation),57 f X

i (q̃) is
the atomic form factor for atom i,58 and RAB = |RA � RB| is the
distance between atoms A and B. The total X-ray scattering
probability, Itot(q̃, %R), is then a sum of elastic and inelastic X-ray
scattering components:

Itot ~q; �R
� �

¼ Iel ~q; �R
� �

þ
XN

A¼1
SAð~qÞ; (2)

where the second term approximates the inelastic component
of the total scattering and involves an incoherent sum of
tabulated coherent scattering functions, SA(q̃).58 Thus, by
using eqn (2) to calculate the total scattering signal at every
molecular geometry along a surface-hopping trajectory for all
trajectories in an ensemble, the mean total scattering signals
at each time – that is, the mean simulated UXS signal – can be
calculated as

I ~q; tð Þ ¼ 1

Ntrj

XNtrj

i¼1
Itot ~q;RiðtÞð Þ; (3)

with equal weight given to each trajectory %Ri(t). To evaluate
how the UXS pattern varies across time it is convenient to plot
the percent difference of the UXS signal, D%I(q̃,t), relative the
signal at t0 = 0:

D%Ið~q; tÞ ¼ 100
I ~q; tð Þ � I ~q; t0ð Þ

I ~q; t0ð Þ : (4)
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We note that in the IAM, the inelastic component is invariant
with respect to molecular geometry, meaning that only the elastic
component affects the numerator in eqn (4).56,59

3 Results and discussion
3.1 Electronic structure of ground and excited states

The LIIC potential energy curves, the electronic state characters
and the corresponding CI coefficients at the S0 (min) geometry,
as well as the molecular structures at the S0 (min), S1 (min), and
MECI (S0,S1) geometries, are all shown in Fig. 3. The ground
state minimum, S0 (min), adopts a chair-like conformation
similar to cyclohexane. Previous literature suggests that there also
exists a local minimum twist-boat structure at approximately
10–20 kJ mol�1 above the chair minimum, which may be accessed
via a half-chair transition state lying approximately 50 kJ mol�1

above the ground state minimum.60,61 In the present calculations,
using SA(4|4)-CASSCF(6,4)/ANO-R1(t), the twist-boat energy was
found to lie 23 kJ mol�1 above the ground state. Assuming a
two-state Boltzmann distribution, and accounting for the vibra-
tional zero point energy of each conformer, only 0.5% of the
molecules are expected to adopt the twist-boat geometry at 298 K.
Thus, only initial conditions from the chair-like minimum are
considered in the following, with further details on the twist-boat
conformation provided in the SI.

In both the S1 (min) and the MECI (S0,S1) geometries, the S–S
bond is broken, and the two sulfur atoms have radical char-
acter. The S–S distance for the S0 (min) geometry is 2.13 Å, while
for the S1 (min) and MECI (S0,S1) geometries, the S–S distances
are 3.64 Å and 3.91 Å, respectively. The MECI geometry is thus
quite similar to the S1 minimum, with the root mean square
deviation (RMSD) between the two Kabsch-rotated structures
equal to 0.0914 Å. In contrast, the RMSD between S1 (min) and
S0 (min) is 0.3529 Å.

The LIIC pathway shown in Fig. 3 is constructed by inter-
polation from S0 (min) to S1 (min), and then onwards to the
MECI (S0,S1), i.e. S0 (min) - S1 (min) - MECI (S0,S1). The main
change in molecular geometry along the LIIC pathway is a
progressive stretching of the S–S bond; there are only minor
changes in other internal coordinates, such as a small rotation
in the carbon backbone dihedral angle. Looking at Fig. 3(a), it
is evident that the excited S1–S3 and T1–T4 states are disso-
ciative in the Franck–Condon (FC) region. As the S–S bond
stretches, the potential energies of the excited states decrease
smoothly, thus providing a barrierless path to the S1 minimum.
Accessing the MECI (S0,S1) geometry from S1 (min) along the
LIIC pathway requires surmounting a very small potential
barrier—0.03 eV—on the S1 state at this level of theory. From
left to right along the LIIC pathway, the S0 energy increases. As
the S–S distance increases, all potential energy curves consid-
ered approach similar asymptotic energies corresponding to a
broken S–S bond, with no or very little overlap between the
orbitals on the two sulfur atoms.

The dominant electronic state characters for the S0–S3 and
T1–T4 states are listed alongside their configuration interaction

(CI) coefficients in Fig. 3(b).† The S0 state in the FC region is
defined predominantly by two electrons each in the sS–S, ng

S,
and nu

S valence orbitals. Given that all excited states considered
here populate the S–S s* orbital, this qualitatively explains the
repulsive nature of these states with respect to the S–S stretch-
ing coordinate, as seen in Fig. 3. By comparing the state
characters in the FC region between the (6,4) and (10,8) active
spaces (see SI), we see that the C–S orbitals are unlikely to
influence the state characters at energetically accessible geo-
metries considering the excitation window in the simulations,
further supporting the use of the smaller (6,4) active space in
the simulations.

Finally, all SOCMEs were calculated between the four lowest-
energy singlet and four lowest-energy triplet states at geome-
tries along the S0–S1 LIIC pathway. Across the LIIC pathway,
strong spin–orbit coupling with SOCMEs greater than 100 cm�1

(0.01 eV) is present between both singlet–triplet and triplet–
triplet state pairs, as may be anticipated from the Z4 scaling of
spin–orbit coupling in an atomistic picture. SOCMEs of this
magnitude are also consistent with those reported for other
disulfide systems.62 Such strong SOC effects should be expected
to facilitate efficient population redistribution among the
triplet states from the singlet manifold. This supports and
justifies the need to investigate the effect of including the
triplet states in the simulations.

3.2 UV absorption spectrum

The UV absorption spectrum for 1,2-dithiane, calculated at the
SA(4|4)-CASSCF(6,4)/ANO-R1(t) level of theory, is shown in the
top panel of Fig. 4. The absorption spectrum calculated with
the (10,8) active space is presented in the bottom panel to aid
with the assignment of the observed features in the experi-
mental absorption spectrum.46,47 Both the experimental and
shifted computational spectra show a broad peak with a maximum
centred at approximately 4.37 eV, which corresponds to direct
excitation into the S1 state. For both active spaces, much of the
intensity of this peak can be ascribed to a s�S�S  n transition.
This peak energy is in reasonable agreement with the vertical
excitation energy from S0 to S1 (DES1,S0 = 4.50 eV) as shown
in Fig. 3.

Noticeable deviations from the experimental gas-phase spec-
trum occur for both calculated absorption spectra at energies
greater than 4.5 eV. A very strong absorption peak is seen in the
experimental spectrum at energies exceeding 5.5 eV; a shoulder
feature at approximately 5.2 eV is also seen in this spectrum.
Excitation into the S2 state, corresponding for the most part to a
s�S�S  n transition, only marginally accounts for absorption
intensity for energies exceeding 4.5 eV when the (10,8) active
space is used. This strongly suggests that excitation into states
which are not included in the (6,4) and (10,8) active spaces, for
example Rydberg states, must be responsible for the majority
of the absorption intensity in this region.63 Nonetheless, the
excitation window used for the dynamics is well separated from

† The double-excitation character of S3 and T4 comprises two separate double
excitations from the two sulfur lone-pair orbitals – nu

s and ng
s – displayed in Fig. 2.
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this region, supporting the use of the smaller active space for
the simulations.

3.3 Simulations

In total, 384 trajectories are propagated for both the triplet-
inclusive and singlet-only trajectory ensembles, with all dynamics
initiated on the S1 state. For the triplet-inclusive ensemble, 371
trajectories (96.6%) were propagated successfully, while for the

singlet-only ensemble, 346 trajectories (90.1%) were propagated
successfully. A diagnostic analysis of the prematurely terminated
trajectories is provided in the SI.

The classical populations, calculated within the molecular
Coulomb Hamiltonian (MCH) representation of states,42 as well
the changes in S–S bond distance, rS � S, as a function of time
are shown in Fig. 5. Both simulations exhibit a rapid decrease
in the excited singlet-state population, Sn40, dominated by loss
of population from the S1 state in the period 20 o t o 90 fs.
This is mirrored by a commensurate increase in the S0 popula-
tion, in particular for the singlet-only simulation. In the simu-
lation that also includes the triplet states, a rapid increase in
the net triplet population dominates over the increase in S0

population.
The mean times at which the first surface hopping events

occur are 27.5� 6.4 fs and 32.9� 10.4 fs for the triplet-inclusive
and singlet-only simulations, respectively. These values agree
well with the timescales for depopulation of the initially excited
S1 state reported in previous studies.13–15 The ultrafast non-
adiabatic transfer out of S1 is associated with stretching and
subsequently cleaving the S–S bond, as seen in the plots in
Fig. 5, which is also commensurate with the dissociative LIIC
pathway shown in Fig. 3. The ground and excited states rapidly
come together as the S–S bond stretches towards the MECI
(S0,S1) facilitating effective population transfer. The S–S bond
length is already greater than 3 Å at t = 25 fs, with most
electronic states within a narrow 0.1 eV energy band at this
point. The more rapid decay of the S1 population in the triplet-
inclusive case correlates well with the overall higher density of
states in the triplet-inclusive case and thus the availability
of more decay channels. Strikingly, the net triplet population,
Tn, rises earlier than the S0 population in the triplet-inclusive

Fig. 5 Populations and S–S distances as a function of time (fs) for the (a) triplet-inclusive and (b) singlet-only simulations. (Top row) The classical
molecular Coulomb Hamiltonian (MCH) state representation populations. The left panel shows the ground state population S0, the net singlet excited-
state population Sn (summing the populations for all singlet states with n 4 0), and the net triplet population T (summing over all triplet states). The right
panel is the same, but excluding the net triplet population. (Bottom row) The S–S bond length, rS–S, for each trajectory with the mean bond length fitted
to an exponentially damped sine function and shown as a thick black curve, analogously to the fitting in Rankine et al.14 For reference, the grey dot-
dashed line indicates the S–S distance at the S0 equilibrium geometry, 2.13 Å.

Fig. 4 Experimental46,47 (dotted line) and computational UV absorption
spectra (shifted by �0.21 eV) for 1,2-dithiane calculated at the SA(4|4)-
CASSCF(6,4)/ANO-R1(t) (top) and the SA(4|4)-CASSCF(10,8)/ANO-R1(t)
(bottom) levels of theory, respectively. The proposed excitation window,
4.25–4.31 eV is indicated by the shaded light-grey region on both plots.
For a discussion of the strong absorption at energies 44.5 eV in the
experimental spectrum, see the text.
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simulations, indicating that the proximity of singlet and triplet
states already at short S–S distances leads to rapid and efficient
ISC even before the onset of IC to the ground state. We also
observe a moderate rise in the S2 population—before any
significant rise in the populations of any other electronic
state—at approximately t = 20 fs in both trajectory ensembles;
see SI for the variation in the populations of individual electro-
nic states across the total trajectory time. This suggests a
dominant S2 ’ S1 pathway before population redistribution
to other electronic states—especially triplet states—occurring
immediately after. Reassuringly, Cao and Chen also make this
observation in their investigation into the early-time population
dynamics of 1,2-dithiane.13

Both simulations show a similar trend with respect to the
S–S distance, rS–S. The initial concerted ring-opening progresses
from t = 0 to form linear dithiyl structures, reaching maximum
values of rS–S at approximately t = 150 fs before the thiyl termini
return to close proximity at t E 320 fs. The ring-closing
dynamics during 150 o t o 320 fs is associated with a steady
S0 population, owing to the large energy gap between S0 and all
excited states as rS–S approaches the equilibrium geometry S0

bond length. The trajectories on S0 during the ring-closing
phase thus tend to remain on S0 at least until the ring begins
to open again. From approximately 320 fs, nuclear motion
starts to significantly decohere as the vast majority of trajec-
tories in both ensembles undergo a second ring-opening.
Subsequently, most trajectories in both simulations remain
in ring-open geometries for the remainder of the simulations.
Fitting the time dependence of rS–S to damped sine functions
yields oscillatory time periods of 350.2 � 1.1 fs and 351.1 �
1.2 fs for the triplet-inclusive and singlet-only simulations,
respectively. Remarkably, both time periods are within statis-
tical error of each other and agree within error with the value
of 349.6 fs reported by Rankine et al.14 Such quantitative
agreement suggests that the nuclear dynamics is quite robust
with respect to the number of electronic states considered and
the electronic structure method used, with the main point for

the latter being to reproduce the dissociative nature of the
excited states.

The loss of concerted nuclear motions from approximately
400 fs correlates well with the equilibration of state populations
seen in both simulations. Despite the fact that individual
trajectories may still undergo oscillatory motions after the
initial ring-opening and closing, the sulfur termini generally
remain several Å ngströms apart for the majority of trajectories
at these later times in both simulations. Thus, trajectories are
almost always found in a region where the electronic state
density is high—and thus also in a region where IC and ISC is
efficient—resulting in a high probability of surface hopping.
Indeed, the ubiquity of surface hops in this time range facil-
itates population equilibration of singlet and triplet states
towards an almost statistical limit. At t = 1 ps, the total triplet
population is 70.9%. Given the 12 triplet states and 4 singlet
states included in the simulations, a statistical 75% triplet yield
could be anticipated at longer times beyond 1 ps.

In addition, population transfer between electronic states is
not localised to specific geometries, i.e. IC and ISC are not
dominated by any specific conical intersections or minimum
energy crossing points in this system. This is illustrated in
Fig. 6, which shows the distribution of surface-hopping events
in the triplet-inclusive ensemble for all IC and ISC transitions
across the total trajectory time. The distribution of surface hops
across a large region of molecular geometries in both simula-
tions, for both IC and ISC, is a direct consequence of the
comparatively flat potential energy landscape outside the
ground state equilibrium well.

Returning to Fig. 5, both ensembles show very similar trends
with respect to the variation of rS–S across the trajectory time.
However, several trajectories exhibit oscillations in rS–S about
the S0 equilibrium disulfide bond length from approximately
300 fs in the singlet-only ensemble; these features are not
observed in the triplet-inclusive ensemble. At 300 fs, 51/346
(14.7%) successful trajectories in the singlet-only ensemble
propagate in the ground state potential well, whereas only

Fig. 6 Density heatmaps of crossing geometries—with respect to the disulfide distance, rS–S, and the carbon backbone dihedral angle, +CCCC—for all
surface hopping events occurring in the triplet-inclusive trajectory ensemble. Surface hops are partitioned into subsets involving (a) singlet–singlet IC,
(b) triplet–triplet IC, and (c) singlet–triplet ISC. The S0 (min), S1 (min), and MECI (S0,S1) geometries are indicated on each heatmap for reference. Details of
additional electronic state minima and MECIs which were located—not shown here for clarity—can be found in the SI.
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15/371 (4.0%) in the triplet-inclusive ensemble do so. Those in
the former set are wholly responsible for the trajectories which
show rS–S becoming temporarily compressed below the S0

equilibrium value (2.13 Å) at approximately 300 fs in the lower
subplot in Fig. 5(b).

The presence of the triplet states effectively impedes trajec-
tories from entering the S0 potential well. All trajectories that
enter the S0 potential well at 300 fs in the triplet-inclusive
ensemble eventually exit and return to ring-opened conforma-
tions. This reflection out of the ground state potential energy
well results from the repulsive force between sulfur atoms as
rS–S is compressed beyond the S0 equilibrium value. For the
singlet-only simulations, out of the 51 trajectories in the S0

potential well at t = 300 fs, 8 remain on the S0 potential energy
well for the rest of the simulation, giving rise to the oscillations
in rS–S around the equilibrium S0 distance in Fig. 5(b); the other
43 trajectories return to the ring-open coupling region. It is
possible that permanent S–S recombination may have been
observed in the triplet-inclusive ensemble had an even greater
number of trajectories been propagated. Nonetheless, it is clear
that the recombination pathway is significantly disfavoured
when ISC is accounted for when the total number of trajectories
is fixed between both ensembles.

Trajectories that are not on S0 are reflected by the dissocia-
tive nature of the excited states. This repulsive character of the
excited state potentials with respect to rS–S is the main factor
behind the oscillatory Newton’s cradle-type nature of most
trajectories. Oscillations about the S0 equilibrium bond length
in Fig. 5(b)—which have a smaller amplitude and shorter
period than oscillations resulting from the Newton’s cradle-
type behaviour—correspond to the eight trajectories which
remain indefinitely on the ground state in this ensemble. The
absence of such oscillations in the triplet-inclusive ensem-
ble—with the exception of one trajectory which remains in
the potential well from 870 fs onwards—is a consequence of the
reduced probability of being in the S0 state at any given time.
This can be seen by comparing the trends in S0 populations in
Fig. 5. Notably, the proportion of trajectories remaining in the
S0 potential well after the first ring-closing event is very low
(2.3%), even for the singlet-only ensemble.

Considering the singlet-only trajectories which enter the
ground state potential well, the variation in rS–S over the first
400 fs of simulations—separated into a subset which reflects
out of the well and a subset which remains trapped for the
duration of the simulation—is shown in Fig. 7. Whilst both
trajectory subsets display coherent nuclear dynamics with
respect to rS–S over the first 200 fs, they deviate in how
individual trajectories navigate through the potential well con-
formational landscape. Trajectories which ultimately leave the
well generally exhibit turning points in rS–S approximately 50 fs
earlier than those which remain on S0, thereby indicating a
steeper descent into the well. This causes more rapid rS–S bond
compression below the ground-state equilibrium value, result-
ing in a more forceful collision of sulfur atoms. Conversely,
trajectories which remain trapped on S0 display a more gentle
descent into the potential valley. This gives a greater period of

time during which energy can be redistributed to other internal
degrees of freedom, resulting in less available kinetic energy in
the appropriate internal degrees of freedom for escaping the
ground state.

Differential rates of vibrational relaxation and internal
energy redistribution between individual trajectories also ratio-
nalises both the damped nature of subsequent oscillations in
rS–S for both individual trajectories and the fitted mean, and
also the nuclear decoherence across both ensembles following
the first ring-opening and ring-closing events. The latter obser-
vation results in ergodic ensemble dynamics over increasingly
longer time periods as the excited state conformational land-
scape is explored more thoroughly. Finally we note that
although the rS–S coordinate has been found more than suffi-
cient for the current analysis, it would nevertheless be inter-
esting in future work to examine the trajectories using newly
developed clustering tools.64,65

3.4 X-ray scattering signals

Whilst slight differences in nuclear dynamics—namely the
minor S–S recombination pathway in the singlet-only ensem-
ble—are evident in the simulations, it is interesting to ascertain
whether this difference may give rise to distinct and detectable
signals in an experiment. Provided that there is sufficient
spatial and temporal resolution, where the latter is ideally on
the order of tens of femtoseconds or less, UXS experiments can
be particularly sensitive to changes in molecular structure on
ultrafast timescales.66 Using the IAM to calculate UXS patterns
is also straightforward and computationally inexpensive in that
it only requires a set of molecular geometries and tabulated
atomic form factors;58 no prior knowledge of the electronic
structure of the system is required. Despite the approximations
inherent in the IAM, it is nonetheless a useful first-order
approximation for calculating UXS patterns, particularly in
light of the moderate molecular size of 1,2-dithiane and the
relatively large number of intermediate timesteps involved
in a single trajectory which would render more complex UXS

Fig. 7 Variation in rS–S over the first 400 fs of dynamics simulations for all
trajectories which descend into the ground state potential well upon the
first ring-closing event for the singlet-only ensemble. Trajectories which
reflect out of the potential well are shown in grey, whilst those which
remain trapped on S0 for the rest of the simulation time are shown in
purple.
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simulations using ab initio electronic structure theory compu-
tationally expensive.30

The mean percent difference UXS signals for both simula-
tions, the difference in the UXS signals between both simula-
tions, and the signal arising from the subset of trajectories
which display permanent S–S recombination in the singlet-only
simulations, are all shown in Fig. 8. Strikingly, the triplet-
inclusive and singlet-only trajectory ensembles yield very simi-
lar UXS signals owing to almost identical mean nuclear
dynamics. However, some differences persist, in particular for
times t 4 350 fs, as can be seen in Fig. 8(d). Whilst these
differences are roughly an order of magnitude smaller than the
overall scattering signal, they could in principle be detected,
particularly considering the excellent signal-to-noise antici-
pated for new high-repetition rate experiments at X-ray free-
electron laser (XFEL) facilities such as the upgraded linac
coherent light source (LCLS-II).67

Further to this, the UXS signal arising from trajectories
involving S–S recombination, shown in Fig. 8(c), is qualitatively
similar to the total singlet-only signal in panel (b) for times
t o 350 fs. This is due to the concerted Newton’s cradle ring-
opening/closing nuclear dynamics which is dominant during
these initial stages of the reaction. However, Fig. 8(c) does
deviate from the signals in panels (a) and (b) for times
t 4 350 fs. This is most clearly seen by the depletion in
Fig. 8(c) of the strongly negative and strongly positive features
centred at q = 0.8 Å�1 and q = 1.7 Å�1, respectively, which can be
observed in panels (a) and (b) from 350 fs onwards. The
recombination trajectories display weakly positive UXS bands
for 2.5 Å�1 o q o 4.0 Å�1, whereas the ensemble averaged UXS
signals in Fig. 8(a) and (b) are weakly negative in this region. It
remains to be seen whether the scattering patterns in Fig. 8(a),
which derive from the more physically realistic simulation
that includes the triplet states, is in better agreement with
UXS signals measured in future experiments, and if those

experiments will require that the scattering is calculated using
ab initio methods.56

4 Conclusions

Simulations of the photoexcited dynamics in 1,2-dithiane on
ultrafast timescales have demonstrated the characteristic oscil-
latory ‘‘Newton’s cradle’’ molecular behaviour, which is shown
to be present irrespective if triplet states are included or not.
In both simulations, there is rapid population transfer and
redistribution which commences approximately 30 fs after
excitation. The rapid population transfer arises from the con-
certed ring-opening, which brings ground and excited electro-
nic states into a narrow energy band as the S–S bond is
elongated beyond dissociation. While both singlet and sing-
let–triplet simulations exhibit almost identical mean variation
of the rS–S distance, the inclusion of the triplet states noticeably
deactivates the dithiyl radical recombination pathway observed
from B300 fs onwards in the singlet-only simulations. This is a
consequence of fewer trajectories descending into the ground-
state S0 potential well in the triplet-inclusive simulation, which
can be seen as a statistical effect, with population distributed to
the inactive triplet states. Nonetheless, we note that this study
may somewhat underestimate the role of recombination in the
singlet-only simulation as compared to the triplet-inclusive.
The reason for this is that the electronic structure stability
issues which prematurely terminate some trajectories occur
when rS–S is compressed and the molecule propagates on
S0 state. This issue disproportionally affects the singlet-only
simulations, as explained in further detail in the SI. However,
owing to the scarcity of S–S recombination events even in the
singlet-only simulation, the effect on the predicted UXS signal
is comparatively small, at least at the level of the IAM approxi-
mation. The differences in UXS signal between the two

Fig. 8 Rotationally averaged total X-ray scattering patterns for the simulations as a function of time. The scattering signal is expressed as a percent
difference signal according to eqn (4), and is shown for the (a) triplet-inclusive and (b) singlet-only simulations, as well as (c) the subset of trajectories
from the singlet-only simulation where S–S radical recombination occurs following the first ring-closing event at approximately t = 350 fs. The final panel
(d) shows the difference between the signal shown in panels (a) and (b).
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simulations nonetheless may still be experimentally resolvable.
It is also worth noting that other experimental techniques, such
as time-resolved photoelectron imaging,68 may be better
equipped to differentiate the populations on the singlet and
triplet states. If anything, this strengthens the broad conclusion
of this paper that the triplet states should be accounted for
when considering the dynamics of this system and related
molecular disulfides.

In terms of structural dynamics, the nuclear decoherence
and equilibration of excited states after 400 fs are shared by
both simulations and reflect the tendency for redistribution of
kinetic energy and linear momentum along the S–S bond axis to
other internal degrees of freedom at longer times. This behav-
iour is clearly quite robust and predicted irrespective of what
electronic states are included in the simulations. Future ultra-
fast imaging experiments on 1,2-dithiane proposed at the
European XFEL facility will hopefully eventually verify—or
disprove—our predictions for the nuclear dynamics.

The hypothesis that the triplet states suppress the dithiyl
recombination pathway in 1,2-dithiane may at first glance seem
at odds with the experimental observation that disulfide link-
ages in proteins are particularly resilient to UV photolysis.
However, there are differences between the currently examined
small molecule gas-phase reaction and the S–S moiety in
proteins. In proteins, polar or sterically bulky amino acid side
chains in the vicinity of disulfide bridges, including those
which may participate in hydrogen bonding, limit the confor-
mational space available to the disulfide moiety upon S–S bond
homolysis. This is likely to promote a more efficient and
accessible radical recombination so as to retain the three-
dimensional structure of the protein, and consequently its
biological function, even on sub-picosecond timescales. Similar
tendencies towards geminate recombination have been
observed in solution.69 By taking such effects into considera-
tion in future studies, and by investigating how variations in
disulfide molecular geometry and the carbon linkage affect the
underlying electronic structure and dynamics,70 a more holistic
understanding of the impressive stability of disulfide bonds in
proteins can hopefully be achieved.
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