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(De)coding SABRE of [1-13C]pyruvate
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Hyperpolarized pyruvate is a key molecular probe for biomedical imaging but achieving efficient 13C

signal amplification by reversible exchange (SABRE) enhancement remains elusive. Here, we report a

comprehensive study integrating catalyst design, systematic experimentation, and advanced theoretical

modelling. We synthesized and tested seven Ir–NHC catalysts, spanning the main families of carbene

ligands, including previously unexplored variants for pyruvate SABRE. IMes remains the benchmark, deli-

vering B3% 13C polarization at 50% parahydrogen enrichment (extrapolated to B10% at 100% parahy-

drogen), but structurally distinct alternatives such as IPr and SIPr achieve only B20% lower performance,

allowing detection of natural abundance 13C signals in one scan at 1.4 T. DFT calculations indicate that

J-couplings between hydrides and 13C nuclei are similar across binding geometries and catalysts,

indicating that exchange dynamics—rather than coupling strength—govern polarization efficiency.

To clarify this, we performed variable-temperature experiments on both free and catalyst-bound pyruvate. To

interpret the observed trends, we developed a detailed mechanistic model that incorporates species

concentrations, parahydrogen fraction, exchange kinetics, spin couplings, and relaxation. By leveraging

molecular symmetry to reduce Liouville space dimensionality, the model serves as an efficient and predictive

tool for SABRE systems. Finally, we apply this framework to devise a SABRE protocol based on a temperature

jump designed to selectively enhance the free pyruvate signal. This approach yields an B30% increase in free

pyruvate polarization at the expense of Ir catalyst-bound forms, with potential for further optimization.

Altogether, our work bridges molecular design, theoretical modelling, and protocol development, offering a

blueprint for the rational optimization of SABRE hyperpolarization of pyruvate and beyond.

Introduction

Nuclear magnetic resonance (NMR) and magnetic resonance
imaging (MRI) are powerful techniques widely used across
the chemical and life sciences. These include structural eluci-
dation, reaction monitoring, disease screening, diagnosis, and
assessment of treatment response.1–3 This potential stems from
their ability to probe site-specific chemical environments, the
use of non-ionizing radiation, and relatively straightforward
sample preparation. However, the intrinsically low sensitivity
remains a fundamental roadblock for all conventional mag-
netic resonance techniques, in both NMR and MRI applica-
tions, posing a significant barrier to their broader use. Nuclear
polarization quantifies the fraction of nuclear spins that

effectively contribute to the detectable NMR signal. At the
largest commercially available magnetic field of B28 T, the
most used NMR probe, 1H nuclei, has a polarization of about
5 � 10�5 at 298 K, meaning that B5 nuclear spins in every
100 000 are responsible for the NMR signal. Low-gamma nuclei
such as 13C offer the advantage of resolving resonances over a
wider frequency range than 1H. However, they are significantly
less sensitive, as the gyromagnetic ratio of 13C is approximately
one-fourth that of 1H. Using lower magnetic fields further
aggravates the NMR sensitivity limitations for all nuclei.

With only B1 spin in 106 contributing to the signal at 1 T,
and a natural abundance of just B1%, 13C detection in a single
scan at millimolar concentrations is challenging under stan-
dard conditions.

Hyperpolarization methods include all the strategies used to
circumvent this problem united by the common goal of ampli-
fying the magnetic resonance signal either in solution or in
solid samples.4 Dissolution dynamic nuclear polarization
(dDNP) and spin-exchange optical pumping (SEOP) have been
widely recognized as leading strategies for at least the last 20
years with 13C polarization levels often larger than 50%.5–9
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Other methods using the nuclear singlet state of hydrogen (H2)
have emerged,10–14 like parahydrogen induced polarization
(PHIP) and PHIP-side arm hydrogenation (SAH) pairing the
performance of dDNP for a large number of substrates.8,15

Among the various polarized molecular systems, pyruvate
emerges for its role in deregulated glycolytic pathways in
diseases associated with inflammation, neurodegeneration,
and cancer.8,16–18 It was recently shown that [1,13C]pyruvate
can be hyperpolarized at about 10% and that [1,2-13C]pyruvate,
despite the overall lower signal amplification, might offer a
viable option in specific cases thanks to NMR resonances
occurring in different spectral regions.19 Signal amplification
by reversible exchange (SABRE) introduced by Duckett, Green
and co-workers in 2009,20,21 and further developed by many
others,8,16,22–31 also uses parahydrogen as a source of signal
enhancement to hyperpolarize drugs, amino-acids and relevant
metabolites including pyruvate.20,32–37 The main advantage
offered by SABRE as compared to PHIP-SAH is the possibility to
perform multiple experiments on the same sample at a fraction of
the cost of other technologies such as dDNP.4,7,9,17,38–40 SABRE
uses an Ir-based catalyst which transiently binds to parahydrogen
and to the substrate of interest modulated by the presence of a
sulfoxide co-ligand.41 During the stochastic binding events the
strong parahydrogen signal can be transferred to the substrate
either by pulsed methods at high,42,43 low magnetic fields44–46 or
by tuning the external main magnetic field to a suitable value as in
the SABRE SHield enables alignment transfer to heteronuclei
(SABRE-SHEATH) variant used here.22,32,47

Due to the reversible nature of the SABRE process, the
experimental outcome relies not only on the mechanistic
understanding of the coherent nuclear spin interactions occur-
ring during the complex formation, but also on the nature of
the catalyst and solvent used, on the level of parahydrogen
enrichment, on the sample temperature, on the amount of
dissolved H2 and on the optimal ratio between the catalyst,
substrate and co-ligand used to name a few parameters. A
systematic and comprehensive approach can be highly bene-
ficial in understanding this complex, multiparametric problem,
enabling better control and prediction of experiments while
also guiding the design of alternative synthetic routes for
potential catalysts.

Here we present a detailed combined synthetic, experi-
mental and theoretical investigation of seven Ir-based catalysts
for SABRE hyperpolarization of [1-13C]pyruvate, focusing on the
temperature-dependent properties. We identify IPr and SIPr as
catalysts for pyruvate that, in our experiments, show a perfor-
mance comparable to the golden standard IMes within 20%
(Fig. 1b).

To unravel the interplay of factors governing 13C hyperpolar-
ization, we developed a theoretical model building upon the
previous work introduced by Ivanov et al. and further developed
by Pravdivtsev et al.,48–50 incorporating explicit dipolar relaxation,
H2 and substrate concentrations, the level of parahydrogen enrich-
ment and reversible exchange kinetics for dihydrogen and sub-
strate interactions with the Ir complex. Our model explicitly
accounts for the important intermediate complex reported by

Tickner et al. mediating the parahydrogen (pH2) exchange
process.41,51 By appropriately reducing the dimensionality of Liou-
ville space matrices, we efficiently track the spin system’s evolu-
tion, transforming this method into a powerful tool for advancing
future SABRE investigations.

This study integrates three key aspects: detailed chemical
synthesis, a simple experimental method, and a theoretical
framework accompanied by effective numerical simulations.
Building on these foundations, we also propose and apply a
SABRE protocol based on a temperature jump, specifically
designed to selectively enhance the free pyruvate signal. As a
result, despite a parahydrogen enrichment of only 50%, we
achieved hyperpolarization levels sufficient to perform 13C NMR
on pyruvate at natural abundance in a single scan with both
IMes and IPr. This new protocol, which naturally arises from the
proposed theoretical analysis, yields a B30% increase in free
pyruvate polarization at the expense of the catalyst-bound forms,
with potential for further optimization.

Fig. 1 (a) Single-scan hyperpolarized 13C NMR spectrum of [1-13C]pyru-
vate with the traces of free pyruvate (blue-framed box), equatorially bound
3b pyruvate (green-framed box) and axially bound 3a pyruvate (red-
framed box). The sample consisted of 6 mM IMes (1a), 30 mM DMSO
and 20 mM sodium [1-13C]pyruvate in 700 mL of methanol-d4. (b) The best
acquired 13C hyperpolarized NMR spectra and corresponding molecular
structures of the catalysts investigated. All carbon spectra were recorded
under conditions of saturated polarization at 280 K. The 700 mL NMR
samples included in all cases 6 mM catalyst, 30 mM DMSO and 20 mM
sodium [1-13C]pyruvate in methanol-d4. The spectra of 1f and 1g are
amplified by a factor 10.
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Materials and methods
NMR experiments

Each NMR sample contained 6 mM activated catalyst (chemical
synthesis and characterization in SI-1), 30 mM DMSO (unless
stated otherwise), and 20 mM sodium [1-13C]pyruvate in
methanol-d4, for a total volume of 700 mL in a 5 mm o.d.
NMR tube. The hyperpolarization SABRE-SHEATH experiments
were performed at 50% parahydrogen and 6 bar pressure, with
a flux in the range of 80–150 sccm, at an optimal 0.33 mT
magnetic field and a temperature of 240–310 K (magnetic field
profiles in Section SI-6 and Fig. SI-17). The experimental set-up
used is described in detail in Section SI-12, in figures Fig. SI-32–
SI-34. Briefly, it consists of a mu-metal shield equipped with a
solenoid coil connected to a power supply to produce the
longitudinal desired magnetic field in the range 0–10 mT.
5 mm o.d. NMR sample tubes were inserted into a Wilmad
suprasil VT dewar and their temperature was controlled by a
cold nitrogen gas flow, temperature-regulated using a Bruker
BVT2000 unit. The temperature was varied in the range of 240–
310 K. The custom-made liquid-nitrogen-based parahydrogen
delivery system (50% parahydrogen) is equipped with pressure
regulators, in-line micro filters, safety valves, a mass flow
controller, a backpressure regulator and ARDUINO-controlled
electrovalves for parahydrogen bubbling.

DFT calculations

The spatial configuration and the spin couplings of the bound
species have been determined by DFT calculations using ORCA
v6.0.1.52–67 Geometries have been optimized using the TPSSh
functional in combination with the def2-TZVP basis set
(extended to def2-TZVPP for Ir) and the auxiliary basis set
def2/J and using the options DEFGRID3 and TightSCF for
numerical integration and convergence control. It is worth
noticing that the def2 basis sets include ECP corrections for
heavy elements in ORCA. The optimized geometries were con-
firmed to be local minima of the energy by running frequency
calculations at the same level of theory of the geometry opti-
mization. Spin couplings and chemical shifts have been calcu-
lated on the optimized geometries invoking the two-components
approximation to treat relativistic effects (x2c keyword), using the
TPSSh functional in combination with the decontracted x2c-
QZVPPAll-2c basis set and the auxiliary basis set x2c/J maintaining
the same options as in geometry calculations (DEFGRID3 and
TightSCF). The tables of the optimized geometries and chemical
shifts/spin couplings in the equatorial and axial configurations for
each complex considered here are reported in the SI (see SI-DFT).

Simulations and numerical calculations

The complete SABRE spin dynamics is described by the system
of differential equations contained in (1). All the numerical
handling was done in Wolfram Mathematica,68 including the
matrix representation of operators and superoperators, the
solution of the differential system (via the routine NDSolve),
the calculation of expectations values and polarization levels
and associated plots.

Results and discussion

The SABRE process for pyruvate has been rationalized as
depicted in Scheme 1, as proposed by Duckett and coworkers
in ref. 51. The NHC precatalyst 1 is activated in methanol-d4

under about 30 sccm pH2 flow at 6 bars pressure for about
30 minutes at 240 K. The sulfoxide complexes forming in the
case of pyruvate SABRE experiments exhibit a different catalysis
than that for other commonly observed N-donor substrates
such as pyridine. While [Ir(H)2(k2-pyruvate)(DMSO)(NHC)] (3)
is the active polarization transfer catalyst for free 13C pyruvate,
the necessary hydrogen exchange is mediated by the complex
([IrCl(H)2(DMSO)2(NHC)]) (2).41,51,53 Depending on the k2-
pyruvate coordination geometry, the forms 3a (the bound axial
form later denoted in the model as BA) and 3b (the equatorial
bound form later denoted as BE) differentiate and are visible as
distinct peaks at 1.4 T (see Fig. 1a). An alternative assignment
for the bound axial form 3a has also been reported.41,67,69

Building on the gold-standard IMes (1a) catalyst, we explored
six additional Ir-based SABRE catalysts, representing prototypes
of symmetric (IPr (1b), SIPr (1c), SIMes (1d), IMesCl2 (1e), and
IBn (1g)) and asymmetric (IMesBn (1f)) designs (Fig. 1b). These
Ir-based catalysts differ only for the coordinated NHC ligand,
which influences steric hindrance around the metal center,
exchange ligand dynamics, and electron density at the metal
center. This last characteristic is primarily dependent on varia-
tion in either the imidazole 4,5-backbone (saturated version as
for 1c and 1d or presence of chloro substituents as for 1e) or in
the nitrogen wingtip substituents (aryl or alkyl groups). Among
them, the symmetric IPr (1b), SIPr (1c) and asymmetric IMesBn
(1f) were not previously considered for pyruvate hyperpolariza-
tion. While IMesBn (1f), similarly to IBn (1g), exhibits poor
performance in 13C C1 pyruvate hyperpolarization, IPr (1b) and
SIPr (1c) perform on par, within 20%, with IMes (1a) which
remains the benchmark catalyst for pyruvate (see Fig. 1b). The
NMR spectrum of hyperpolarized [1-13C]pyruvate in methanol-
d4 features three distinct peaks corresponding to 4 free pyru-
vate (B170 ppm in the blue-framed box in Fig. 1a), 3b bound

Scheme 1 Pyruvate hyperpolarization by SABRE. Free pyruvate is
obtained as a reversible process via [Ir(H)2(k2-pyruvate)(DMSO)(NHC)] (3),
whereas hydrogen exchange is mediated by ([IrCl(H)2(DMSO)2(NHC)]) (2)
as detailed by Duckett et al. in ref. 51.
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pyruvate (B168.7 ppm in the green-framed box in Fig. 1a)
and 3a bound pyruvate (B165.4 ppm in the red-framed box
in Fig. 1a).

SABRE-SHEATH22,29,32 hyperpolarized 13C spectra of [1-13C]pyru-
vate in methanol-d4 are shown in Fig. 1b for the examined catalysts.
They were acquired with bubbling times much longer than the
build-up times (see Table SI-2) at 280 K to effectively compare their
performance. Following bubbling at 0.33 mT (see Fig. SI-17), the
NMR sample tube was manually transferred in B3 seconds to a
1.4 T benchtop NMR spectrometer (Oxford Instruments XPulse),
where a carbon 901 pulse was applied for signal acquisition. The
results reveal striking differences in catalyst performance, reinfor-
cing the motivation behind this study. Among the tested catalysts,
IMes (1a), IPr (1b) and SIPr (1c) emerge as the most effective. IMes
(1a) achieves more than 3% 13C polarization for free pyruvate, while
IPr (1b) and SIPr (1c), yield a polarization value of B2.5%. In the
case of IMes (1a), the free and the two bound forms are clearly
distinguishable, whereas for IPr (1b) and SIPr (1c), the majority of
the 13C signal is distributed between the free and equatorially
bound forms, with only a faint signal corresponding to the axially
bound form at 280 K. SIMes (1d) shows a somehow reduced
performance as compared to the unsaturated counterpart IMes
(1a), with a 13C polarisation level for free pyruvate of about B1%.
IMesCl2 (1e), previously investigated for [1,2-13C]pyruvate hyper-
polarization,41 confirms its lower efficiency, yielding B0.5% polar-
ization for free pyruvate, significantly lower than IMes (1a) and IPr
(1b). The IMesBn (1f) and IBn (1g) exhibit the weakest perfor-
mances, with a 13C polarization of approximately 0.02%, more than
two orders of magnitude lower than that achieved with IMes (1a)
and IPr (1b).

The persistence of the forms 3a and 3b in the spectra of
IMes (1a) and IPr (1b) suggests relatively slow exchange
dynamics. SIMes (1d) and SIPr (1c), the saturated analogues
of IMes (1a) and IPr (1b), act as stronger s-donors toward the Ir
center due to the absence of aromatic stabilization in their
imidazolidine rings. This increased electron density at the Ir
centre, as evidenced by the large change in the chemical shift
of the diagnostic carbene 13C (from 180.9 ppm for IMes to 207.4
ppm for SIMes, and from 182.6 ppm for IPr to 209.4 ppm for
SIPr; see SI-3), could result in a slightly weaker bond with the
pyruvate ligand, thus increasing the exchange dynamics. This
is also reflected in the temperature-dependent polarization
profiles, where the optimal polarization temperature for SIPr
(1c) and SIMes (1d) is 5–10 K lower than IPr (1b) and IMes (1a)
(see SI-5 and Fig. SI-16). For IMesCl2 (1e), the predominance of
the 3b species has been already rationalised because of the
electron-withdrawing Cl substituents on the NHC ligand, which
increase metal centre electron deficiency, strengthening pyru-
vate binding and further slowing ligand exchange. For IMesBn
(1f) and IBn (1g), the reduced polarization efficiency may stem
from the steric hindrance imparted by the benzyl rings.
Although the enhanced electron-donating character of the
NHC ligand—associated with the presence of at least one alkyl
substituent on the nitrogen-containing heterocycle—is not
clearly reflected in the 13C chemical shift of the carbene carbon
in CDCl3 (see SI-3), it could still contribute to lowering the

overall carbon polarization efficiency for pyruvate in this class
of catalysts.

13C polarization temperature dependence

All spectra in Fig. 1 were acquired at 280 K. However, it is
expected that temperature plays a pivotal role in SABRE
exchange dynamics.28,29 Hence, we have systematically inves-
tigated the carbon hyperpolarization of [1-13C]pyruvate for all
proposed catalysts as a function of temperature (see SI-5 and
Fig. SI-16). Fig. 2 shows the integrated 13C signal areas of
free pyruvate and 3b (blue and green bars respectively) over
the 240–310 K temperature range for catalysts 1a, 1b, and 1e
after 25 s parahydrogen bubbling at 6 bars. These catalysts
represent two classes of NHCs with different electron densi-
ties at the metal center and display up to a tenfold difference
in free pyruvate hyperpolarization, making them suitable
to test the theoretical model described below. For complete-
ness, all temperature profiles and the 13C spectra after
25 s parahydrogen bubbling, 6 bars and 280 K are provided
in Fig. SI-16.

The set of experimental NMR processing parameters used
for the temperature profile data like receiver gain, number of
digitization points, pulse duration, spectral width and acquisi-
tion time are identical for all experiments. Note that, unlike the
spectra in Fig. 1, all the temperature profiles were acquired with
a 25 s bubbling time.

All the examined catalysts show some common traits. The
free and bound pyruvate signals (when detected) starting from
low values at 240 K reach a maximum in 13C signal intensity at
an intermediate temperature around 270–290 K and then decay
to zero above 310 K. However, in IPr (1b) and SIPr (1c), the
signal from 3a is much less intense as compared to IMes (1a)
across the entire temperature range and at the optimal free
pyruvate temperature, 280 K, the 3a signal is barely visible.
Overall, the optimal 3b temperature for the examined catalysts
ranges from about 260.0 K and 285.0 K, slightly higher than the
optimal 3a temperature, whereas the optimal free pyruvate
temperature is observed within 270 K and 290 K. These differ-
ent peak temperatures point clearly to different dynamic
regimes for free pyruvate, 3b and 3a.

Due to the B5 K gap between the optimal temperatures for
the 3b and free pyruvate signals, the temperature that yields the
highest overall signal intensity falls in between (brown bar in
Fig. 2 and Fig. SI-16). It ranges from 270.0 K to 285 K.

The bell-shaped curve for all the catalysts demonstrates that
one can modulate the binding affinity between the pyruvate
and the catalyst by changing the temperature. At low tempera-
tures the relatively higher 3b signal intensity, indicates a strong
binding mode and a slow exchange regime. Temperatures
above 280 K, in contrast, are consistent with a weaker binding
mode and a faster exchange regime for IMes (1a) and IPr (1b)
as highlighted by the relatively higher blue signal intensity
in Fig. 2. Remarkably, for IMesCl2 (1e), the 3b peak is instead
the strongest across the entire temperature range. The corres-
ponding strong binding affinity and weak exchange regime
become detrimental for an efficient free pyruvate hyperpolarization.
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This can be explained by the low electron density at the metal
center due to the presence of Cl atoms.41

The form 3b, as expected, is the dominant bound form for
all the catalysts. It is about 40 times more intense than 3a
(when 3a was detected) for IPr (1b), up to about 25 times higher
for IMes (1a) (when 3a was detected), 5–20 for IMesCl2 (1e),
whereas for IMesBn (1f) and IBn (1g) the low polarization level
did not allow us to identify any signal from 3a.

Furthermore, while the 3b/free pyruvate intensity ratio
remains around 1 � 0.5 at the optimal free pyruvate temperature

for 1a–1d and 1g, it rises significantly to 5.7 for 1e at 290 K,
confirming this catalyst’s strong binding affinity.

Among all the examined catalysts, IMes (1a), IPr (1b) and
SIPr (1c) stand out, delivering the highest 3b, free pyruvate, and
overall 13C polarization. The key distinction between IMes (1a)
and IPr (1b)/SIPr (1c) lies in the 3a form, which appears
significantly less prominent in IPr (1b) and SIPr (1c) compared
to IMes (1a). The lower intensity of 3a in IPr (1b) could be
related to impaired exchange dynamics, possibly due to the
increased steric hindrance induced by the isopropyl groups.
However, further investigations are needed to fully support this
hypothesis.

Since NMR signal amplification—whether achieved through
PHIP, SABRE, CIDNP, or DNP—is inherently a non-equilibrium
process, we explored a dynamic temperature approach in addi-
tion to the fixed-temperature hyperpolarization experiments
shown in Fig. SI-16 and Fig. 2. In this method, the sample is
first equilibrated at 265 K before gradually increasing the
temperature to 280 K during the 25 s-long hydrogen bubbling,
after which the signal is acquired at 1.4 T. The experiment is
then repeated with the temperature change in the opposite
direction from 285 K to 265 K (Fig. SI-20).

In this modality, the bubbling that mediates polarization
transfer takes place under non-equilibrium conditions, as the
temperature changes over the 25-second bubbling period. We
found that increasing the temperature during bubbling led to a
consistent B50% drop in free pyruvate signal intensity com-
pared to acquisition at 280 K bubbling temperature. Conver-
sely, ramping the temperature down during bubbling resulted
in only a modest B3% gain in free pyruvate signal intensity.
Ramping up or down the temperature does not seem to impact
drastically the signal intensity of 3a and 3b. The data include
two to three replicates per condition. Three representative
spectra stacked horizontally are presented in Fig. SI-20.

DMSO and parahydrogen pressure dependence of the 13C
polarization at variable temperatures

In addition, the concentration of the sulfoxide co-ligand, here
dimethylsulfoxide (DMSO), plays a crucial role in modulating
the equilibrium between the equatorial (3b) and axial (3a)
bound forms of pyruvate in SABRE hyperpolarization.
By increasing the DMSO equivalents from 3 to 20, we observe
a decrease in the population of the equatorial form (3b) and a
corresponding increase in the axial form (3a) for both IMes (1a)
and IPr (1b) catalysts across the temperature range of 240–
310 K (see Fig. SI-18). This behavior is in line with the observa-
tion that DMSO competes with pyruvate for coordination at the
equatorial sites, progressively displacing it as its concentration
rises. The DMSO competition is less pronounced for the axially
coordinated pyruvate. Consequently, this leads to an accumula-
tion of 3a in solution and to its higher population with an
increasing DMSO amount (see Fig. SI-18).

Interestingly, despite these significant changes in the bound
species distribution, while the signal of free pyruvate seems to
peak at 5 DMSO equivalent for IMes (1a), it remains instead
relatively unchanged for IPr (1b). This observation implies that

Fig. 2 Bar charts representing experimental data for the variable tem-
perature experiments in (a) for IMes (1a), in (b) for IPr (1b) and in (c) for
IMesCl2 (1e). Bars in blue for free pyruvate, in green for the equatorial
bound form 3b and in red for the bound form 3a, according to the
nomenclature in Scheme 1. The brown bar is the sum of the integrated
signal areas for 3b, 3a and free pyruvate at each temperature. The
variable temperature experiments were acquired in all cases with a
bubbling time of 25 s with 6 mM catalyst, 30 mM DMSO and 20 mM
sodium [1-13C]pyruvate in 700 mL methanol-d4. Additional bar charts are
in SI-5 in Fig. SI-16.
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the overall exchange dynamics between bound and free forms
remain balanced across the investigated DMSO concentrations
(see Fig. SI-18).

In addition, in SI-8 and Fig. SI-21 we report for IMes (1a) a
variable temperature analysis at 5 DMSO equivalent for differ-
ent parahydrogen pressures (2, 4 and 6 bars) showing that, as
expected, optimal signals are achieved at 6 bars for 3b and free
pyruvate.

Build up time of the 13C polarization at variable temperatures

We measured the build-up time of 13C polarization for the 3a
(in some cases), 3b, and free pyruvate forms of IMes (1a) and

dr̂H2

dt
¼ ^̂

LH2
� Wout þ kex BH2

� �� �^̂
1H2

� �
r̂H2

þ kex BH2

� �
r̂BH2

þWoutr̂�H2

dr̂BH2

dt
¼ ^̂

LBH2
� kex H2½ � þ kaE S½ � þ kaA S½ �ð Þ^̂1BH2

� �
r̂BH2

þ kex H2½ �r̂H2
þ kaE S½ �ccTrS r̂BE

� �
þ kaA S½ �ccTrS r̂BA

� �
dr̂BE

dt
¼ ^̂

LBE
� kdE

^̂
1BE

� �
r̂BE
þ kdEr̂BH2

� r̂S
dr̂BA

dt
¼ ^̂

LBA
� kdA

^̂
1BA

� �
r̂BA
þ kdAr̂BH2

� r̂S
dr̂S
dt
¼ ^̂

LS � kaE BH2

� �
þ kaA BA½ �

� �^̂
1S

� �
r̂S

þ BH2

� �
kaE
ccTrH2

r̂BE

� �
þ kaA

ccTrH2
r̂BA

� �� 	

8>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(1)

IPr (1b) at 240 K, 260 K, 280 K, and 300 K and for the others
at 280 K (see SI-8 and Fig. SI-19).

At 240 K, the free pyruvate signal was not detected, and we
could only estimate the buildup times for 3a and 3b.

At 260 K, the free pyruvate signal became detectable,
although its buildup remained slow: 23.2 � 2.5 s for IMes
(1a) and 15.6 � 1.8 s for IPr (1b).

At 280 K, the free pyruvate build-up time for IMes (1a) is
8.2 � 1.0 s, whereas for IPr (1b) it is 18.6 � 1.3 s, about a factor
of two longer. SIPr (1c) is characterized by a relatively slow
build-up for both 3b (16.6 � 3.0 s) and free pyruvate (33.8 �
3.8 s), whereas SIMes (1d) shows a shorter build-up time for 3b
(5.5 � 0.9 s), which is approximately in line with all other
catalysts. The build-up time for free pyruvate with SIMes (1d) is
also comparable to the others (17.7 � 2.0 s). For IMesCl2 (1e)
the buildup times of 3a (4.3 � 1.2 s) and 3b (3.6 � 1.1 s) are like
those found in IMes (1a), however the free pyruvate buildup
is about a factor of 2 longer than and similar to IPr (1b)
(16.9 � 2.2 s). For IBn (1g) the build-up times are 3.8 � 1.0 s
and 21.9 � 2.7 s for 3b and free pyruvate respectively.

At 300 K, only 3b and free pyruvate remain visible. In this
case, while the buildup time of free pyruvate in IMes (1a) is
9.3 � 2.0 s, for IPr (1b), it increases significantly to 35.5 � 0.8 s.

The data point to a slower pyruvate exchange dynamics in
IPr (1b), SIPr (1c), SIMes (1d), IMesCl2 (1e), and IBn (1g) com-
pared to IMes (1a), which directly limits the hyperpolarization

efficiency. However, the reason for these different buildups
could vary: for IMesCl2 (1e) linked to a reduced electronic
density at the metal center, while for IPr (1b), and others, due
to a more hindered pyruvate exchange dynamic. Consistently
with previous considerations, the reduced electronic density for
IMesCl2 (1e) favors a stronger binding leading to the shortest
build-up time for the 3b form in the series. The build-up times
of carbon polarization for 3b and free pyruvate are among the
key factors influencing the 13C polarization trend shown in
Fig. 1b. From an experimental standpoint, these times reflect
the combined effects of exchange and relaxation rates at a given
temperature. In Table SI-3, we summarize all the build-up
measurements by introducing a parameter which is the ratio
Tb (3b)/Tb (free pyruvate). This ratio generally correlates with
the observed levels of carbon polarization, with a deviation for
SIPr (1c), whose build-up times are however associated with a
larger experimental uncertainty. All buildups are reported in
Section SI-8 in Tables SI-2 and SI-3.

Natural abundance 13C experiments

Finally, despite the parahydrogen enrichment being only 50%,
the signal amplification is sufficiently high to allow natural
abundance pyruvate experiments to be conducted in a single
scan for IMes (1a) and IPr (1b) (see also ref. 70 and Fig. SI-22).
Both free and bound forms at the C1 and C2 positions are
detected.

Theory

Several studies have examined the theoretical foundation
underlying the SABRE phenomenon. The seminal work of
Adams et al. first highlighted both the predictability and
complexity of nuclear spin hyperpolarization,71 while Ivanov
further emphasized the critical role of level anti-crossing (LAC)
effects.72,73 However, even from the data examined here, it is
apparent the dominant role of exchange dynamics, as com-
pared to coherent and incoherent spin evolutions, in SABRE
hyperpolarization. Knecht et al. introduced an explicit treat-
ment of chemical exchange,74 which was further expanded in
the comprehensive chemical and physical (CAP) model devel-
oped by Pravdivtsev et al.50 The CAP model represents one of
the most detailed and systematic frameworks, specifically in
describing the hyperpolarization of N-donor substrates such as
pyridine. It treats the spin dynamics of SABRE as a direct
exchange of hydrogen and substrate directly over the bound
states of the Ir catalyst. Although such model is suitable for
N-donors substrates, it is not accurate in the case of pyruvate,
where the hydrogen exchange is not mediated by the bound
forms [Ir(H)2(k2-pyruvate)(DMSO)(NHC)] (3a and 3b), but by
the intermediate [IrCl(H)2(DMSO)2(NHC)] (2), as reported by
Duckett and co-workers41,51 and illustrated in Scheme 1.

In this work, we model the SABRE of pyruvate as a two-step
exchange at the iridium centre as per Scheme 1. In the first
step, hydrogen is exchanged at the intermediate 2 (BH2

in the
equations below).41,51,75 In the second step, the chloride anion
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(green circle in Scheme 1) and one DMSO molecule (brown
circle in Scheme 1) are ejected (‘‘�’’ sign in Scheme 1) to allow
pyruvate (red circle in Scheme 1) to bind in a bidentate fashion,
either equatorially in 3b (BE in the equations below) or axially in
3a (BA in the equations below). NMR spectroscopy and DFT
calculations41,51 provide strong evidence that, among all possible
conformers, the configuration in which pyruvate and hydrides
adopt equatorial positions while DMSO is bound axially is ener-
getically favoured and the most realized in solution. The signal of
this form is represented by the green bars in Fig. 2 and Fig. SI-16.

In analogy with the prescription used to formulate the CAP
model of the SABRE in pyridine we introduce the system of
differential equations, eqn (1). The set of equations describes
the spin dynamics and chemical exchange for each substrate
taking part in the SABRE process. The first equation describes
the evolution of free hydrogen, and the second equation refers
explicitly to the intermediate [IrCl(H)2(DMSO)2(NHC)] (2) intro-
duced above. It was not present in the original CAP model as,
for pyridine, the hydrogen exchanges directly on the bound
substrate without the presence of intermediates. The last three
equations describe the evolution of the spin system in the
equatorial and axial bound systems and free substrate (pyruvate),
respectively.

In the equations, bbL and bb1 represent the Liouvillian and
identity superoperators respectively. The tensor product # is
involved in the association steps and the partial trace super-
operator over the degree of freedom of the released subsystem
(Trsub) is involved in the dissociation steps of the exchange
processes. Dissociation and associations also act as a dampen-
ing factor for the evolution of the density matrix of the involved
spin system. r̂�H2

is the density operator of the para-enriched

hydrogen gas continuously delivered from a parahydrogen
generator (or storage canister) and the source of the spin
polarization:

r̂�H2
¼ 1̂H2

4
� 4f � 1

3
Î1 � Î2 (2)

where f is the para-enrichment fraction. The concentrations
[BH2

], [BA], [BE] and [S], corresponding to those of 2, 3a, 3b and 4
in Scheme 1, can be expressed in terms of catalyst and substrate
concentrations at the preparation stage and in terms of the
exchange constants (kaA, kdA, kaE, kdE, kex), see the SI for details.

To achieve SABRE, the hydrogen gas has to penetrate in the
solution and dissolve at the molecular level. Under moderate
bubbling conditions, the large interfacial bubble area enhances
gas to liquid transfer. In small liquid volumes, efficient mixing
effects, due to bubble motion, allow to reach rapidly a homo-
genous equilibrium situation and the concentration of hydro-
gen in the liquid is assumed to follow Henry’s law:

[H2] = kHP (3)

where kH is Henry’s constant, whose temperature dependence
is reported in the SI. The rate of H2 replacement in the liquid is:

Wout ¼
Q

kHRTVL þ VG
(4)

where Q is the volumetric gas flow, P and T are the pressure and
the absolute temperature, R is the perfect gas constant and VL

and VG are the effective volumes of liquid and gas phase during
the bubbling, respectively (see SI-11.2).

In essence, the model distils the complex physics and
chemistry of SABRE into effective exchange rates, which are
influenced by both experimental parameters and molecular
interactions.

Description of the model

As for the quantum mechanical part of the system of equations,
eqn (1), several spin systems can be recognized. Two hydrogens
for free H2 and two hydrides for 2 (BH2

); two hydrides, one 13C
in C1, and three methyl 1H for each bound 3a (BA) and 3b (BE)
forms; one 13C in C1, and three methyl 1H for free pyruvate (S).
Incorporating in the model the methyl protons enable a more
accurate description of pyruvate relaxation without relying on
random field approximations as for the CAP, or phenomeno-
logical relaxation times.50 At low magnetic fields, relaxation is
primarily driven by intramolecular dipolar interactions, which
depend on the molecular geometry (internuclear distances and
torsional angles) and rotational correlation times. We used DFT
calculations (see SI-DFT) to determine the chemical shifts,
J-coupling network, and molecular structures of all species
involved in the SABRE process for pyruvate, extending previous
works which concentrated on evaluating the chemical shifts of
the hydrides Ir–IMes complex with different functionals and
level of theory and few relevant J-coupling for the relevant
SABRE complex [Ir(H)2(k2-pyruvate)(DMSO)(IMes)].67,69 Here
we obtained a better agreement between calculated and experi-
mental J-coupling constants69 likely due to the use of a larger
basis set in the context of two-component relativistic DFT
calculations. Notably, in terms of spin dynamics, the only free
parameters in our model are the correlation times, which
directly influence the incoherent part of the Liouvillian and
consequently the relaxation rates. It is important to note that
the structural variations among all the catalysts from 1a to 1g
are not conducive to drastically different J-coupling values in
the bound complexes according to our calculations (see Table
SI-DFT), underscoring the critical role of exchange rates—un-
der identical flow, concentration, pressure, and temperature
conditions—in accurately interpreting SABRE experiments. The
system in eqn (1) in full form is highly demanding to treat
numerically because of the large dimensionality of the Liouville
spaces involved (22N for an N spin-1/2 spin system). To reduce
the computational effort, we observe that the evolution super-
operators preserve the total z-spin quantum number and are
symmetric for exchange of the methyl protons (assuming
unhindered rotational freedom in the liquid state). It follows
that in the system of equations above, the analysis of the spin
dynamics can be restricted to the zero-quantum operator basis,
symmetrized with respect to exchange of the methyl protons
operators. Hence the dimensionality of the problem is reduced
according to the following:
	 6 operators for free H2 and for the bound case C (rather

than 16): 1̂H2
, Ŝ1z + Ŝ2z, Ŝ1z � Ŝ2z, T00(Ŝ1,Ŝ2), T10(Ŝ1,Ŝ2), T20(Ŝ1,Ŝ2)
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	 20 operators for free 13C-labelled pyruvate (rather than 64):
	 266 operators (rather than 4096) for any bound H2 and

13C-labelled species.
The parameters under experimental control are the tem-

perature T, the pressure P and the volumetric flow Q. The flow
is measured by a gas flowmeter (Sierra Instruments model
C100M).

To match experimental conditions, the following para-
meters/conditions have been used: the Ir catalyst concentration
[IrCat]0 is 6 mM; pyruvate concentration [S]0 is 20 mM and we
assume that at the initial time the catalyst is in the activated
state. The bubbling pressure P = 6 bar and the concentration of
free hydrogen in the liquid phase is derived from Henry’s law,
eqn (3). Following the discussion in the SI, the H2 concen-
tration varies almost linearly with pressure and temperature.
For example, at pressure of 6 bar [H2] goes from B15 mM at
240 K up to B29 mM at 310 K. The parahydrogen volumetric
flow Q is set to 80 sccm. We assume that bubbling is very
effective in exchanging fresh parahydrogen locally into the
liquid and we use eqn (4) with an effective gas value of VG =
0 and Henry’s law to evaluate the temperature dependence of
Wout, via eqn (4). It follows that Wout decreases monotonically
from a value of 38 s�1 to 15 s�1 when the temperature increases
from 240 K to 310 K at a fixed pressure of 6 bar. The
parahydrogen fraction f is set at 50% unless explicitly stated
otherwise. The initial states are assumed to be the identity
density operators in their appropriate spin space.50

The solutions of eqn (1) yield four density spin operators

r̂H2
; r̂BH2

; r̂BE
; r̂S

� �
. Each r̂, is a function of B0, bubbling time,

exchange rates, hydrogen concentration, Wout, and correlation
times and enables the calculation of all relevant experimental
observables. The expectation value for z-magnetization is esti-
mated using the standard formula hŜzi = Tr(r̂Ŝz) and polariza-
tions are calculated as P = hŜzi/2N�1 where N is the number of
spins 1

2 in the spin system. Molar polarizations are defined as
the product of polarizations by concentration.

In the following, for simplicity we disregard the exchange
pathway leading to the axial form (3a, BA) and focus our
analysis on the exchange between the hydrogen-bound form
BH2

(2) and the equatorially bound form (3b, BE). This simpli-
fication is justified because the axial exchange pathway has
a negligible contribution to the overall exchange process,
and experimental as well as theoretical evidence suggests
that exchange predominantly occurs through the equatorial
configuration.28,29,33,36,41,51

Magnetic field profiles

In SABRE-SHEATH experiments the maximum 13C polarization
for [1-13C]pyruvate occurs when the parahydrogen is supplied at

the magnetic field matching the condition B0j j ¼ 2p
JHHj j

g1H � g13Cj j,

where JHH is the hydride J-coupling in the bound states and g
are the nuclear gyromagnetic ratios.23,76 In SI-3 we report, as an
example, the experimental magnetic field profiles for 1a and 1e,
and indeed the maximum signal transfer occurs at around

0.33 mT for both catalysts in line with our DFT findings of no
major change in J-coupling between different catalysts (see SI-
DFT). Fig. 3 shows simulated polarization field profiles for
bound (hB̂E,zi) and free pyruvate (hŜzi) based on J-couplings
and optimized geometry of IMes (1a) complex after 25 s of
hydrogen bubbling at T = 280 K, with [H2] = 21.9 mM and Wout =
22.5 s�1, within the magnetic field range 0.1–1.1 mT. The rates
were set to kaE = 10 M�1 s�1, kdE = 0.2 s�1, and kex = 10 M�1 s�1.
In the following, we fixed the values for the rotational correla-
tion times: tH2

= 0.4 ps, tS = 100 ps, tBH2
¼ tBE ¼ 180 ps. Such

choice of rates and correlation times was informed by the
analysis of the temperature-dependent SABRE experiments
detailed below (see Fig. 2 and also Fig. SI-16). These values
were chosen so that the simulated polarization and signal
profiles for the equatorially bound and free pyruvate forms
could match the corresponding experimental profiles in the
case of the IMes (1a) catalyst. In particular, the rates correspond
to the values expected at around T = 280 K (the maximum
observed signal in free pyruvate) following the fitting of the
experimental temperature dependence with the theoretical
model, see (Fig. 5). Further details are provided in the SI.

The field profiles exhibit a peak at approximately 0.33 mT,
with a FWHM of B0.3 mT slightly skewed toward higher fields,
consistent with experimental observations. A more detailed
analysis of the dependence of the field profiles and build-up
times is given in SI-11.3 and SI-11.4. Crucially, the symmetry
considerations outlined above enabled a substantial reduction
in the computational resources needed for the simulations,
consistently reducing computation time. For example, the field
profile simulation time was cut to one third of that required by
a full-space approach.

13C1 polarization dependence on Wout, kex and [H2]

We have then examined the effect of Wout, hydrogen concen-
tration [H2] and exchange rates on the 13C1 polarizations at
0.33 mT. Fig. 4 shows that Wout does not affect polarization

Fig. 3 (a) Simulated field profile for the 13C1 polarization levels based on
J-couplings and optimized geometry of IMes (1a) complex for free
pyruvate (S) and equatorially bound pyruvate (BE) after 25 s bubbling
with 50% para-enriched hydrogen at kaE = 10 M�1 s�1, kdE = 0.2 s�1,
kex = 10 M�1 s�1, [H2] = 21.9 mM and Wout = 22.5 s�1. The vertical dashed
line marks 0.33 mT.
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levels within in the region relevant for our experiments, namely
15 s�1 r Wout r 40 s�1. This can be explained by noting that
when Wout c kex[BH2

], the term kex[BH2
] becomes negligible in

the system’s first differential equation. This has two key impli-
cations: (i) the para-subspace projection of the free hydrogen
density matrix, r̂H2

, equilibrates on a timescale set by 1/Wout;
(ii) spin dynamics depend not on kex and [H2] individually, but
on their product kex[H2], as apparent from the equations. Fig. 4
supports these observations, showing polarization levels
aligned along anti-diagonal stripes in the log kex � log[H2]
plane. In all the simulations, we have constrained kex r
210 [M�1] s�1. Given the initial experimental preparation,
[BH2

] r 6 mM, the condition Wout Z 15 s�1
c kex[BH2

] Z

1.2 s�1 is always satisfied. It is worth noting that beyond a
certain value of the exchange rate kex[H2] B 0.2 s�1, the
polarization approaches an asymptotic limit, reflecting the fact
that above a certain threshold fresh hydrogen is exchanging so
rapidly from the gas phase that in the bound form 2 the
hydrides are in the same spin state of the gas phase, which
determines the limit on induced polarization levels.

Simulations of the temperature dependence of the
hyperpolarized signals and comparison with experiments

SABRE-SHEATH experiments are typically performed at a con-
stant temperature, which corresponds to a single point in the
ka�kd parameter space. The spectra in the experimental series
shown in Fig. 2 and Fig. SI-16 were acquired at different

temperatures corresponding to different points in the ka�kd

space. In Fig. 5a, the experimental data points are shown for
free pyruvate 4 (in blue) and bound form 3b (in green), for IMes
(1a), IPr (1b), and IMesCl2 (1e) catalysts. The blue and green
lines represent the best-fit of the experimental data to the
model described in eqn (1) assuming an exponential relation
between rates and temperatures at fixed correlation times tH2

=
0.4 ps, tS = 100 ps, tBH2

¼ tBE ¼ 180 ps for all the considered

catalysts, see SI-11-5.
The top contour plots in Fig. 5b and c display the simulated

polarization levels for free pyruvate 4 and bound pyruvate 3b in
the ka�kd parameter space, respectively. In addition to the
polarizations in Fig. 5b, the contour plots in Fig. 5c also show
the molar polarization contour plots. Molar polarizations
directly correlate to the intensity of the observed NMR signal.
In both panels in Fig. 5b and c, the best-fit temperature profiles
for IMes (1a), IPr (1b), and IMesCl2 (1e) appear as trajectories—
indicated by grey lines—across these parameter landscapes
shown as contour plots. Since the system dynamics change
with temperature, both polarization and species concentrations
are affected. The SABRE catalyst’s efficiency can therefore be
assessed by identifying the trajectory that overlaps most exten-
sively with regions of high molar polarization.

How should one perform the experiment to achieve maximum
signal in the free pyruvate form?

The experiments reported in Fig. 2, SI-5 and Fig. SI-16 highlight
the role of temperature on the three detected forms of pyruvate
across all examined catalysts.

Given that many studies on hyperpolarized pyruvate focus
on maximizing the signal of the free form, a natural question
arises: can we design an experimental protocol that optimizes
the molar polarization of the free species? The experimental
observations indicate that in the case of IMes, IPr, SIPr, and
SIMes, performing the (para-)hydrogenation at a controlled
temperature between 270 K and 280 K enhances the overall
13C signal but does not necessarily favor the free form. Even in
cases when the free form is dominant, the signal from the
equatorially bound species is not negligible. In some catalysts,
the signal from the bound species, despite its lower concen-
tration, exceeds that of free pyruvate (see Fig. SI-16). These
observations lead to a further question: is it possible to transfer
part of the signal from the catalyst-bound to the free form?

Fig. 6 illustrates a proposed to reach such a goal.
The contour plots in Fig. 6a map the concentrations of 3b

and free pyruvate in the ka�kd parameter space. Moving from
the bottom right to the top left of the plane, the concentration
of the bound form decreases and the concentration of the free
from increases. A constant temperature experiment corre-
sponds to a single point within this plane.

Since the total signal for each species is given by the product
of concentrations by polarizations, one possible strategy to
increase the free molar polarization is: (a) to perform bubbling
at the temperature corresponding to the maximum total signal
(close to the center of the contour plots) and then (b) move

Fig. 4 Simulated dependence of the 13C1 spin polarizations at 0.33 mT in
(a) for free pyruvate (S) and (b) for equatorially bound pyruvate BE in
function of kex, [H2] and Wout at kaE = 10 M�1 s�1, kdE = 0.2 s�1 after
bubbling for 25 s with 50% para-enriched hydrogen.
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rapidly in the plane to deplete the 3b pool in favor of the free
pyruvate pool. Graphically, this would correspond to travel
along a trajectory in the ka�kd space in the direction indicated
by the arrow in Fig. 6a. Following the analysis of the
temperature-dependent experiments, such strategy corresponds
to a rapid temperature increase immediately after stopping the
parahydrogen supply, as exemplified by the temperature-jump
modality illustrated in Fig. 6b.

In the experimental demonstration of such a procedure,
shown in Fig. 6c for IMes (1a), concentric magnetic rings were
placed inside a Plexiglas cylinder filled with hot water as
described in the SI. The bath was not thermally regulated or
isolated. The magnetic field inside the ring region was used to
reduce the relaxation losses that would otherwise occur at the
Earth’s magnetic field. After hydrogen bubbling at 280 K for
25 s, the sample was moved in about 2 s from the mu-metal
shield into the hot bath at an approximate temperature of
330 K. The sample was kept at such elevated temperature for
5 seconds before being transferred to the benchtop NMR
spectrometer for detection. The experiment was performed in
three replicates. Representative spectra are reported in Fig. 6c.
On average, the free pyruvate peak increased by approximately
32%, while the 3b peak decreased by 29%. The 3a resonance
disappeared entirely, and a peak corresponding to either the
hydrated form of pyruvate or pyruvate dimers emerged. Follow-
ing the temperature jump approach, rationalized in terms of
the analytical framework developed in the previous section, the
molar polarization in the free pyruvate increased from about

0.42 mM to 0.56 mM. To improve the polarization levels
further, several parameters must be carefully optimized, includ-
ing the magnitude of the temperature jump, the duration the
sample remains at elevated temperature (twarm), and the mag-
netic field experienced by the sample during this phase. More
thorough future investigations are warranted. We note that a
conceptually related approach has been previously described by
TomHon et al., who implemented a temperature cycling strat-
egy to enhance 13C SABRE-SHEATH polarization of pyruvate.29

In their case, the sample was initially cooled and then allowed
to gradually warm up during bubbling, leading to a time-
dependent temperature gradient across the sample. In contrast,
the temperature jump protocol proposed here involves a ther-
mally equilibrated bubbling phase at constant temperature, of
280 K for IMes (1a), followed by a temperature and magnetic
field increase applied only after the SABRE polarization step.
The 13C NMR detection then occurs on a 60 MHz benchtop
spectrometer, approximately 3 seconds after the five-second-
long warming period. This methodology ensures well-defined
and reproducible thermal conditions during parahydrogen
exchange, while providing temporal and thermal separation
between the polarization and detection environments.

Conclusions

In this work, we presented an integrated study combining the
synthesis and evaluation of seven Ir-based SABRE catalysts, a

Fig. 5 (a) Experimental (dots) and fitted data (lines) for the variable temperature experiments in blue for free pyruvate (S) and in green for the equatorial
bound form (BE) 3b for IMes (1a), IPr (1b) and IMesCl2 (1e) using the model in eqn (1). Experiments performed at 6 bar parahydrogen pressure, 25 s
bubbling time and 6 mM catalyst, 20 mM [1-13C]pyruvate, 30 mM DMSO in methanol-d4. (b) Contour plots of polarizations and (c) molar polarizations in
the ka�kd subspace for free pyruvate and 3b forms. The solid black lines in the contour plots indicate the trajectories of the rates in the variable
temperature experiments corresponding to IMes, IPr and IMesCl2 going from top to bottom, respectively.
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systematic variable-temperature and co-ligand investigation,
and the development of an efficient computational framework.
Among the catalysts tested, IPr and SIPr emerged as highly
effective alternatives to the benchmark IMes, achieving polari-
zation levels within B20%. In contrast, IMesBn and IBn dis-
played poor performance, yet offered valuable insight into how
subtle modifications around the imidazole ring can dramati-
cally alter exchange kinetics and polarization efficiency. Our
temperature-dependent experiments confirmed the critical role
of exchange dynamics in governing pyruvate hyperpolarization,
a conclusion further supported by the theoretical model. By
overcoming the dimensionality bottleneck of Liouville-space
formalism, the model enables rapid and predictive simulations
of the polarization field profile, build-up, polarization levels,

and temperature effects. As a direct application, we devised a
novel protocol incorporating a temperature jump to selectively
boost the signal of free pyruvate. This approach led to a B30%
increase in the free pyruvate signal mainly at the expense of the
equatorially bound form, with room for further improvement.
Altogether, this work advances both the mechanistic under-
standing and practical optimization of SABRE, offering a robust
framework to guide future developments in hyperpolarization
strategies and catalyst design.
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