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Understanding the destruction of CH+

with atomic hydrogen at low temperatures:
a non-adiabatic dynamical study†

Pablo del Mazo-Sevillano, a Alfredo Aguado, a François Lique, b

Rafael A. Jara-Torob and Octavio Roncero *c

Carbon hydrides play a crucial role in the formation of complex organic molecules in highly UV

illuminated regions of the interstellar medium (ISM). The formation of CH+ is the first step in the reactions

leading to the formation of various carbon hydrides. CH+ formation is relatively well understood with

strong agreement between theoretical and experimental results. However, its destruction by collision with

the H atom, at low temperatures of interest in the ISM, is in contrast still not well understood and there is

a large discrepancy between theoretical and experimental data [R. Plasil et al., AstroPhys. J., 2011, 737, 1],

which are almost an order of magnitude smaller than various classical and quantum mechanical

calculations. In this work we have computed and fitted a new set of non-adiabatic potential energy

surfaces (PES) for the title system, including the three lower adiabatic states. We then investigate three

possible sources of disagreement with the experimental results: non-adiabatic effects from regions near

the conical intersections, and rotational and vibrational excitation of the CH+ molecule. We conclude that

vibrational excitation of the CH+ plays a major role in reducing the reactivity at low temperatures, and we

raise the question of whether vibrational thermalization of the CH+ is not fully achieved in the experiment.

Such non-thermalized conditions could explain the decrease of the measured reaction rate constant.

1. Introduction

Carbon plays a pivotal role in the formation of biomolecules and, in
the interstellar medium (ISM) all the molecules with more than 6
atoms, known as complex organic molecules (COMs), have at least
one carbon atom. Ionized carbon hydrides are the first steps in
forming such molecules in strongly UV illuminated gas,1,2 such as
the fronts of molecular clouds (also called photodissociation regions,
PDRs) or protoplanetary disks (PPDs), and are formed through
sequential hydrogen addition3 starting from the C+ cation as

Cþ þH2 ! CHþ þH

CHþ þH2 ! CH2
þ þH

CH2
þ þH2 ! CH3

þ þH:

(1)

This sequence stops with the formation of CH3
+ because its

reaction with a hydrogen molecule is very slow, and different
experimental studies did not observe the formation of CH4

+ or
CH5

+ in these reactions at low temperatures.4–6 CH3
+ in the

ISM then reacts with other atoms and molecules, initiating
the formation of a great variety of organic molecules observed
in space. These CHn

+ (n = 1–5) carbon cations have anomalous
properties and have opened the field of carbocation
chemistry,7,8 where the spectroscopic study of these species,
pioneered by Oka and co-workers,9–12 is extremely important to
characterize these intermediates in astrochemistry.

CH+ was one of the first molecules observed in space13 and it
has been observed in many different environments of the
ISM since then. However, CH2

+ has not been observed yet,
and CH3

+ was only observed in 202314 using the James
Webb space telescope (JWST). Very recently, vibrationally
excited CH+ and CH3

+ were observed in emission using the
JWST in the Orion bar and the protoplanetary disk d203-506.15

The simulation of the abundance of these species in different
rovibrational states requires the knowledge of state-to-state rate
constants to consider the chemical excitation in radiative
transfer models.
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The formation of CH+ in reaction (1) is reasonably well known.
The reaction is endothermic by 0.393 eV (ref. 16) and presents a
deep well of E4.5 eV. The integral cross-sections and thermal rate
constants have been extensively studied experimentally.16–24 Many
theoretical studies have been carried out using quasi-classical
trajectory (QCT)25–28 and phase space and transition state
theory.16,23,29 Also, quantum mechanical state-to-state rate con-
stants have been obtained,30,31 which have been widely used in
radiative transfer models.

However, the reverse reaction in reactions leading to the
destruction of CH+ with atomic hydrogen is less understood.
Federer and co-workers32 first measured the thermal reaction
rate constant of 7.5� 10�10 cm3 s�1 at 300 K, and later at higher
temperatures.33 These values are about 2–3 times lower than
the Langevin limit. New surprising experimental results were
measured more recently in an ion trap combined with a cold
effusive H-atom beam,34 revealing a one order of magnitude
drop in the reaction rate constant below 60 K, while for higher
temperatures, the values are consistent with those measured
by Federer et al.32,33 This decrease at lower temperatures was
initially interpreted as a decrease of the efficiency of the
reaction with decreasing rotational state ( j) of the CH+. There
are two different families of theoretical calculations based on
different families of ground adiabatic potential energy surfaces
(PES’s). Warmbier and Schneider35 and Bovino et al.,36 using
close coupling in hyperspherical coordinates and negative
imaginary potentials, respectively, reported a decrease of the
reactive rate constant below 100 K. However, detailed theore-
tical studies27,37,38 performed accurate time-independent close
coupling calculations on the ground adiabatic PES, and found
the thermal rate constant to be nearly constant below 100 K,
with a value of E10�9 cm3 s�1, far higher than that measured
by Plasil et al.34 Moreover, Werfelli et al.38 found that the state-
dependent rate constant decreases with an increase in the
rotational excitation j, contradicting the initial interpretation
of the experimental measurement.

A recent work39 considered the participation of other pro-
cesses not included by Plasil et al.,34 such as the stabilization of
ions by collisions with the He atoms used in the experiment as
a buffer to thermalize CH+ in the ion trap, to model the kinetics
and compare with the measured abundances of C+, CH+, CH2

+

and CH3
+. No appreciable difference was found in the abun-

dances with or without including these extra processes, and the
possibility of non-adiabatic effects was proposed as responsible
for the reduction of reactivity at low temperatures. Indeed, it is
important to note that in the H + CH+ linear approach, there is
a conical intersection (CI), which was discussed in detail when
constructing the ground electronic adiabatic PES.27,37,38 This
PES was able to reproduce the cusp introduced by this CI rather
satisfactorily. The question is then how non-adiabatic transi-
tions affect the reaction dynamics? This is one of the objectives
of this study.

The crossings in the CH2
+ system are not limited to this

crossing, but instead are far more complicated as found by
Liskow et al.,40 and the deep well describing CH2

+(2A0) arises
from a series of crossings involving C+(2P) + H2, C(3P) + H2

+ and

C(1D) + H2
+, as represented in Fig. 1. In ref. 39 a simple energy-

based diabatization model41 was applied to some fixed config-
urations, showing that it was able to reproduce the crossings
occurring at relatively long distances, but failed to reproduce
some intruder electronic states giving rise to the CH2

+(2A0) well.
Note that very recently, a 2 � 2 diabatic model has been
developed for the two lower adiabatic states of CH2

+, consider-
ing the 1S+ and 3P states on the CH+ + H2 asymptote and the 2P
states on the C+ + H2 asymptote. The formation of CH+ was
studied using a wave packet method.42

In this work, we include a third state in the diabatization to
account for the intruder state originating from the C(3P) + H2

+

asymptote and giving rise to the deep CH2
+(2A0) well, using a

neural network method guided by symmetry considerations, as
described in Section 2. We then study the destruction of CH+ by
hydrogen atoms using quantum wave packet (WP), adiabatic
statistical (AS) and quasi-classical (QCT) methods to obtain
physical insight into the reaction, showing the impact of non-
adiabatic dynamics in the reactive cross-section and state-
dependent rate constants, as well as the effect of rotational
and vibrational excitation of the CH+ reactant, as described in
Section 3. Finally Section 4 is devoted to extracting some
conclusions.

2. Coupled diabatic potentials

Using an adiabatic representation in dynamical calculations
with several electronic states requires the inclusion of non-
adiabatic couplings, which are very localized near avoided
crossings and diverge at conical intersections. To avoid this, a

Fig. 1 Correlation diagram for the three A0 diabatic states considered in
the PES.
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unitary transformation is often done to a so-called diabatic
representation,43 in which the non-adiabatic couplings are
negligible and the couplings between diabatic states arise from
the potential. However, a strict diabatic electronic basis does
not exist in general, other than for diatomic states. Hence it is
not possible to simultaneously remove all the components of
the nuclear momentum coupling.44,45 Still, the diabatic states
remove the divergence near conical intersections, leaving resi-
dual non-adiabatic couplings, introducing the so-called regu-
larized diabatic representations.46

There is no general method to build the unitary diabatiza-
tion transformation and it is very system dependent. Tradition-
ally, the methods are classified as derivative-based, energy-
based and property-based methods.47 The complexity increases
with the number of atoms and the number of states that need
to be included. Diabatization localized in the Franck–Condon
region using the linear couplings in the Hamiltonian has
shown great success in the photodissociation of polyatomic
systems.48 Also, in the fewest switching surface hopping
method49 used in classical trajectory methods, a local diabati-
zation along each individual trajectories can help to overcome
the difficulties.

However, the description of the whole configuration space,
from reactants to products along the reaction path, becomes
very complex, especially when more than two electronic states
are involved. Many different approaches have been used as
recently reviewed.50 An energy-based method using a model
Hamiltonian based on the inclusion of three states correlating
to C+(2P) was explored39,41 yielding excellent results in the
asymptotic regions. However, this method is not adequate
when higher ‘‘intruder’’ electronic states appear in the inter-
action region, producing a disruption. In the field of neural
networks, PES several automatic and semiautomatic methods
exist to produce a diabatic potential energy matrix (PEM)
depending on whether diabatic information is required in the
procedure. Automatic methods have been successfully applied
to treat two state systems.42,51 However, they are not directly
applicable to more states since unexpected state crossings
appear. Semiautomatic methods such as diabatization by deep
neural network (DDNN)52,53 incorporate some diabatic infor-
mation to the fit, aiming to govern the order of the diabatic
states across the configuration space. In this work, we employ a
version of the DDNN method where the diabatic dataset is
generated from highly symmetric configurations (SDDNN). The
steps to apply the SDDNN method are: (I) identify the correla-
tion diagram between diabatic states, (II) compute the adia-
batic and diabatic datasets and (III) fit the PEM with a feed-
forward neural network.

2.1. Correlation diagram and ordering of diabatic states

Prior to the production of a diabatic set of potential
energy surfaces, it is crucial to understand how the various
diabatic states interact in the different regions of the configu-
ration space. While in the adiabatic representation, the
order of the electronic energies can be trivially assigned by
the energy values, this is not the case in the diabatic

representation, where the order of the different states usually
changes. Probably, the simplest regions to identify are the
asymptotic reactants and products where the couplings
between the diabatic states tend to zero, making them coincide
with the adiabatic states.

In this work, we treat three lower A0 adiabatic states:
CH+(1S+) + H, CH+(3P) + H and CH(2P) + H+ on the reactant
side, and C+(2P) + H2 and C(3P) + H2

+ on the product side.
The criteria to identify the correlation diagram between dia-
batic states are as follows: (i) preserve the L projection of the
electronic wavefunctions in the CNv configurations and (ii) an
ab initio analysis of highly symmetric configurations (i.e. C2v).
There is one S state which correlates CH+(1S+) + H with
C+(2P) + H2(1Sg

+) through CH2
+ (2B1), and two P states

which correlate CH+(3P) + H with C+(2P) + H2(1Sg
+) through

CH2
+ (2B1), and CH(2P) + H+ with C(3P) + H2

+ through CH2
+

(2A1). In the following we refer to these diabatic states as S, P1

and P2.
These three states cross in various regions of the PES as

sketched in Fig. 1 producing three relevant conical intersec-
tions for the collinear CH+ + H approach on both the C and H
sides and a third one as C approaches perpendicularly the H2 in
Jacobi coordinates. In these C2v configurations, some of the
couplings vanish, making these highly symmetric geometries a
perfect choice from which to generate the diabatic dataset
employed in the training process.

2.2. Ab initio calculations

The ab initio calculations have been performed at the state
averaged CASSCF level of theory followed by an MRCI-F12
calculation with the cc-pVTZ-F12 basis set with MOLPRO
2012.1. The core electrons of the C are closed while the active
space consists of six orbitals. The four lower A0 and A00 adiabatic
states are computed. Similar to the DDNN method, in the
SDDNN method, two datasets are required, which we will refer
to as adiabatic and diabatic datasets. The specific grids
employed to obtain the points are indicated in the ESI.†

The adiabatic dataset consists of a set of all geometries with
their respective adiabatic energies ordered by increasing
energy. It is prepared by computing the ab initio energy of a
grid of geometries in terms of the coordinates presented in the
inset of Fig. 2 in the Cs symmetry group. A total of E58 500
ab initio are included in the adiabatic dataset. About 85% of
them have an energy lower than 5 eV with respect to the
CH+ + H asymptote. The specific grids employed to computed
these points can be found in the ESI.†

The diabatic dataset is required in the SDDNN method to
enforce a specific ordering of the diabatic states. It is formed by
a smaller set of points calculated at the higher symmetry C2v

which allows identifying the diabatic states. In this case we
select the geometries with y = 01, y = 1801 and g = 901. In this
group, the A0 states split into the A1 and B1 representations.
However, two B1 states appear, and its order must be assigned
‘‘by hand’’ according to the correlation scheme presented
above. A total of E1500 geometries are included in this dataset.
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2.3. Diabatic potential energy matrix

The diabatic potential energy matrix employed in this work is
represented as:

U ¼

US cS�P1
cS�P1

cS�P1
UP1

cP1�P2

cS�P2
cP1�P2

UP2

0
BBB@

1
CCCA (2)

The diagonal elements represent the diabatic energies of
each state, and the non-diagonal elements their couplings.

Ui = Vi
NN + VLR,i (i = S, P1, P2) (3)

cS�Pi
¼ VS�Pi

NN � sinðgÞ � s rCH1
; rCH2

� �
ði ¼ 1; 2Þ (4)

cP1�P2
¼ VP1�P2

NN � cosðgÞ � s rCH1
; rCH2

� �
(5)

where VNN corresponds to one of the outputs of the funda-
mental invariant neural network (FI-NN) and VLR,i is the long-
range interaction for each diabatic state. With respect to the
couplings, they are multiplied by the sine or cosine of the
Jacobi angle to enforce the location of the three CIs by
vanishing the couplings at certain angles. s(rCH1

, rCH2
)

is a damping function in terms of the two C–H distances
which guarantee that the couplings vanish in the asymptotic
regions.

The adiabatic energies are the eigenvalues of the diabatic
matrix in eqn (2). The charge transfer in the adiabatic states is
implicitly associated with the transfer between the different
diabatic states.

VNN is fitted with a FI-NN54 with 5 input neurons, three
hidden layers of 40 neurons each, and an output layer with 6
elements—three diagonal and three non-diagonal elements in
eqn (2). Hyperbolic tangent activation functions are applied
between hidden layers except for the last output layer. The FIs
are computed with the negative exponential of the interatomic
distances (exp(�ad)), with a = 0.5a0

�1.

The loss function to minimize during the training process is:

L ¼ 1

nsNa

Xns
s

Va
s � Vs;pred

� �2þ l1
nsNd

Xns
s

Vd
s �Uss;pred

� �2

þ l2
nsNa

Xns
s

Xns
t

Ust;pred

� �2
(6)

where Vs and Vs,pred are the ab initio and predicted adiabatic
energies for the electronic state s. The super index a and d refer
to the adiabatic and diabatic datasets, respectively. l1 was fixed
to 1 in the first stage of the training process and then turned
into 0 for a final net fine-tuning. The last term in eqn (6) is
introduced to regularize the training, avoiding the appearance
of too large couplings between the diabatic states, especially
where not needed. This forces the diabatic states to be as close
to the adiabatic states as possible, while still allowing larger
values when required. In this work l2 = 10�4.

In summary, the key points to achieve a successful diabatic
potential energy matrix are: (1) the diabatic dataset which governs
the order of the diabatic states for highly symmetric geometries
according to the correlation diagram proposed for the system,
(2) the functional form to describe the couplings, which vanish for
highly symmetric configurations, and (3) the minimization of the
diabatic couplings, avoiding spurious state flips.

2.4. Long-range interactions

The long-range interactions are included at the diabatic level as
expressed in eqn (3). In this work they have only been con-
sidered for the CH+(1S)+H and C+(2P) + H2(1Sg

+) asymptotes,
that is, the reactant and product sides of the S diabatic state,
and the product side of the P1 diabatic state.

For the CH+ + H rearrangements we consider charge–
induced dipole, dipole–induced dipole and dispersion. For
the C+ + H2 rearrangement charge–quadrupole and charge–
induced dipole are considered:

Vlr;CHþþH ¼ �
1

2
aH ~R�4 � 2aHmCHþ cosðjÞ ~R�5

� aHmCHþ
2 3 cos2ðjÞ þ 1
� �

~R�6
(7)

Fig. 2 Comparison of the adiabatic and diabatic energies for various lines of approach. Top panels: CH+ + H approach with fixed rCH = 1.1 Å. Bottom
panels: C+ + H2 approach with fixed rHH = 2.2 Å. The coordinate system is for each case presented in the inset. Dashed and solid lines represent the
diabatic and adiabatic energies from the PES, respectively. Single points represent the ab initio energies.
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Vlr;CþþH2
¼ �QðrÞP2ðcosðjÞÞ ~R�3

� 1

2
a0ðrÞ þ

1

3
akðrÞ � a?ðrÞ
� �

P2ðcosðjÞÞ
� �

~R�4

(8)

where aH is the H polarizability, mCH+ is the permanent CH+

dipole moment fixed for its equilibrium geometry employed by
Halvick et al.37 Q(r), a0(r), a||(r), and a>(r) are the quadrupole
and average, parallel and perpendicular polarizabilities of H2

dependent on the interatomic distance by C. Sanz-Sanz et al.55

The change in the independent variable55 R̃ = R + Rlim�exp(�(R� Re))
(Rlim = 100.0a0 and Re = 2.5a0) cancels out the long-range
terms as R – the distance between the atom and the diatom’s
center of mass—approaches zero. This term has a two-fold
purpose. First, it avoids the divergence of the long-range term
at R - 0 and second, it allows a smooth transition between the
long-range terms of the various rearrangement channels. Its
effect, together with the accuracy of the long-range term is
exemplified in the ESI.† f is the angle between the diatomic
bond and

-

R. There are three possible rearrangement channels in
the long-range, two for CH+ + H, depending on which hydrogen
is bonded to the C atom, and C+ + H2. For each diabatic state,
we can compute the long-range energy in every possible
arrangement:

WLR,S = (Vlr,CH++H, Vlr,CH++H, Vlr,C++H2
) (9)

WLR,P1
= (0, 0, Vlr,C++H2

) (10)

WLR,P2
= (0, 0, 0) (11)

where 0 means that the long-range for that specific rearrange-
ment is not being considered in that diabatic state. Next, we
identify which element of the above vectors has to be summed
to the diabatic states by analyzing in which rearrangement
channel the system is. In this case, we opted to inspect the
three possible diatomic distances:

Wd = (s(rCH1
), s(rCH2

), s(rHH)) (12)

with s being a sigmoid function. The element with the lowest
value in the above vector corresponds to the rearrangement
channel in which the system is (s). The long-range energy for
each diabatic state (w) is just the sth element of the above WLR,w

vectors:

s = argmin(Wd) (13)

VLR,w = (WLR,w)s (14)

Note that there is no continuity issues since the index s will
only change upon reaction, when the three particles are close
together and all of the long-range interactions are canceled due
to the change of independent variable to R̃. In fact, the para-
meters Rlim and Re can be tuned in order to guarantee the
energy conservation, by turning off the long-range contribu-
tions at larger or shorter distances.

During the training process, these long-range contributions
are included in the diagonal elements of the PEM in eqn (3).
Therefore the VNN terms are effectively fit to the difference

between the ab initio and the long range energies. At long
distances between the reactants or products the only remaining
interaction energy is the long-range term, without the need to
use a switching function.

2.5. Features of the diabatic PES

As mentioned previously, the order of the diabatic states is
governed by the inclusion of a rather small dataset of geome-
tries with C2v symmetry. This scarcity of data raises the ques-
tion of how well does the PEM extend to other geometries
belonging to the less symmetric Cs group. In Fig. 2 the
interaction of the CH+ + H and C+ + H2 systems is presented
for different angles. In all cases, the diabatic description is
smooth, and we do not observe any unexpected spurious state
flip. It is interesting to note that for the CH+ + H approach at
y = 1801, the model automatically finds that the two states
correlating to P states have to exchange in order for the PEM to
be smooth elsewhere.

Fig. 2 also presents the three relevant CIs in the system. Two
of them appear in the CH+ + H approach for y = 01 and y = 1801.
The third CI is found in the C+ + H2 approach with g = 901.
These CIs no longer appear once the system moves away from
these highly symmetric configurations. Fig. 2 also shows the
deepest well describing the CH2

+ system in the bottom right
panel. In all cases, the points are the ab initio points, and the
solid lines are the adiabatic eigenvalues obtained in the dia-
batic fit, whose diagonal elements are shown by dashed lines,
showing excellent agreement.

Fig. 3 presents the minimum energy paths for each of the
diabatic states in terms of the H–H–C angle, showing the main
features of the diabatic states. In the bottom panels, for large a
angles near the H–H–C linear configuration, the two lower
diabatic states, S and P, are well separated from the third

Fig. 3 Minimum energy paths for each of the diabatic states in terms of
the H–H–C angle.
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one, which causes the appearance of the CH2
+ well at a = 301.

The S diabatic state is repulsive in the two rearrangement
channels, with a maximum at rCH � rHH = 0. In contrast, the
P diabatic state is attractive in the two rearrangement channels
showing a shallow well at rCH � rHH = 0. The P state correlates
with the excited CH+(3P) and and it crosses the S before its
minimum, giving rise to the CI. In the top panels, at bent
geometries, a = 30 and 801, the third diabatic state is strongly
established, crossing the other two diabatic states to form the
CH2

+ well.
For a = 1801 a direct mechanism can be found where the H

atom approaches CH+ from the H side. For this linear
approach, we do not find a deep well. For the reaction to occur
in the ground electronic state, the system has to go through a
CI, changing from the S state to the low lying P state. On the
other hand, as a tends to 01, the first P state becomes repulsive
and the second P state is highly attractive. The deeper well of
this P state corresponds to the equilibrium geometry of CH2

+.
When the system proceeds from this side, the process is
expected to become statistical.

Finally, we investigate the accuracy of the non-adiabatic
coupling matrix elements (NACMEs). The analytical NACMEs
in the PES are computed as explained in ref. 55:

jn

@

@x

����
����jn0

� �
¼ dx

nn0 ¼
1

Vn � Vn0

X
mm0

Tm0
n0

	 
y
Tm
n

@Umm0

@x
(15)

where n and n0 are the roots between which the NACMEs are
computed, V is the adiabatic energy, T is the eigenvector of the
diabatic matrix (U) and x is the coordinate with respect to which
the derivative is computed. In Fig. 4 a comparison of the
NACMEs is provided in a region close to the CI, with y = 0.011.

Finally, Table 1 presents the RMSE of the fitted potential
energy surface for the range of energies of interest.

3. Reaction dynamics
3.1. Quantum wave packet dynamics

The study of the low energy quantum dynamics of the CH+

(v = 0, j = 0) + H - C+ + H2 reaction is challenging since it
presents a deep well and several non adiabatic crossings. In this
work, we use a time dependent wave packet approach, requir-
ing a careful convergence study, especially of the absorption at
the edges of the radial grids. The parameters used in the code
are listed in the ESI.† The quantum dynamical calculations are
performed with the MADWAVE3 program,56 using a modified
Chebyshev propagator,57–62 representing the Hamiltonian in
reactant Jacobi coordinates in a body-fixed frame, using grids
for the internal coordinates (the distances r and R, associated to
the CH internuclear vector, and the vector joining CH+ center of
mass and the H atom), and a basis for the electronic coordi-
nates and total angular momentum J, with modulus J and
projections M and O, on the z-axis of the space-fixed and body-
fixed frames, respectively. The flux on individual final states of
the H2(v0, j0) products is evaluated by a reactant-to-product
coordinate transformation method.63

Two sets of calculations are performed, one including
the three coupled diabatic states and the second with only
the ground adiabatic potential obtained after diagonalization
of the 3 � 3 electronic Hamiltonian developed above. The
converged results for J = 0 and initial CH+(v = 0, j = 0) are
shown in Fig. 5. In both cases, the reactivity presents rapid
oscillations with energy, associated with resonances corres-
ponding to the CH2

+ complex in the deep well. At higher
energies, the reaction probability in the 3 � 3 diabatic model
is larger, by approximately a factor of 2. This increase is
attributed to the increase of density of states in the C+ + H2

asymptote, to which two electronic states correlate in the
diabatic representation, while only one correlates to the
CH+ + H products. At low energies, the adiabatic and 3 � 3
diabatic are in general closer, simply because the number of

Fig. 4 Comparison of the NACMEs along the two C–H distances com-
puted in the PES (blue line) and ab initio at a CASSCF level (red dots) close
to the CI, at y = 0.011. x indicates the coordinate with respect to which the
NACME is computed as indicated in eqn (15).

Table 1 RMSE for the PES of the three electronic states. The errors are
computed between the ab initio and the PES adiabatic energies. The errors
are presented in meV. In parentheses, the number of geometries in the
energy range is given

E/eV State X̃ State Ã State B̃

�4.0 35.7 (404) — —
�3.0 30.0 (1090) — —
�2.0 27.7 (2029) — —
�1.0 29.0 (4677) 33.3 (41) —
0.0 26.0 (13 782) 17.2 (3743) —
1.0 23.6 (24 800) 21.9 (11 140) —
2.0 23.3 (32 001) 26.1 (24 192) —
3.0 22.7 (39 324) 26.6 (34 563) 35.9 (4967)
4.0 22.0 (49 113) 25.3 (46 307) 33.0 (27 491)
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open channels in the C+ + H2 side is already considerably
higher even in the adiabatic model. All this indicates that the
inclusion of the electronic couplings does not reduce the
reactivity under this regime.

The presence of resonances, especially at low energies, requires
very long propagations to achieve convergence, typically of the
order of 105 Chebyshev iterations. In addition, for insertion
reactions presenting deep wells, it is important to include many
O projections to obtain the appropriate density of states and
properly describe the reaction dynamics. All this together, makes
the calculation of all J values computationally very demanding. Up
to J = 90 is required to converge the partial wave summation to
obtain the reaction cross-section. In this study, we use Omax =
min( J, 15) and we limit the calculations to J = 0, 5, 10, 15, 20, 25,
30, 40, 50 and 60. For intermediate J values, the state-2-state
reaction probabilities are obtained with the J-shifting interpola-
tion method,64 as successfully applied to the reverse reaction.30

The total reactive cross-section obtained for the adiabatic
and the 3� 3 diabatic PESs is shown in Fig. 6. The cross-section
obtained in the 3 � 3 diabatic case is slightly larger than that
for the single adiabatic PES (below 4 meV and above 0.1 eV) or
very close. Above 0.1 eV and below 5 meV, the ratio between the
3 � 3/adiabatic cross-section is lower than 1.2, and this may be
explained by the higher density of states of C+ + H2 products in
the 3 � 3 case, because two electronic states correlate to
this limit.

The continuous decreasing slope of the two cross-sections
above 7–9 meV is consistent with the Langevin behavior for
charge–induced dipole long-range interactions in CH+ + H. The
change in the behavior below 4–5 meV is attributed to the cusp
introduced by the electronic crossing at some configurations
and could explain a slight decrease of the corresponding rate
coefficients compared to the Langevin model.

3.2. Statistical versus direct mechanisms

To further analyze the reaction dynamics, in Fig. 6, the results
obtained with the adiabatic statistical (AS) approach65 are also

shown, which were obtained with the implementation recently
done for the N+ + H2 reaction,66 and details are shown in the
ESI.† Two cases are also considered, one with only one electro-
nic state in each rearrangement and the case in which there are
three electronic states in the C+ + H2 asymptote.

The difference between the two AS results is similar to that
obtained with the exact wave packet treatment, but larger, with
a ratio of E1.5 instead of 1.2. The AS results are in general
larger than the wave packet results, but very close in the
3–100 meV interval. This slight overestimation is attributed to
the presence of an alternative direct reactive and non reactive
routes, as it was recently found,39 which in the exact calcula-
tions may reduce the reactivity. These alternative routes can be
seen in Fig. 3, especially in the diabatic MEP for a = 1801 which
shows a direct connection between reactants and products,
with a rather low barrier with no entrance to the deep insertion
well. The diabatic barrier at this angle is of 0.26 eV, which gets
even lower in the adiabatic representation. Therefore, this
direct route reduces the flux through the deep insertion well,
and it is the reason for the difference between the wave packet
and statistical methods.

The two AS results continue increasing with decreasing
energy below 3 meV. The reason is that the effective adiabatic
potential curves do not show any maxima because the average
of the potential matrix elements somehow washes out the cusp
introduced by the electronic crossing at some (linear) config-
urations. The fast decrease of the AS results above 0.5 eV
corresponds to the disappearance of the well in the effective
adiabatic potentials for J 4 65. Thus, for J 4 65 the reaction to
form C+ + H2 is closed in the AS treatment, and only lower
partial waves contribute to the reactive cross-section.

The structures of the AS cross-sections with energy are
associated with the opening of C+ + H2 (N(H2), producing a
relative increase in reactive probabilities) and CH+ + H (N(CH+),
producing a decrease) channels. The N(CH+)/N(H2) ratio

Fig. 5 Total reaction probability for CH+ (v = 0, j = 0) + H - C+ + H2

reaction as a function of translational energy for the adiabatic (red) and
3 � 3 diabatic model (blue). Fig. 6 Total CH+ (v = 0, j = 0) + H - C+ + H2 reaction cross-section for

the adiabatic and 3 � 3 diabatic model obtained by WP and AS methods, as
indicated in the caption.
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continuously increases with energy, and becomes 1 at approxi-
mately 0.1 eV, where the AS cross-sections show a change of
slope (see Fig. 1 in the ESI†).

3.3. Quantum reactive rate constants

The total reaction rate is obtained by numerical integration of
the reactive cross-section with a Boltzmann distribution.30 104

extra points are added in the 10�4–10�3 eV interval to obtain
reliable results at low temperatures such as 10 K. These extra
points are extrapolated with a constant value, because of the
nearly constant, or slightly decreasing, behavior of the reactive
cross-section below 5 meV. Therefore, the rate constant around
10 K is slightly overestimated, but the effect is very small and
cannot be noticed in the scale of the figure.

The results obtained with the 3 � 3 and adiabatic electronic
models are shown in Fig. 7, and are compared with the state-
selected rate constant for j = 0 obtained by Werfelli et al.38 using
an accurate time-independent hyperspherical close coupling
method with a fit of an adiabatic PES. The 3 � 3 results are in
very good agreement in the interval 50–500 K with respect to
that of Werfelli et al.,38 and the present results are slightly
smaller. The two present results show a weak decrease below
30 K, far from that of the experimental results by Plasil et al.34

3.4. Rotational effects on rate constants

The WP state-selected simulated rate constants for j = 0 are in
reasonable agreement with experimental results above 100 K,
considering the error bars, but they are systematically above the
experimental results below 60 K. The theoretical state-selected
rate constants decrease with increasing j, as shown by Werfelli
et al.38 To check this, quasi-classical calculations including
surface hopping using the fewest switches method of Tully49

have been performed using the MDwQT code55 (details are
shown in the ESI†). Initial quantum conditions for the CH+

(v = 0) state are given by the adiabatic switching method,67,68

and all reactive trajectories are considered because the reaction
is exoergic and very long-lived complexes are formed in the
deep well of the CH2

+ system.

In Fig. 8 QCT and AS reaction rate constants for different j
rotational levels are presented. The QCT result for j = 0 is about
a factor of two lower than the WP result while the 3 � 1 AS
presents much better agreement. Moreover, the QCT calcula-
tions do not show a marked dependence of the reaction rate
constant with the rotational level, in contrast to the statistical
results and those previously reported by Werfelli et al.,38 which
are in good agreement. All these arguments yield to the con-
clusion that the QCT approach fails to accurately describe the
reactive rate constant, loosing the memory of the initial state
when forming long-lived complexes. QCT and AS results pre-
sent lower and upper limits to the quantum Wave packet
results, which are computationally more demanding. However,
this mild effect of the initial rotational state is not sufficient to
explain the huge decrease of the reactive rate constant found
experimentally.

Therefore the origin of the decrease of the experimental rate
constants below 50 K is not attributed to either non-adiabatic
effects or the rotational excitation of CH+. The present 3 � 3
diabatic model includes the three relevant electronic states
participating in the dynamics. It is rather accurate in the
reproduction of the high level ab initio adiabatic calculations
and the non-adiabatic couplings as shown above. We can
therefore conclude that the crossings occurring among these
electronic states are not responsible for the reduction of the
rate constant at low temperatures.

There are other electronic mechanisms not considered in
this model. First, the Renner–Teller couplings with the A00

states. It has been argued that including this effect can reduce
the reactivity.69 However, in this case, the A00 states correlate
only with C+ + H2 asymptote, but through the excited electronic
states of CH+ products, not accessible at the energies consid-
ered here. Therefore, in the present case, it is expected that the
inclusion of Renner–Teller couplings cannot reduce the reac-
tivity, even more, it could increase it.

Also, the spin–orbit couplings are not considered here. The
inclusion of spin–orbit sublevels would lead to the increase of
C+(2P) + H2 density of states, while weakly affecting the
CH+(1S+) + H(2S), whose degeneracy would be multiplied by a
factor of two. Again, this would favor the reaction towards C+

formation.

Fig. 7 Total CH+ (v = 0, j = 0) + H - C+ + H2 reaction rate constant for
the adiabatic (red) and 3� 3 diabatic model (blue). The results in black lines
with points correspond to the state selected rate constant of Werfelli
et al.38 for j = 0. The experimental results are taken from Plasil et al.34 and
Federer et al.32

Fig. 8 Total CH+ (v = 0, j = 0, 1, 2, 3, 4, and 5) + H - C+ + H2 reaction rate
constants obtained with QCT calculations including surface hopping (left
panel) and the AS 3 � 1 method (right panel). The experimental results are
taken from the studies by Plasil et al.34 and Federer et al.32
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Finally, in this work we study yet another possible source of
reduction of reactivity at low temperatures, which is the
potential excitation of the CH+ vibration during its generation
in the experiments.

3.5. CH+ vibration

In the experimental work, the CH+ reactants were obtained via
electron bombardment of methane, and confined in an ion
trap,34 where the CH+ were thermalized in a gas of cold He
atoms. It was then assumed that CH+ reactants cooled down to
a Boltzmann distribution of rovibrational states. Vibrational
cooling by the light and cold He atoms is expected to be less
efficient than rotational cooling, especially at low temperatures.
For instance, the rotational quenching cross-section computed
with the close coupling scattering equations70 is about two
orders of magnitude larger than the vibrational quenching
cross-section for the CH+ molecule.

To check this hypothesis we have performed QCT with
surface hopping and AS calculations for v 4 0 described above
and the results are shown in Fig. 9. Clearly, the reaction rate
constants decrease with initial vibrational excitation. In the
QCT calculations this decrease with v seems to gradually reduce
with increasing v and saturates for v = 5. For v = 5 the total
reaction state-dependent rate is nearly a factor of 10 lower than
for v = 0, and very close to the experimental results, considering
the error bars.

In the right panel of Fig. 9, the same rate constants obtained
with the AS method show a similar trend. The AS approach is
closer to the full quantum WP results, as described above. The
statistical character of the reaction is not only more accurate
than the QCT results, but also produces a more drastic
reduction of the rate constant with increasing v.

What is the reason why vibrational excitation produces a
diminution of the reaction rate constant? AS results give a very
simple explanation in terms of the density of states of reactants
and products, as illustrated in Fig. 1 of the ESI,† Section S3. As
the total energy increases, the density of states of CH+ reactants
increases more rapidly than that of H2 simply because it has
much lower rotational constant and lower vibrational frequency.

Hence, one can see that the magnitude of the CH+ + H rate
constants measured by Plasil et al.34 strongly depends on the

vibrational temperature of CH+ in the cell. Plasil et al.34 con-
sidered that the internal degrees of freedom of CH+ are coupled
to the cold environment efficiently by inelastic collisions with
helium buffer gas so that both the rotational and vibrational
temperatures of CH+ are equal to the kinetic temperature after
a few ms. Hence, CH+ was expected to be only in the ground
vibrational manifold and in the first few rotational levels when
it reacted with H. One could consider that local thermodynamic
equilibrium (LTE) conditions are reached if ka � [He] � Dt 4 1
(a = vib or rot), where kvib and krot are the quenching rate
constants, [He] is the density of He in the cell and Dt is the time
before the reaction.

Lets consider a typical density of He of 1013 cm�3 and a time
of 10 ms for relaxing hot CH+ formed by electronic impact on
CH4 (those values are the typical values provided by Plasil
et al.34). One would hence see that kvib and krot have to be of
the order of E10�11 cm�3 s�1 to reach LTE conditions after
10 ms. Stoecklin & Voronin70 computed rotational and vibra-
tional quenching cross-sections for the He–CH+ collisional
system. The corresponding rotational quenching rate coeffi-
cients derived from their cross-sections were found to be of the
order of magnitude of E10�10 cm�3 s�1 so that one can safely
assume that the rotational temperature of the gas is equal to
the kinetic temperature. In contrast, the corresponding vibra-
tional quenching rate coefficients derived from the cross-
sections of Stoecklin & Voronin70 were found to be of the order
of E10�12 cm�3 s�1 at 10 K indicating that a time of 10 ms is
certainly not enough to reach LTE conditions for the vibrational
distribution. Hence, for the measurement at low temperature
(T o 50 K), one could expect that part of the CH+ in the cell was
in vibrationally excited states when it reacted with H. Because of
the lower reactivity of CH+ in vibrationally excited states, one
could see that the determination of the thermal CH+ + H rate
constants derived by Plasil et al.34 should have considered the
vibrational distribution of CH+ in the cell that is unlikely to be
the one of a Boltzmann distribution. Rate coefficients for the
vibrational quenching of ions are expected to rapidly increase
with increasing temperature and vibrational states. This increase
of the rate coefficients would help in reaching LTE conditions
faster when the temperature is above 50 K explaining the better
agreement between the experiments and the theoretical calcula-
tions (assuming that only CH+(v = 0) is populated) above 60 K.

Therefore, we conclude that the most plausible reason
for the disagreement between theory and the experimental
measurements at low temperatures below 50 K is that the
vibrational energy transfer at this low temperature with the
He atoms is not efficient enough, and CH+ in the trap is still
excited in v 4 1 vibrational levels. Under this assumption,
appropriately weighting the rate constants for several vibra-
tional states over a non-Boltzmann vibrational distribution, the
theoretical description can reasonably describe the measured
results. New experimental measurements are therefore needed
to check this assumption.

In order to validate this assumption, the vibrational relaxa-
tion of CH+ with He as a function of temperature should be
studied in detail for highly excited vibrational states. Also, new

Fig. 9 Total CH+ (v = 0, 1, 2, 3, 4, and 5, j = 0) + H - C+ + H2 reaction rate
constants obtained with QCT calculations including surface hopping (left
panel) and the AS 3 � 1 (right panel) methods. The thermal rate constant is
also presented as a dashed black line in the right panel. The experimental
results are taken from the studies by Plasil et al.34 and Federer et al.32
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experimental studies under different conditions, ideally with con-
trolled vibrational distribution of CH+ reactants, are needed.

4. Conclusions

In this work we have developed new coupled diabatic potential
energy surfaces, including three electronic states and accurate
long-range interactions, to study the non-adiabatic dynamics
of the CH+ + H - C+ + H2 reaction as a possible explanation
for the one order of magnitude decrease of the reactive rate
constant measured below 50 K.34 To do so, a new diabatization
technique has been developed based on neural networks and
guided by information of highly symmetric configurations.

A variety of dynamical methods have been used to study the
non-adiabatic dynamics, revealing that the inclusion of electro-
nic couplings produces some changes in the reactive cross-
sections and rate constants, but were unable to reproduce the
drastic reduction of the reactive rate constant below 50 K. Initial
rotational excitation of CH+ has been analyzed and produces a
slight decrease, in agreement with previous results.38

Finally, the initial vibrational excitation of CH+ has been
studied, showing a remarkable decrease of the reactive rate
constant as a function of v, so that for v = 5 the rate is about ten
times lower than that for v = 0, and in near agreement with the
experiment. Above 100 K, the calculated rate constants for v = 0
are in agreement with the experiment. We therefore conclude
here that the thermalization of CH+ reactants, originated by
electron bombardment, with He atoms below 50 K is not
efficient enough to relax the vibrational excitation of CH+,
and this is the reason why the experimental results show a
dramatic one order reduction below 50 K.

New experiments are needed to check this finding, and
the determination of the vibrational excitation of CH+ obtained
after electron bombardment of methane. Also, the efficiency of the
vibrational excitation in a gas of He atoms should be studied as a
function of temperature, both experimentally and theoretically.

The decrease of the destruction rate constant of CH+ with
atomic hydrogen when increasing the vibrational excitation has
a potential impact on the relative abundances of vibrationally
excited CH+, recently observed in PDRs and PPDs,15 since in
these highly UV illuminated objects, there is a relatively high
abundance of atomic hydrogen.

Data availability

The fortran codes with the new 3 � 3 coupled diabatic potential
energy surfaces and rate constants (with the adiabatic statis-
tical approach) for the CH+ (v, j) + H - C+ + H2 reactions are
available at ZENODO https://zenodo.org/records/15356500. The
codes used for the calculations have been properly cited, and
the details of the calculations are provided in the ESI.†
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F. J. Aoiz, Accurate Time-Dependent Wave Packet Study of
the Li + H2

+ Reaction and Its Isotopic Variants, J. Phys.
Chem. A, 2012, 116, 132.

65 M. Quack and J. Troe, Ber. Bunsenges, Specific rate con-
stants of unimolecular processes II. Adiabatic channel
model, Phys. Chem., 1974, 78, 240.
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