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Comparison of the solvation models COSMO and
EC-RISM for the prediction of photoacidity in
aqueous solution

Ömer F. C. Tiska, a Niklas Sülzner, a Julia Haberhauer, a Patrick Kibies, b

Stefan M. Kast b and Christof Hättig *a

The embedded cluster reference interaction site model (EC-RISM) and the conductor-like solvation

model (COSMO) are compared in terms of their ability to predict excitation energies and photoacidity in

aqueous solution. The test set includes photoacids derived from phenol, naphthol, and coumarin as well

as photobases derived from quinoline. Vertical excitation energies were calculated using the approximate

coupled cluster singles-and-doubles model (CC2). For the neutral and protonated forms of the

photobases as well as for the neutral forms of the photoacids, EC-RISM-CC2 and COSMO-CC2 yield

excitation energies that agree within approximately �0.08 eV and are in good agreement with available

experimental data. For the deprotonated forms of the photoacids, which in this study are phenolate

anions throughout, COSMO significantly underestimates the effects of hydrogen bond donation in

aqueous solution. In contrast, EC-RISM provides a more faithful description of these solvation effects due

to its ability to model solvent distributions on an atomic level, unlike continuum approaches such as

COSMO. As a result, EC-RISM performs better in predicting the photoacidity of the photoacids while

yielding similar results for the photobasicity of the photobases. To approximately correct for the

remaining electronic structure error of CC2, higher-order corrections were estimated from vacuum

calculations with CCSDR(3) and CC3 and added to the EC-RISM-CC2 results. For the excitation energies

of the photoacids, the CCSDR(3) and CC3 results exhibit significant differences, with the CC3 corrections

leading to better agreement with the available experimental data in solution. However, regarding

photoacidity, the estimated EC-RISM-CCSDR(3) and EC-RISM-CC3 results are very similar.

1 Introduction

Proton transfer is one of the most fundamental reactions in both
nature and the laboratory.1–3 The ability to induce a proton
transfer with a laser pulse can be crucial for synthetic purposes
such as photoinduced polymerization4,5 or for mechanistic
studies.6–12 To achieve a controlled proton transfer, different
classes of photoacids and photobases are used.4–11 Photoacids
are molecules that exhibit increased acidity after photoexcitation
to higher electronic states (e.g., see ref. 13 for a recent review).
However, the conjugated bases formed after such an excited-state
proton transfers (ESPT) are not photobases; rather, they exhibit
the opposite behavior: a decrease in basicity. Photobases, by
definition, are molecules that, analogously to the photoacids,
exhibit an increase in basicity upon excitation.14–18

Unlike in the ground state, the lifetime of excited states is
too short to allow for direct measurement of the equilibrium
constant K�a for the proton transfer in the excited state.19

Therefore, it has to be determined using alternative methods.
A quantitative description of photoacidity was first introduced
by Förster, who proposed a thermodynamic cycle20,21 that links
ground-state acidity to acidity in the excited state. According to
the Förster cycle, the increase in acidity upon excitation DpK�a

� �

is obtained from the difference of the (standard) Gibbs energies
of excitation between the acid DGexc(HA) and the base DGexc(A�)
through

DpK�a ¼ pK�a � pKa ¼
DGexc A�ð Þ � DGexc HAð Þ

RT ln 10
(1)

with R as the molar gas constant and T as the absolute
temperature. DGexc(X) is the difference between the Gibbs
energy of X in the excited state, G*(X), and in the ground state,
G(X), in solution including full solvent relaxation also in the
excited state.
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As shown in Fig. 1, the Förster cycle replaces the Gibbs
energy difference in the excited state (DG*) by the ground-state
value (DG) and the difference in the excitation Gibbs energies
for HA and A�. In spectroscopic studies, the latter are usually
approximated by 0–0 transition energies.19 This implies the
approximation of DGexc(X) by excitation energies, DEexc(X). In
practice, excitation energies in solution are often determined as
band maxima which correspond for isolated bands to the
vibronic transitions with the largest Franck–Condon factor. In
computational studies, excitations are typically treated as
vertical transitions from the minimum of the initial state
without including vibrational contributions and under the
assumption of a ‘‘frozen’’ solvation structure. These are also
not directly related to the 0–0 transition energies. Nevertheless,
it has been shown for both experimental band maxima as well
as computed vertical transition energies that the average of
absorption and emission provides a good approximation of the
0–0 transition energies due to compensation effects.22,23

Alternatively, photoacidity can also be determined through
kinetic measurements of ESPT.24–27 However, this approach is
experimentally challenging and applicable to only a few mole-
cules for which ESPT dynamics can be measured.19 Therefore,
the most common method for determining excited-state acidity
is via the Föster cycle.19

Due to the sensitivity of the acidity increase DpK�a to solvation
effects, the photoacidity can be used in theoretical chemistry as a
criterion for the accuracy of solvation models.28–30 As many
relevant chemical reactions occur in the condensed phase, the
importance to give an accurate description of solvent effects
becomes more and more evident.31,32 It is also apparent that a
full quantum-mechanical description of solute and solvent e.g. by
ab initio molecular dynamics simulations is computationally
demanding and in practice realizable at the DFT level only,33 while
so-called machine learning potentials will perspectively allow for
higher-level treatment of solvated ensembles when they are trained
against, e.g., post-Hartree–Fock reference data. Therefore, the task
of describing the solvent becomes a question of compromising the
quality of the method and computational power.

Besides explicitly including the solvent together with the
solute at an atomistic level in the computational model, there
are also alternative options to approximate solvent effects. One
important approach is to consider the solvent as a polarizable
continuum which implicitly accounts for averaging over the
thermal motions of solvent molecules.34–36 Due to the implicit
nature, computations with such models are far less demanding
than with explicit solvation. This idea provides the basis for the
whole class of continuum solvation models (CSMs).34–36 One
widespread class of CSMs are apparent surface models (ASMs),
to which the conductor-like screening model37 (COSMO) belongs.
ASMs approximate the surrounding charge distribution by pro-
jecting it on the apparent surface of a cavity around the molecule.

An alternative to ASMs are solvation models based on atomistic
solvent site distributions such as the embedded cluster reference
interactive site model (EC-RISM). They retain the idea of implicit
models to include in the electronic structure calculation for the
solute a solvent-exhibited electrostatic potential averaged over the
thermal motions of the solvent molecules, thereby, preserving the
computational efficiency of implicit models. The reference inter-
action site model (RISM)38–40 or more specifically the three dimen-
sional version 3D RISM41–43 is based on approximating the
molecular Ornstein–Zernicke equations using solvent orientation
averaging while preserving the 3D molecular solute structure,
yielding site distribution functions of the solvent molecules
around the solute by employing a suitable closure relation.44

Hence, 3D RISM captures the granularity and internal structure
of the solvent without the need of explicit simulation. In EC-RISM
this approach is coupled to the quantum-mechanical calculation
of the solute’s electronic structure, where the solvent-exhibited
potential is approximated by embedding the solute in point
charges that are derived from the solvent site distribution
functions, which are computed self-consistently with the
solute’s wave function.45 EC-RISM has found numerous applica-
tions to the prediction of NMR- and EPR-spectroscopic para-
meters as well as thermodynamic problems, see ref. 46–50 for a
selection. Readers are referred to the reviews for a broader
overview of RISM-derived solvation models in the context of
electronic structure calculations.51,52

In a previous publication, the deficiency of COSMO in accu-
rately describing the photoacidity of phenols in water was
demonstrated.53 More precisely, it was shown that the solvent
effects on the excitation energies of their conjugated bases are
poorly modeled. This was traced back to an insufficient descrip-
tion of hydrogen bonding, which resulted from the simplicity of
ASMs. Unlike COSMO, EC-RISM accounts for the internal struc-
ture of the solvent and is therefore better able to mimic specific
solvent–solute interactions, such as hydrogen bonding.

In this work, we evaluate EC-RISM’s ability to describe solva-
tion effects on excitation energies in aqueous solution. As a test
set we use oxygen-based photoacids (phenol, naphthol and
coumarin derivatives) and nitrogen-based photobases (quinoline
derivatives). The acid and base forms of these molecules differ in
the number of hydrogen bonds they donate or accept, thus
providing a challenging test for modelling the effects of hydrogen
bonding on excitation energies. The approximate coupled cluster

Fig. 1 Schematic representation of the Förster cycle showing the relation
of the excitation Gibbs energies of the acid (blue) and the conjugated base
(red) to the change in the reaction Gibbs energy for the proton transfer
from the ground to the excited state (marked with *).
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singles-and-doubles model54 CC2 is used as electronic structure
method. Results are compared with experimental data and those
obtained with COSMO. To estimate the magnitude of the remain-
ing errors from CC2 as electronic structure method, vacuum-
based corrections from higher-order coupled-cluster methods
with approximate iterative connected triples55 (CC3) and a per-
turbative triples correction56 (CCSDR(3)) are employed.

2 Computational details
2.1 General information

All calculations have been performed with a development version
based on release V7.8 of the TURBOMOLE program package.57,58

The Hartree–Fock calculations were done with the dscf59 module.
The RI approximation was used in all CC2, CCSDR(3), and CC3
calculations. These were done with the ricc260 and ccsdf12
modules, and the frozen-core approximation was applied to the
1s orbitals at C, N, and O, the 1s2s2p orbitals at Cl, and the
1s2s2p3s3p orbitals at Br. The test set of molecules was taken
from ref. 53. To account for solvation effects, the solvation
models COSMO37 and EC-RISM45 were used. These calculations
were done for aqueous solutions.

For COSMO, this was realized by choosing a dielectric
constant of e = 78.30 and a refractive index of n = 1.30 as used
in ref. 53. For smooth potential energy surfaces with COSMO,
the Gaussian charge model (GCM) was employed with default
parameters for the cavity construction.61

For EC-RISM, the distribution of the solvent was evaluated at
T = 298.15 K and p = 1 bar with a solvent density of 0.03332950 Å�3

and dielectric constant of e = 78.447 using the modified SPC/E
water model employed earlier49,62 78.447 is the experimental value
for e at 1 bar and 298.15 K, for which this specific water model was
defined for ref. 49 and 62. For 3D RISM calculations the PSE-1
closure44 was employed. For a numerically stable treatment of
electrostatic potential a switching scheme was applied. In the direct
vicinity of the solute the electrostatic potential is used on a grid
(vide infra) as calculated from the solute’s orbital-relaxed CC2
ground-state charge density, while in a buffer zone beginning at
the perimeter of a sphere with a radius 1 Å smaller than the
inscribed sphere of the calculation box a cubic interpolation
function is used to switch to the ESP calculated from atomic partial
charges to obtain the latter at and outside the inscribed sphere.63

The 3D RISM calculations were performed on a cubic grid with
128 lattice points along each principal axis and a spacing of 0.3 Å.
The convergence criteria were set to 10�6 for the maximum
residual of the direct correlation functions within the 3D RISM
calculations and to an SCF convergency criterion of 10�7 a.u. and a
density convergence criterion of 10�6 a.u. Auxiliary atom-centered
point charges were calculated using the Merz–Kollman scheme
with standard radii. Lennard-Jones parameters for the photoacids
were determined using Antechamber 22 with GAFF 1.81.64–66

2.2 Geometry optimization in solution

The geometries were optimized for the ground state at the
CC2 level54 using COSMO with the post-SCF67 reaction field

coupling scheme.34 For this, the def-TZVP orbital and auxiliary
basis sets68–70 were used. For tightly converged structures, the
threshold for the cartesian gradient was set to 10�4 a.u. For cases
where the orientation of the O–H group results in distinguishable
conformers, geometry optimizations yielded two structures differ-
ing at most by 5 kJ mol�1. Only the lower-energy conformers were
considered, as the differences in the excitation energies between
the conformers—a mean absolute deviation of 0.02 eV—were
found to be negligible. The main difference from the computa-
tional protocol used for geometry optimizations in ref. 53 lies in
the GCM employed for COSMO.

2.3 Excitation energies in solution

The excitation energies were calculated for the structures
optimized at the COSMO-CC2 level using both COSMO and EC-
RISM as solvation models. Excitations up to the second p - p*
transition were calculated. For this, the def2-TZVPPD orbital and
auxiliary basis sets71,72 were used. The reaction field scheme was
changed from the post-SCF to the more complete perturbation
with self-consistent energy and density (PTED) scheme with and
without linear response contributions.36,73,74 In the PTED calcu-
lations, the reaction field was self-consistently equilibrated with
the orbital-relaxed CC2 ground-state charge density. No non-
equilibrium corrections are included. Since the EC-RISM imple-
mentation only includes the static polarizability of the solvent
due to the specification of a force field-based unpolarizable water
model, the linear response contributions to excitation energies
could not be taken into account by this solvent model. To correct
for this, we added to the EC-RISM results the differences between
excitation energies obtained from PTED-COSMO calculations
with and without response contribution, as proposed in ref. 75.
These results are denoted in the following as EC-RISM(+LR). Note
that the COSMO results for excitation energies reported below
always include the response contribution.

2.4 Higher-method corrections

To evaluate the residual errors from CC2 as electronic structure
method, calculations with the higher-order methods55,56

CCSDR(3) and CC3 were performed. These are approximations
to CCSDT with O(N7)-scaling computational costs. Both give
excitation energies for single excitation dominated transitions
that are correct to third order in the fluctuation potential. CC3
keeps the iterative character of CCSDT, while CCSDR(3) adds a
non-iterative perturbative correction to the CCSD results. Since
these methods are not yet available in combination with
COSMO or EC-RISM, the comparison was conducted in vacuo.
For consistency, the structures were reoptimized in vacuo using
CC2 with the def2-TZVPPD basis sets, employing Cs symmetry
(C2v for phenolate). For these structures the excitation energies
were then calculated with CC2, CCSDR(3), and CC3 with the
same basis. The differences in the excitation energies between
CC2 and these higher-order methods were subsequently
added to the EC-RISM(+LR)-CC2 values. In the following, these
results are referred to as est. EC-RISM(+LR)-CCSDR(3) and est.
EC-RISM(+LR)-CC3, respectively.
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2.5 Acidity change upon excitation

The acidity changes upon excitation from the ground to the
excited state have been calculated as:

DpK�a ¼ pK�a � pKa ¼
DEexc A�ð Þ � DEexc HAð Þ

RT ln 10
(2)

where DEexc(X) are the vertical excitation energies for X. The
states chosen for the calculation of DpK�a are marked in Tables
1 and 5. We evaluated the pKa change for T = 298.15 K with R =
8.314 J mol�1 K�1 and 1/(RT�ln 10) = 16.9044 eV�1. To analyse the
correlation between calculated acidity changes, DpK�a ðcalc:Þ, and
experimentally determined acidity changes, DpK�a ðexp:Þ, we fitted
to the results the linear relation:

DpK�a ðexp:Þ ¼ c0 þ DpK�a ðcalc:Þ � c1 (3)

using least squares regression.

3 Results and discussion
3.1 Photoacids

3.1.1 Excitation energy calculations in solution. In Table 1,
we listed the calculated excitation energies at the CC2 level for the
lowest two p - p* transitions for both the neutral and deproto-
nated species. By natural transition orbital (NTO) analysis, the
transitions were assigned according to the Platt notation91 to
either 1La or 1Lb and compared to the respective experimental
band maxima where available. Fig. 2 shows a statistical evalua-
tion of the differences between excitation energies obtained with
COSMO and EC-RISM (Fig. 2(a)) and the deviations from the
experimental band maxima (Fig. 2(b)) as box plots.

COSMO and EC-RISM yield similar results for the neutral
species of the photoacids. Without adding the COSMO-based
linear-response corrections, the excitation energies differ on
average by 33 meV, with the 1La states exhibiting slighthly larger
differences than the 1Lb states. The largest deviation between
COSMO and EC-RISM is found for the 1La state of phenol, where
the difference amounts to 86 meV. Once the response contribu-
tions are included, the EC-RISM results agree with those from
COSMO within 42 meV, though the average difference, due to
compensation effects, is only 2 meV. Whether with or without
response contributions, the differences between the two solvation
models are below 100 meV. To set this in perspective, it should be
compared with the typical residual error of 100–200 meV of CC2
excitation energies for valence transitions in organic
molecules.83,84 As seen in Fig. 2(b), the COSMO-CC2 results for
vertical excitation energies for absorption overestimate the
experimental band maxima on average by 332 meV. The use of
EC-RISM slightly increases the overestimation to 372 meV (no
response) and 335 meV (with response). Compared to the abso-
lute mean deviations of the computed from the experimental
results, it is fair to say that EC-RISM and COSMO perform
similarly for the neutral forms of the photoacids.

Unlike for the neutral species, the results for the deproto-
nated forms show a stronger dependence on the solvation
model. Instead of a few meV, the difference between the results

obtained with COSMO and EC-RISM amounts on average to
295 meV (no response) and 250 meV (with response). In all cases
where experimental data was found, the COSMO results for the
vertical excitation energies underestimate the experimental
band maxima. The underestimation ranges from 33 meV to
403 meV with an average value of 187 meV. This contradicts the
experience that vertical transition energies are usually E0.1 �
0.1 eV blue shifted relative to the band maxima.83,84 A red shift
of this magnitude suggests that major contributions to the
solvent effects for the deprotonated species in aqueous solution
are not accounted for by COSMO as already noted in ref. 53.
Contrary to COSMO, the EC-RISM solvation model leads for the
same transitions to excitation energies that are blue shifted
relative to the experimental band maxima. The pure EC-RISM
even pushes all the excitations over the edge to a blue shift. Only
when adding the response contribution of COSMO, the results
for two molecules are slightly red shifted compared to the band
maxima (see Fig. 2). Unlike for COSMO, the red shifts obtained
with EC-RISM are less pronounced, reaching at most E30 meV.
The exact cause of these red shifts remains unclear. One
possibility is that EC-RISM still underestimates the effects of
hydrogen bonding for phenolate anions due to the approximate
closure relation. Alternatively, a residual electronic structure
error may be responsible (vide infra). Another potential explana-
tion is that the usual relationship between vertical excitation
and band maximum does not hold in these cases due to the
overlap with the band of a nearby state.

When the response contribution is not added, the excitation
energies for the deprotonated species of the photobases are on
average blue shifted by 142 meV. With the response contribu-
tion included, the average blue shift is reduced to 85 meV.

In ref. 53, COSMO-CC2 cluster-continuum calculations were
conducted with the post-SCF reaction field scheme for the
phenol–phenolate acid–base pair to investigate the stability of
the results upon including explicit solvent molecules. One
explicit water molecule was included for phenol and three for
phenolate. For the current work, we repeated the cluster-
continuum calculations with PTED-COSMO-CC2 and PTED-
EC-RISM-CC2 using the optimized geometries from ref. 53.
To disentangle direct solvent effects caused by explicit water
molecules from indirect effects due to changes in the solute
geometry, we also performed PTED calculations with only the
solute but using the structure optimized in cluster-continuum
calculations (Table 2). For the neutral species (phenol), the
results from the cluster-continuum calculation are red-shifted
by only 0.07 eV relative to the pure COSMO result, with about
one third of this difference arising from the geometry change.
The respective EC-RISM calculations yield excitation energies
that are consistently E30–40 meV higher. This fits to the above
finding that EC-RISM gives for the neutral forms of the photo-
acids results close to those obtained with COSMO, in most
cases slightly blue-shifted.

In contrast to phenol, including explicit water molecules in
the COSMO calculations for the phenolate anion leads to a
significant blue shift of 0.33 eV, although the change in the
geometry of the solute alone causes a red shift of 0.06 eV. With
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the EC-RISM solvation model, the PTED result with the solute
alone is already close to the COSMO cluster-continuum result.
The change of the geometry alone leads also with EC-RISM to a
red-shift of 0.06 eV. Unlike COSMO, including the water molecules
in the excitation energy calculation results in only a small blue
shift, which is only marginally larger than the red shift caused by
the geometry change. Consequently, the EC-RISM cluster-
continuum result differs by just 0.01 eV from the EC-RISM result
for the solute alone, demonstrating the stability of the EC-RISM
calculations upon the inclusion of explicit solvent molecules. The
difference between the excitation energies for the protonated and
deprotonated forms, which determines the acidity change upon

excitation, is the same within 0.01 eV for the cluster-continuum
results obtained with COSMO and with EC-RISM.

3.1.2 Higher-order correlation corrections. Fig. 3 shows a
comparison of the deviation of the est. EC-RISM(+LR)-CCSDR(3),
est. EC-RISM(+LR)-CC3, and EC-RISM(+LR)-CC2 excitation ener-
gies from the experimental band maxima for the states used to
calculate DpK�a . A statistical summary of the higher-order correla-
tion corrections from CCSDR(3) and CC3 for all studied states of
the photoacids and their conjugated bases is given in Fig. 4.

In most cases, CCSDR(3) predicts higher excitation energies
than CC2, exceptions are mainly the 1Lb states of the phenols
and the 1-naphthols. Unlike CCSDR(3), CC3 gives in most cases

Table 1 Character of the lowest two p - p* transitions for the neutral and deprotonated forms of the photoacids and comparison of the calculated
vertical CC2 excitation energies with experimentally determined band maxima (in eV). The listed oscillator strengths were calculated with COSMO-CC2.
The states used to calculate the acidity change upon excitation are highlighted in bold font

Compound Character COSMO EC-RISM EC-RISM(+LR) Oscillator strength Experiment

1-Naphthol 1Lb 4.29 4.32 4.31 0.027 3.86a

1La 4.44 4.50 4.46 0.120 4.25b

5-Cyano-1-naphthol 1La 3.89 3.92 3.89 0.139 —
1Lb 4.20 4.21 4.20 0.007 —

5-tert-Butyl-1-naphthol 1Lb 4.21 4.24 4.23 0.031 —
1La 4.32 4.39 4.35 0.161 4.19c

2-Naphthol 1Lb 4.20 4.22 4.22 0.028 3.79a

1La 4.80 4.81 4.81 0.041 —
5-Cyano-2-naphthol 1La 3.98 4.01 3.98 0.075 3.68d

1Lb 4.40 4.42 4.39 0.083 —
Phenol 1Lb 4.94 4.99 4.97 0.032 4.59e

1La 6.09 6.17 6.13 0.116 —
2-Cyano-phenol 1Lb 4.58 4.61 4.58 0.086 4.15f

1La 5.77 5.82 5.77 0.140 5.32f

3-Cyano-phenol 1Lb 4.58 4.61 4.58 0.066 4.23f

1La 5.69 5.73 5.69 0.122 5.28f

4-Cyano-phenol 1Lb 4.88 4.90 4.89 0.008 4.43f

1La 5.37 5.43 5.36 0.492 5.05f

3-Hydroxycoumarin 1La 4.22 4.26 4.20 0.379 4.04g

1Lb 4.64 4.64 4.62 0.082 —
7-Hydroxycoumarin 1La 4.12 4.16 4.09 0.420 3.81h

1Lb 4.59 4.59 4.57 0.048 —
7-Hydroxy-4-methylcoumarin 1La 4.15 4.19 4.13 0.388 3.87h

1Lb 4.66 4.65 4.64 0.065 —
1-Naphtholate 1La 3.44 3.82 3.79 0.112 3.72a

1Lb 3.78 4.03 4.00 0.126 —
5-Cyano-1-naphtholate 1La 2.78 3.13 3.10 0.104 —

1Lb 3.70 3.94 3.91 0.108 —
5-tert-Butyl-1-naphtholate 1La 3.41 3.78 3.74 0.155 3.72c

1Lb 3.75 4.00 3.97 0.117 —
2-Naphtholate 1Lb 3.36 3.73 3.70 0.083 3.61a

1La 4.32 4.55 4.52 0.198 —
5-Cyano-2-naphtholate 1La 2.94 3.34 3.31 0.095 3.34d

1Lb 4.01 4.21 4.19 0.061 —
Phenolate 1Lb 4.13 4.53 4.49 0.066 4.33e

1La 5.00 5.48 5.40 0.308 —
2-Cyano-phenolate 1Lb 3.73 4.03 3.98 0.146 3.79f

1La 5.09 5.36 5.29 0.183 5.12f

3-Cyano-phenolate 1Lb 3.63 4.02 3.98 0.084 3.79f

1La 4.84 5.20 5.14 0.211 5.06f

4-Cyano-phenolate 1Lb 4.25 4.55 4.52 0.052 —
1La 4.45 4.73 4.63 0.657 4.53f

3-Hydroxycoumarin (�1) 1La 3.58 3.83 3.75 0.416 3.78g

1Lb 4.23 4.47 4.45 0.011 —
7-Hydroxycoumarin (�1) 1La 3.29 3.53 3.45 0.537 3.40h

1Lb 4.23 4.37 4.35 0.049 —
7-Hydroxy-4-methylcoumarin (�1) 1La 3.32 3.58 3.50 0.503 3.44h

1Lb 4.25 4.40 4.37 0.046 —

a Taken from ref. 76. b Taken from ref. 19. c Taken from ref. 77. d Taken from ref. 78. e Taken from ref. 79. f Taken from ref. 80. g Taken from ref.
81. h Taken from ref. 82.
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negative corrections to the excitation energies. Both align with
the usual trends observed for valence transitions in organic
molecules,85,86 although the deviations between the CCSDR(3)
and the CC3 results for the photoacids are at the upper end of

the range typically observed for the lowest valence transitions
when dominated by single excitations.

For the neutral acid species, the higher-order corrections alter
the excitation energies by up to E�0.2 eV. On average, CCSDR(3)
increases the results 43 meV, while CC3 decreases them by
40 meV (see Fig. 3). Except for 5-cyano-2-naphthol, the CC3
corrections are larger for 1Lb than for 1La. 5-Cyano-1-naphthol
is also the only exception in our test set of photoacids where the
CC3 higher-order correction is slightly positive for 1Lb.

Adding the CC3 correction to the PTED(+LR)-EC-RISM-CC2
results leads for the neutral photoacids in most cases to a better
or an only slightly worse agreement the experiment. CCSDR(3),
however, improves the agreement of the computed excitation
energies with the experimental band maxima only for the phe-
nols. On average, CC3 reduces the deviation from the available
experimental data from 335 meV (for CC2) to 288 meV, CCSDR(3)
slightly raises it to 366 meV. We note, however, that in particular
in aqueous solution vertical excitation energies can deviate from
band maxima by 200–300 meV.87 Thus, the comparison with the
experimental band maxima can only serve as a qualitative
measure for the accuracy of the computed vertical excitation
energies.

For the deprotonated species, the corrections from CCSDR(3)
are in all cases positive, on average 107 meV. CC3, on the other
hand, sometimes yiels negative corrections, particularly for the
coumarins. In comparison to CCSDR(3), the corrections from
CC3, are, with a mean absolute value of only 31 meV, again
smaller. With the CCSDR(3) corrections, the average deviation of
the computed excitation energies from the experimental band
maxima is with 190 meV about twice as large as for EC-RISM-
CC2. With the CC3 corrections the average deviation is with 92 meV
only slightly larger than for EC-RISM-CC2. In many cases, the CC3-
corrected results are close to those from EC-RISM-CC2.

3.1.3 Changes in acidity upon excitation. In Table 3, the
results for the acidity change upon excitation, DpK�a , are listed. As
mentioned above, the deficiencies of COSMO lead to a significant
underestimation of the excitation energies for the deprotonated
species of the photoacids. This results in a substantial under-
estimation of DpK�a by PTED-COSMO-CC2, on average by about
8.2 pKa units. Changing the solvation model from COSMO to EC-
RISM reduces this underestimation on average by 5 pKa units,
leading to an improvement for all molecules. This change
appears to be uniform for both the naphthols and the phenols.
The coumarins, on the other hand, experience relatively small
changes, on average 3.3 pKa units. For most of the molecules, the
inclusion of the response contributions leads to a slight increase
in excited-state acidity. However, for 1-naphthol and its deriva-
tives, the excited-state acidity decreases when linear response
contributions are included.

Even though CCSDR(3) and CC3 deviate significantly for the
excitation energies, the resulting changes in DpK�a are very
similar. For many molecules, the higher order corrections
improve agreement with experimental data. In particular, for
2-naphthol and 5-cyano-2-naphthol, where the EC-RISM-CC2
results for DpK�a still deviated by more than 5 pKa units from
the experimental values, the corrections from CCSDR(3) and

Fig. 2 Vertical excitation energies for photoacids in their neutral and
deprotonated form: (a) difference between CC2 excitation energies
obtained with EC-RISM or EC-RISM(+LR) and those obtained with COSMO
for all states. (b) Deviation between computed and experimental absorp-
tion energies for all states were experimental data was found.

Table 2 Comparison of the excitation energy (eV) for the phenol–
phenolate (PhOH–PhO�) system obtained with COSMO-CC2 and EC-
RISM(+LR)-CC2 as well as with the respective cluster-continuum
approach including for PhOH one and for PhO� three explicit water
molecules

Compound

COSMO EC-RISM(+LR)

Exp.cPTED PTEDa
Clust.
cont.b PTED PTEDa

Clust.
cont.b

PhOH 4.94 4.92 4.87 4.97 4.95 4.91 4.59
PhO� 4.13 4.06 4.46 4.49 4.43 4.50 4.33
DPhOH–PhO� 0.81 0.86 0.41 0.48 0.54 0.41 0.26

a Calculated with cluster-continuum structure excluding explicit water
molecules. b Calculated with the PTED reaction field scheme. c Taken
from ref. 79.
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CC3 reduce these deviations, bringing them more in line with
those for other molecules. For 1-naphthol, 5-cyano-1-naphthol,
and 7-hydroxycoumarin, the corrections result in an increased
deviation of approximately 0.5 pKa units. The phenols perform
extraordinarily well, deviating on average by only a single pKa

unit from the experimental values. Even though, on average,
the higher-order method corrections lead to an improvement of
1 pKa unit, this improvement in the current test set mainly
affects those photoacids that have a small DpK�a (cf. Fig. 5).

To identify systematic errors and distinguish them from non-
systematic errors, we performed a linear regression (cf. eqn (3)).
The results are summarized in Table 4. Fig. 5 shows the data
points in scatter plots, where the errors of the computed values
correspond to the horizontal distances of the points from the
diagonal lines which represent perfect agreement with experiment.
Systematic errors become mainly noticeable through deviations of

the regression lines’s slope and intercept from the ideal values 0
and 1, respectively.

As expected, the results of this analysis confirm the previously
discussed underestimation of DpK�a by COSMO: the regression
line is significantly shifted to the left. This shift arises from the
insufficient description of hydrogen bonding, which causes a
large red shift in the excitation energies of the deprotonated
forms. EC-RISM-CC2, both with and without response contribu-
tions, yields better results, as indicated by slopes close to 1.
Moreover, for EC-RISM the regression lines have higher coeffi-
cients of determination (R2) suggesting smaller non-systematic
errors. Depending on whether response contributions are
included, the intercept for EC-RISM-CC2 is either similar to or
slightly smaller than for COSMO-CC2. For the results including
higher-order corrections from CCSDR(3) and CC3, the R2 values
are even highger—0.82 for CCSDR(3) and 0.79 for CC3. In this
test set, the higher correlation corrections lead in particular for
systems with small DpK�a values to results that closely match
experimental photoacidities. However, for large DpK�a , they do
not improve upon the CC2 results. This behaviour is reflected in a
low intercept near 0, but a slope similar to that of COSMO.

3.2 Photobases

3.2.1 Excitation energy calculations in solution. In Table 5,
the excitation energies of the neutral and protonated forms of
the photobases are listed. Again, the lowest two 1pp* states can
in most cases be characterized according to the Platt notation91

as either 1La or 1Lb based on the NTOs. For acridine, quinoline,
and the 5-substituted quinolines, our calculations show that
the positions of the 1Lb states are almost unaffected by proto-
nation, with shifts between +60 and �60 meV, whereas the 1La

states shift substantially to the red, by �350 meV to �750 meV.
Only for 6-methoxyquinoline both of the lowest two p - p*
transitions do shift in the calculations by �320 meV to
�470 meV upon protonation. This is mostly in line with

Fig. 3 Deviation of the EC-RISM(+LR) vertical excitation energies of lowest 1pp* for the neutral (a) and the deprotonated (b) species of the photoacids
from experimental data for the states used to calculate DpK�a . The excitation energy of CC2 as well as those including CCSDR(3) and CC3 corrections are
shown.

Fig. 4 Higher-order corrections obtained with CCSDR(3) and CC3 for the
neutral and the deprotonated species of the photoacids.
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experimental observations, although the experimentally observed
shifts for the 1Lb transitions are a somewhat larger, particularly
for quinoline and 5-cyanoquinoline, where they amount to
�230 meV and �360 meV, respectively.

For the photoacids, the insufficient description of hydrogen
bonding by COSMO led for the deprotonated forms to large
errors in the excitation energies, resulting in significant
changes when the solvation model is altered to EC-RISM. In
contrast, for the photobases, we find only moderate changes from
COSMO to EC-RISM for both the protonated and neutral forms. In
Fig. 6(a) the difference of EC-RISM-CC2 and EC-RISM(+LR)-CC2

relative to COSMO-CC2 is shown in form of box plots. The
differences are on the order of only a few 10 meV with only small
variations from one molecule to another. In particular, the changes
are roughly the same for both forms of the photobases. Photo-
basicity results from the difference of the excitation energies
between the base and its conjugated acid. If both forms are
affected the same by changing the solvation model to EC-RISM,
DpK�a remains unaffected. On average, the excitation energies
change from COSMO-CC2 to EC-RISM-CC2 by only 19 meV for
the neutral and by 23 meV for the protonated species. With added
response contributions, the changes amount only to �5 meV for
the neutral and to �2 meV for the protonated species. The largest
changes for pure EC-RISM are observed for the 1La states of 5-
cyanoquinoline, 6-methoxyquinoline, and the protonated form of
the latter. For both, EC-RISM gives vertical excitation energies that
are E50 meV higher. Most of this blue shift is, however, due the
missing linear response contribution. For EC-RISM(+LR), the
largest changes are only E�28 meV and were found for the 1La

states of quinoline and 5-methoxyquinoline.
A comparison with the experimental data shows that the

computed results align for neutral species slightly better with
experimental band maxima than for the protonated forms (see
Fig. 6(b)). On average, the results for the neutral species deviate
from the experimental data with COSMO by 163 meV and with
EC-RISM(+LR) by 157 meV. The scattering around the average

Table 3 Change in acidity DpK�a obtained for the photoacids with vertical excitation energies from COSMO-CC2, EC-RISM-CC2, and estimated EC-
RISM-CCSDR(3) and EC-RISM-CC3 results in comparison with experimental values. For the computed excitation energies the PTED coupling scheme
was used

Compound

CC2 est. CCSDR(3) est. CC3 Experiment

COSMO EC-RISM EC-RISM(+LR) EC-RISM(+LR) EC-RISM(+LR) Absorptiona Försterb

1-Naphthol �16.81 �11.38 �11.30 �11.13 �11.53 �8.97 �8.7d

5-Cyano-1-naphthol �18.85 �13.43 �13.34 �14.10 �14.57 �11.3b �11.3
5-tert-Butyl-1-naphthol �15.38 �10.28 �10.24 �10.44 �10.60f �7.87 �8.8
2-Naphthol �14.22 �8.24 �8.80 �6.14 �6.52 �3.14 �6.5d

5-Cyano-2-naphthol �17.53 �11.25 �11.35 �8.65 �9.17 �5.70 �10.0e

Phenol �13.65 �7.70 �8.03 �5.70 �5.78 �4.30 �7.0
2-Cyano-phenol �14.44 �9.78 �10.11 �8.49 �8.48 �6.08 �7.5
3-Cyano-phenol �16.02 �9.89 �10.17 �7.72 �7.89 �7.34 �7.3
4-Cyano-phenol �10.53 �5.97 �6.33 �4.05 �4.05 �4.41c �4.5
3-Hydroxycoumarin �10.80 �7.31 �7.65 �7.35 �7.64 �4.37 �4.4
7-Hydroxycoumarin �14.05 �10.55 �10.88 �10.96 �11.42 �7.07 �6.5e

7-Hydroxy-4-methylcoumarin �14.05 �10.29 �10.58 �10.06 �10.57 �7.28 �6.9

a Via Förster cycle with absorption energies taken from Table 1. b Förster cycle results from the compilation in ref. 53, if not noted otherwise, using
the average of absorption and emission band maxima. c From kinetic measurements. Taken from ref. 80. d Only from absorption band maxima.
e Only from emission band maxima. f Estimation with a restricted virtual space (cf. SI).

Fig. 5 Correlation plots with experimental DpK�a (absorption) for the
photoacids with the respective linear regression following the eqn (3).
The plots for COSMO (green), EC-RISM (orange), CCSDR(3) (teal) and CC3
(blue) are given. In each plot the black line indicates a perfect correlation.

Table 4 Results for the linear regression analysis with experimental DpK�a
(absorption) for the photoacids. The coefficient of determination (R2), the
slope, and the interecept are listed. The errors of the slope and interecept
are given in terms of 1s

Method R2 Slope Intercept

COSMO-CC2 0.52 0.68 � 0.21 3.45 � 3.05
EC-RISM-CC2 0.74 0.97 � 0.18 2.88 � 1.78
EC-RISM(+LR)-CC2 0.70 1.01 � 0.21 3.54 � 2.10
est. EC-RISM(+LR)-CCSDR(3) 0.82 0.75 � 0.11 0.07 � 1.02
est. EC-RISM(+LR)-CC3 0.79 0.71 � 0.12 �0.10 � 1.14
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deviation is for all solvation models similar with a standard
deviation (1s) of E110 meV. For the protonated species, this
deviation is increased to 194 meV with COSMO and to 191 meV
with EC-RISM(+LR). Additionally, the scattering of all solvation
models is also increased relative to the scattering for the neutral
species to E210 meV, showing a slight tendency of a worse
comparability for the protonated form. Despite that, the differ-
ence remains marginal in comparison with the deviations from
experiment. The vertical excitation energies obtained at the CC2
level are only for the 1La state of the 6-methoxyquinolinium
cation significantly red-shifted relative to the experimental band
maximum, by 200–150 meV, depending on the solvation model.
This is mostly due to higher-order correlation effects not
accounted for in CC2 (vide infra). Because of the lack of data,
the band maxima had to be determined by hand. In these cases,
the spectra were also more complex which made it difficult to
assign the band maxima. This might be the reason why the
computed excitation energies agree for these cases less good with
the band maxima from the experimental spectra than for the rest
of the molecules.

3.2.2 Higher-order correlation corrections. The system size
for the quinoline photobases and acridine is on average subtan-
tially larger than for the photoacids studied above. To mitigate
the computational bottleneck that arises with the larger system
sizes in the higher-order coupled cluster calculations, the
restricted virtual space (RVS) approximation92 was used in some
of the CC3 calculations. For further details we refer to the SI.

For the photobases, the higher-order method corrections
from CCSDR(3) and CC3 are larger than the changes from
COSMO to EC-RISM (cf. Fig. 6 and 7), especially if the response
contributions are included with EC-RISM(+LR). Depending on
the molecule, the corrections from CCSDR(3) and CC3 vary
between �154 meV and +220 meV. This can also be seen in
Fig. 7 which shows a statistical evaluation of the higher-order
corrections from CCSDR(3) and CC3 for the neutral and proto-
nated forms of the photobases. The scattering, reflected in the
plot by the lengths of the boxes, is for both CCSDR(3) and CC3
and for the neutral and protonated forms roughly equal and
amounts to E100–150 meV. For CCSDR(3), the correction is on
average +57 meV for the neutral photobases and +48 meV for
the protonated forms. Whereas CCSDR(3) gives mainly a posi-
tive correction, CC3 shows the opposite behaviour.

Similar as the shifts upon protonation, also the higher-order
corrections exhibit different trends for the 1La and 1Lb transi-
tions in acridine, quinoline, and the 5-substituted quinolines:
for 1La the corrections are positive—the only exception is with
�10 meV the CC3-corrections for the quinolinium cation—and
for 1Lb they are always negative.

The CCSDR(3) corrections worsen the agreement between
the computed vertical excitation energies and the experimental
band maxima for the photobases. The mean absolute devia-
tions increase from CC2 to CCSDR(3) for the neutral photo-
bases from 157 meV to 221 meV and for the protonated species
from 218 meV to 243 meV. With the CC3 corrections, the

Table 5 Character of the lowest two p - p* transitions for the neutral and protonated forms of the photobases and comparison of the calculated
vertical CC2 excitation energies with the experimentally determined band maxima (in eV). The listed oscillator strength were calculated with COSMO-
CC2. The states used to calculate the acidity change upon excitation are highlighted in bold font

Compound Character COSMO EC-RISM EC-RISM(+LR) Oscillator strength Experiment

Acridine 1La 3.59 3.62 3.58 0.08 3.54a

1Lb 3.87 3.89 3.87 0.07 3.51a

Quinoline 1Lb 4.43 4.45 4.43 0.04 4.21b

1La 4.71 4.72 4.68 0.08 4.48b

5-Cyanoquinoline 1Lb 4.33 4.35 4.33 0.08 4.24b

1La 4.64 4.69 4.64 0.18 4.42b

5-Chloroquinoline 1Lb 4.36 4.38 4.36 0.03 4.08b

1La 4.52 4.53 4.50 0.10 4.26b

5-Bromoquinoline 1Lb 4.36 4.39 4.38 0.03 4.09b

1La 4.49 4.52 4.49 0.11 4.24b

5-Methoxyquinoline 1La 4.11 4.11 4.09 0.10 4.01b

1Lb 4.33 4.35 4.34 0.00 —
6-Methoxyquinoline 1La 3.96 4.00 3.97 0.09 3.82c

Mixed 4.58 4.59 4.57 0.02 4.57c

Acridinium 1La 3.24 3.26 3.23 0.05 3.22a

1Lb 3.85 3.88 3.85 0.25 3.50a

Quinolinium 1La 4.13 4.14 4.12 0.06 4.05b

1Lb 4.39 4.41 4.39 0.09 3.98b

5-Cyanoquinolinium 1La 4.20 4.23 4.19 0.15 4.01b

1Lb 4.38 4.41 4.38 0.08 3.88b

5-Chloroquinolinium 1La 3.90 3.91 3.88 0.08 3.85b

1Lb 4.33 4.35 4.33 0.06 3.93b

5-Bromoquinolinium 1La 3.87 3.87 3.85 0.08 3.83b

1Lb 4.32 4.34 4.32 0.06 3.93b

5-Methoxyquinolinium 1La 3.38 3.41 3.39 0.08 3.39b

1Lb 4.28 4.30 4.28 0.00 —
6-Methoxyquinolinium 1La 3.48 3.53 3.51 0.09 3.68c

Mixed 4.25 4.28 4.25 0.05 3.96c

a Determined from spectra in ref. 88. b Determined from spectra in ref. 89. c Taken from ref. 90, order of states reassigned.
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average deviation is decreased to 118 meV for the neutral and to
139 meV for the protonated species. A slightly higher deviation
for the protonated species remains for results with both
corrections.

3.2.3 Changes in acidity upon excitation. Table 6 lists the
results for the acidity change upon excitation, DpK�a , for the
photobases. A statistical evaluation of the deviations between
results from computed excitation energies from those obtained
with the experimental absorption band maxima is given in
Table 7.

In Section 3.2.1 we found that the COSMO and the EC-RISM
solvation models give for both the neutral and protonated
forms of the photobases similar results for the excitation
energies. In line with this, also the results for DpK�a obtained
with the two solvation models at the CC2 level are similar.
Unlike for the photoacids, the acidity change of the photobases
is already described relatively well with COSMO. The mean
square deviation (MSD) from the experimental data is with
COSMO 3.41 pKa units if compared with reference values
obtained from experimentally estimated 0-0 transition energies

and 2.46 pKa units if compared with reference values from
obtained experimental absorption band maxima. Similar small
are the differences between the pure EC-RISM-CC2 and the EC-
RISM(+LR)-CC2 results.

More substantial are the effects of the higher-order correla-
tion corrections on DpK�a . The MSD from the reference values
obtained from the absorption band maxima decreases for the
results obtained with the estimated EC-RISM(+LR)-CCSDR(3)
excitation energies to 2.03 pKa units and with the estimated EC-
RISM(+LR)-CC3 results to 2.15 pKa units. For most photobases,
the higher-order corrections are in the order of a few tenth of a
pKa unit. Exceptionally large corrections of 0.70 with CCSDR(3)
and 0.84 with CC3 are found for 5-methoxyquinoline and, even
more strikingly, of �2.18 with CCSDR(3) and �1.94 with CC3
for 6-methoxyquinoline. As above for the photoacids, the cor-
rections to DpK�a from CCSDR(3) and CC3 are very similar. For
the photobases, they differ in most cases by less than 0.25 pKa

units. An exception is 5-cyanoquinoline where CCSDR(3) gives a
correction of 0.44 and CC3 a correction of 0.92 pKa units.

The results of the correlation analysis for the changes in
acidity for the photobases obtained with the reference values
from the experimental absorption band maxima are shown in
Table 8 and Fig. 8. COSMO-CC2 and EC-RISM-CC2 give already a
reasonable good correlation with the experimental data, although
R2 is only around 0.6. The low R2 is mostly a consequence of the
outlying value for DpK�a for 6-methoxyquinoline, which deviates
for the CC2 results by about 5.5 pKa units from the experimental
reference value. For COSMO, the linear regression yields a slope
of 1.03 and an intercept of �2.02 pKa units. For EC-RISM without
response contribution, the slope and the intercept deviate with,
respectively, 1.11 and �2.81 pKa units slightly more from the
ideal values of 1 and 0. When the response contributions are
included, the slope and intercept are with 1.08 and �2.39 pKa

units close to the values obtained for the COSMO results.
The higher-order correlation contributions from CCSDR(3)

and CC3 shift DpK�a for the outlier 6-methoxyquinoline closer to

Fig. 6 Vertical excitation energies for photobases in their neutral and
protonated form: (a) difference between CC2 excitation energies obtained
with EC-RISM or EC-RISM(+LR) and those obtained with COSMO for all
states. (b) Deviation between computed and experimental absorption
energies for all states where experimental data was found.

Fig. 7 Correction with CCSDR(3) and CC3 for the neutral and the proto-
nated species of the photobases.
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the experimental value and the regression line. As a conse-
quence, the coefficient of determination increases to 0.90 for
CCSDR(3) and CC3, which is slightly larger than the R2 values
obtained with these methods for the photoacids. For the
estimated EC-RISM(+LR)-CCSDR(3) results the intercept is low-
ered to �2.61 pKa units while the slope remains 1.08. Similarly,
for the estimated EC-RISM(+LR)-CC3 results the slope is 1.12
and the intercepts �3.06 pKa units.

4. Conclusions

In this work, the capabilities and limitations of the solvent model
EC-RISM in describing the acidity change upon excitation, DpK�a ,
of photoacids and photobases in aqueous solution has been
studied and compared with the apparent surface model COSMO.
For this, we used CC2 as electronic structure method and the
PTED reaction field coupling scheme. To account for the exci-
tonic coupling or linear response contribution to excitation

energies, which can currently not be described with EC-RISM
due to missing parameterizations for the solvent’s polarizability
at optical frequencies, we took this contribution from COSMO
calculations. Despite the conceptual differences between the two
solvent models COSMO and EC-RISM, they yield similar results for
excitation energies in aqueous solution as long as hydrogen
bonding effects are not too large. However, for phenolate anions
in aqueous solution, COSMO gives poor results for the excitation
energies that are substantially less accurate than for the neutral
phenols due to the insufficient description of the specific solvent
effects from hydrogen bonds between solute and solvent. EC-RISM
describes these strong solvent effects much better than COSMO.

For the acidity change upon excitation, DpK�a , the unba-
lanced results obtained with COSMO for neutral phenols and
the corresponding phenolate anions leads to large errors.
COSMO typically overestimates for oxygen-based photoacids

Table 6 Change in acidity DpK�a obtained for the photobases with vertical excitation energies from COSMO-CC2, EC-RISM-CC2, and estimated EC-
RISM-CCSDR(3) and EC-RISM-CC3 results in comparison with experimental values. For the computed excitation energies the PTED coupling scheme
was used

Compound

CC2 est. CCSDR(3) est. CC3 Experiment

COSMO EC-RISM EC-RISM(+LR) EC-RISM(+LR) EC-RISM(+LR) Absorption 0-0 transition

Acridine 6.03 6.02 5.84 6.71 6.73 7.08a 4.73b

Quinoline 9.79 9.70 9.56 10.10 10.16 7.10a 6.70c

5-Cyanoquinoline 7.46 7.78 7.56 8.00 8.48 6.99c 2.20c

5-Chloroquinoline 10.44 10.50 10.39 10.87 10.92 9.85a 5.90c

5-Bromoquinoline 10.61 11.00 10.89 11.38 11.47 10.25a 6.70c

5-Methoxyquinoline 12.36 11.94 11.85 12.55 12.57 10.44a 10.20c

6-Methoxyquinoline 7.99 7.94 7.89 5.71 5.92 2.49a 6.60c

a Determined via Förster cycle with absorption energies taken from Table 5. b Determined via Förster cycle with 0–0 transition energies. Taken
from ref. 88. c Determined via Förster cycle with average of absorption and emission energies. Taken from ref. 93.

Table 7 Statistical evaluation of the deviations between DpK�a obtained
for the photobases from computed vertical excitation energies and
experimental absorption band maxima

Method MSD Median Max Min

COSMO-CC2 2.46 0.59 5.51 0.36
EC-RISM-CC2 2.41 0.79 5.45 0.55
EC-RISM(+LR)-CC2 2.34 0.63 5.40 0.37
est. EC-RISM(+LR)-CCSDR(3) 2.03 1.24 3.23 1.01
est. EC-RISM(+LR)-CC3 2.14 1.49 3.44 1.07

Table 8 Results for the linear regression analysis with experimental DpK�a
(absorption) for the photobases. The coefficient of determination (R2), the
slope, and the interecept are listed. The errors of the slope and interecept
are given in terms of 1s

Method R2 Slope Intercept

COSMO-CC2 0.59 1.03 � 0.39 �2.02 � 3.67
EC-RISM-CC2 0.64 1.11 � 0.38 �2.81 � 3.56
EC-RISM(+LR)-CC2 0.62 1.08 � 0.38 �2.39 � 3.56
est. EC-RISM(+LR)-CCSDR(3) 0.90 1.08 � 0.16 �2.61 � 1.58
est. EC-RISM(+LR)-CC3 0.90 1.12 � 0.17 �3.06 � 1.66

Fig. 8 Correlation plots with experimental DpK�a (absorption) for the
photobases with the respective linear regression following the eqn (3).
The plots for COSMO (green), EC-RISM (orange), CCSDR(3) (teal) and CC3
(blue) are given. In each plot the black line indicates a perfect correlation.
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the acidity increase from the ground to the excited state by
more than 5 pKa units compared to experimental values. The
improved description of the solvent’s potential around the
solute provided by EC-RISM largely reduces these errors. A
correlation analysis for computed and experimental results
for DpK�a reveals that EC-RISM reduces for the oxygen-based
photoacids the systematic shifts as well as the scattering in the
deviations between the experimental and the computed results.
For the N-heterocyclic aromatic photobases, hydrogen-bonding
between solute and solvent has apparently only small effects on
the lowest excitation energies and EC-RISM and COSMO per-
form similar well for the excitation energies and DpK�a .

Higher-order correlation effects estimated by CCSDR(3) and
CC3 calculations change the results for DpK�a by up to almost 3
pKa units. In most cases, the higher-order corrections for DpK�a are
positive, but there are also exceptions like 5-cyano-1-naphthol and
6-methoxyquinoline. Despite the fact that CCSDR(3) and CC3
predict excitations energies that differ by 0.1–0.2 eV, they agree
within E0.5 pKa units for the acidity changes upon excitation. The
higher-order corrections improve the correlation between the
computed and the experimental values for DpK�a .

For the oxygen-based photoacids the estimated EC-RISM-
CCSDR(3) and EC-RISM-CC3 results for DpK�a agree with the
experimental results obtained from absorption band maxima
within mean absolute deviations of, respectively, 2.31 and 2.61
pKa units. For N-heterocyclic photobases the respective mean
absolute deviations are 1.70 and 1.83 pKa units. Considering
that an error of only 0.1 eV in the difference of excitation
energies between acid and base forms leads to an error of 1.69
pKa units in the acidity change upon excitation, a large fraction
of the remaining deviations is most likely due to the limitations
that arise from the assignment of the band maxima and their
approximation by computed vertical excitation energies.

Author contributions

Ömer F. C. Tiska: conceptualization, methodology, validation,
investigation, formal analysis, visualization, writing – original
draft. Niklas Sülzner: conceptualization, methodology, validation,
visualization, supervision, review & editing. Julia Haberhauer:
software, validation, supervision, review & editing. Patrick Kibies:
software, review & editing. Christof Hättig: conceptualization,
methodology, software, supervision, project administration,
resources, funding acquisition, data curation, review & editing.
Stefan Kast: methodology, software, review & editing.

Conflicts of interest

There are no conflicts to declare.

Data availability

NTOs for parent compounds used to assign La and Lb states;
tables with states used to compute DpK�a ; excitation energies in
vacuum with CC2, CCSD, CCSDR(3), and CC3; excitation

energies in solution with COSMO-CC2 for the coupling
schemes post-SCF and PTED (with n = 1 and n = 1.30); linear
response and higher-order corrections; and a convergence
study for the restricted virtual space approximation. See DOI:
https://doi.org/10.1039/d5cp01694k

Data for this article, including structures, input files, and
output files with the original data are available at Zenodo94 at
https://doi.org/10.5281/zenodo.15283523 and at RESOLVdata95

at https://doi.org/10.17877/RESOLV-2025-MAA3KZFH. Data
supporting this article has also been included as part of the SI.

Acknowledgements

We acknowledge financial support by the Deutsche Forschungs-
gemeinschaft (DFG, German Research Foundation) under Ger-
many’s Excellence Strategy-EXC 2033-390677874-RESOLV.

References

1 P.-T. Chou and K. M. Solntsev, J. Phys. Chem. B, 2015, 119, 2089.
2 H. Kagel, M. Frohme and J. Glökler, J. Cell. Biotechnol., 2018,

4, 23–30.
3 H. T. Pham, J. Yoo, M. VandenBerg and M. A. Muyskens,

J. Fluoresc., 2020, 30, 71–80.
4 J. V. Crivello and J. Ahn, J. Polym. Sci., Part A: Polym. Chem.,

2003, 41, 2570–2587.
5 X. Zhang, W. Xi, C. Wang, M. Podgórski and C. N. Bowman,
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