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Low-energy pathways lead to self-healing defects
in CsPbBr3†

Kumar Miskin, *a Yi Cao, b Madaline Marland,b Farhan Shaikh,b

David T. Moore, c John A. Marohnd and Paulette Clancy b

Self-regulation of free charge carriers in perovskites via Schottky defect formation has been posited as

the origin of the well-known defect-tolerance of metal halide perovskite materials. Understanding the

mechanisms of self-regulation promises to lead to the fabrication of better performing solar cell

materials with higher efficiencies. We investigate many such mechanisms here for CsPbBr3, a popular

representative of a more commercially viable all-inorganic metal halide perovskite. We investigate

different atomic-level mechanisms and pathways of the diffusion and recombination of neutral and

charged interstitials and vacancies (Schottky pairs) in CsPbBr3. We use nudged elastic band calculations

and ab initio-derived pseudopotentials within quantum ESPRESSO to determine energies of formation

and migration and hence the activation energies for these defects. While halide vacancies are known to

exhibit low formation energies, the migration of interstitials is less studied. Our calculations uncover

interstitial defect pathways capable of producing an activation energy at, or below, the single

experimental value of 0.53 eV observed for the slow, temperature-dependent recovery of light-induced

conductivity in bulk CsPbBr3. Our work reveals the existence of a low-energy diffusion pathway

involving a concerted ‘‘domino effect’’ of interstitials, with the net result that interstitials can diffuse

more readily over longer distances than expected. This observation suggests that defect self-healing can

be promoted if the ‘‘domino effect’’ strategy can be engaged.

1 Introduction

Metal halide perovskites (MHPs) are one of the most exciting
materials classes at the forefront of photovoltaic materials
development. They have demonstrated performance compar-
able to market-leading solar cell materials, as evidenced by the
dramatic rise in their power conversion efficiency (PCE) since
emerging around 2009.1 Defect migration and recombination
strongly affect device performance and long-term durability
and are generally unwanted in photovoltaic devices.2 In
terms of defect tolerance, metal halide perovskites (MHPs)
are known to be more ‘‘forgiving’’ than their silicon solar cell
counterparts.3–5 MHPs, like the entire class of perovskites,
adopt the general formula ABX3, where A is a monovalent
cation (MA+, FA+, Cs+), B is a divalent metal cation (Sn2+,
Pb2+), and X is a halide (Br�, I�, Cl�). Early work on MHPs

centered on methylammonium (MA) lead iodide (or MAPbI3).
More recently, MHP studies have been migrating towards a
focus on all-inorganic perovskites, like CsPbX3, with band gaps
in the range 1.7 to 2.3 eV, depending on the halide. These
perovskites have proven to be somewhat more stable in condi-
tions (UV, heat, and humidity) that can degrade MAPbI3, and
other hybrid organic–inorganic perovskites, over time. Due to
its importance, we focus our defect studies on CsPbBr3 alone.

MHPs have unusually low charge carrier recombination
rates despite intrinsic defects created during solution proces-
sing, and show apparent defect remediation under external
stimulus (dark-resting recovery6 and proton irradiation7). The
underlying atomic-level mechanisms and prevalent pathways
surrounding MHP defect remediation remain hotly debated.8

Cahen et al.’s9 review entitled, ‘‘Are defects in lead–halide
perovskites healed, tolerated, or both?’’ aptly summarizes this
unresolved debate: do defects have an inconsequential effect
on MHP material properties, i.e., are the materials defect-
tolerant, or are the effects of defects reversible, or at least
mitigated, through some self-regulatory processes, i.e., are
MHPs able to self-heal? The authors of that review concluded
that defect-tolerance need not be viewed as mutually exclusive
to self-healing. Rather, defect-tolerance may be a bridging
mechanism to longer time-scale self-healing phenomena.
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It is important to distinguish between defects that are
intrinsic versus extrinsic, surface versus bulk, and charged
versus uncharged defects. Here, we define intrinsic defects as
atomic substitutions, vacancies, anti-sites, or interstitials.
Extrinsic impurities include doping and alloying effects on
defect migration.10 We limit our scope to intrinsic bulk defect
migration; work outside our purview considers the importance
of surface-assisted defect remediation.11,12 In particular,
Ten Brinck et al. calculated defect formation energy values for
interstitial, vacancy, and anti-site defects in non-periodic 3 nm
CsPbBr3 nanoparticles and concluded that the most stable
defect position occurs on the surface of the nanoparticle.13

Several classes of primary mechanisms have been investi-
gated for intrinsic bulk defect remediation, including trap
states,14 polarons,15 the Rashba band-splitting mechanism,16

photon recycling,17,18 as well as ion or defect migration,19 or
some combination of these. Within the MHP class, there are
likely to be mechanistic differences between hybrid organic–
inorganic perovskites and entirely inorganic ones. For instance,
while evidence suggests polaronic effects mitigate recombina-
tion for MAPbI3,20,21 CsPbBr3 has dispersive band-edges (VBM
and CBM) that do not support charge carrier localization, i.e.,
self-trapped charge carriers.22 Österbacka et al. show favorable
CsPbBr3 polaron formation relative to the delocalized electron
by only 0.1 eV, notably, within the margin of error for DFT
results like the ones considered in this paper.23 Recent angle-
resolved photoelectron emission data interpretations are con-
tradictory as to a polaron signature.24,25 Finally, it is possible
for mechanistic differences to exist even within MHP sub-
classes: bulk MAPbBr3, FAPbBr3, and CsPbBr3 demonstrate
unique photo-bleaching damage and recovery dynamics exhi-
biting up to an order of magnitude difference in value.26

While the Rashba band effect explanation initially gained
traction, this possibility was definitively ruled out for both
MAPbBr3 or CsPbBr3; it was later asserted that incorrect struc-
tural relaxations were responsible for the previously predicted
large Rashba effect.27,28 The contributions of photon recycling
in conjunction with defect migration should be further inves-
tigated for both surface and bulk systems.

Experimental measurements and computational estimates
of defect activation energies are rare, especially for the all-
inorganic perovskite studied in this paper. In this study, we
determine activation energies, Ea, computationally: the activa-
tion energy can be determined from the sum of the energy to
form the defect, Ef, plus the energy to move the defect in the
lattice, Em. Both Ef and Em can be determined computationally,
performed here using density functional theory (DFT) calcula-
tions, thus allowing activation energies to be estimated.

In terms of extant defect studies, especially computational
studies, a larger volume of prior work exists for hybrid organic–
inorganic systems, with methylammonium (MA+) and forma-
midinium (FA+) A-site cations in the lattice,29–31 compared to
fewer studies for inorganic MHP systems. Meggiolaro and De
Angelis provided a fairly comprehensive review of ab initio-
generated formation energies only for MAPbI3 and offered
‘‘best practices’’ for such calculations.32 Oranskaia et al. found

lower hydrogen-bonding strength in MAPbBr3 than FAPbBr3

and, consequentially, lower halide migration and defect for-
mation energies (DFE).33 This finding suggests that careful A-
site cation selection may reduce perovskite ion migration.

Turning to the all-inorganic MHPs studied in this paper,
Evarestov et al. found that perfect CsPbX3 structures follow the
stability trend, CsPbBr3 4 CsPbI3 4 CsPbCl3, corroborating
neutral defect formation energies for CsPbBr3 provided by Kang
and Wang.5,34 Xue et al. use an accurate SCAN+rVV103 func-
tional within the VASP DFT codebase to study charged defect
formation energies as a function of Fermi level for various anti-
site and compound vacancies (PbI2 or CsPbI3) within CsPbI3

systems.35 Balestra et al. conducted a classical molecular
dynamics simulation of CsPbBr3 and mixed halide
CsPb(BrxI1�x)3 (x = 1/3, 2/3) systems with a genetically opti-
mized force field across a range of temperatures. The authors
determined an Arrhenius-fit ionic diffusion coefficient in
CsPbBr3 and CsPbI3 systems from which they report an ‘‘activa-
tion enthalpy’’ to halide ion diffusion. Since their derivation
does not include the formation energy of the defect, this should
be considered to be a migration enthalpy.36

Pazoki et al. conducted quantum espresso nudged elastic
band (NEB) calculations employing the PBE exchange–correla-
tion functional for MAPbI3, FAPbI3, and CsPbI3. They deter-
mined halide vacancy formation energies and corresponding
migration energies for the same vacancies to exchange posi-
tions with neighboring lattice atoms.37 The authors defined the
positional exchange of a vacancy with its lattice neighbor as an
ion migration energy rather than a vacancy migration energy as
we define it. Neither interstitial studies nor those for anti-sites
were considered in Pazoki’s study.

Relevant to our methodology presented below, the concept
of assigning localized charge does not exist formally within the
quantum espresso NEB method. Applied charges, such as a
positive vacancy or negative interstitial defect, are applied over
the entire simulation area. This charge delocalization is also
the case in other common ab initio codes, such as VASP.38

Our calculations were motivated by Tirmzi et al.’s measure-
ments of the slow recovery of light-induced conductivity in
CsPbBr3.39 In these measurements, a charged atomic-force
microscope cantilever was brought near the surface of a
CsPbBr3 film and experienced a non-contact friction depending
on the sample’s total conductivity, electronic plus ionic.40 After
irradiating the sample with above-bandgap light, Tirmzi et al.
observed a prompt increase in friction, as expected from the
presence of photo-generated electrons and holes. Electrons and
holes recombine on the microsecond timescale in perovskites.
After the light was turned off, however, sample friction took
10 s to recover at room temperature. Tirmzi et al. concluded
that light-induced mobile ionic defects dominated the sample’s
conductivity, following:

nil �!hn Br�Br þ h� þ e0 ! V�Br þ Br�i þ e0; (1)

in Kröger–Vink notation. The friction recovery time in the dark
was temperature-dependent, with an activation energy of Ea =
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0.53 � 0.03 eV (95% confidence interval). A similar
conductivity-recovery Ea = 0.58 � 0.07 eV was measured in
(FA0.79MA0.16Cs0.05)0.97Pb(I0.84Br0.16)2.97.40 The associated
defect-recovery reaction in the dark is

V�Br þ Br�i þ e0 ! nil: (2)

For this reaction, we would expect the measured Ea to be
dominated by the migration energy governing the diffusion of
the neutral interstitial Br�i . This mechanism is similar to others
considered by Poli et al.,41 and Mosconi et al.,42 which
suggest light irradiation promotes the annihilation of Frenkel
defect pairs. Relevant to our work, Lv et al. observed a reduction
in the creation of an energy barrier related to anti-Frenkel
disorder due to the presence of vacancies and interstitials in
CsPbI3.43

Given the far fewer studies of migration energies for MHPs,
this paper models a number of potential recombination path-
ways for interstitial, vacancy, and anti-site defects using quan-
tum espresso for density functional calculations in conjunction
with nudged elastic band determinations of the energy barriers.
Given that the ionic radius for neutral bromine is 1.12 Å,
compared to that of the negatively charged bromine anion,
1.95 Å, it could be argued that the anion is too large to squeeze
into the interstitial site. Iodine shows a similar trend. As a
result, halide interstitials might be expected to have zero
charge. But a case can also be made for a negatively charged
halide interstitial. This has guided our consideration of both
neutral and charged interstitial defects.44 In a similar vein, the
charge on the vacancies may be either 0 or +1. Pazoki et al.
reported an Em value of 0.21 eV for a halide vacancy in CsPbI3;37

they do not explicitly state whether the vacancies they modeled
were charged or neutral. We will show below that their Em

values fall within a similar range of 0.22 and 0.27 Em as do our
charged and neutral CsPbBr3 (VBr) migration energies, respec-
tively; see Table 1.

Unlike previous studies in the literature, we have calculated
both formation and migration energies for a range of defect
pathways. This provides us with the ability to calculate

activation energies, which is an experimentally accessible prop-
erty. But it is a property that is in short supply from experi-
mental sources. Coupling nudged elastic band calculations
with ab initio pseudopotentials provides accurate estimates
for the migration energies. The recovery rate of the conductivity
observed by Tirmzi and co-workers39 was not noticeably differ-
ent near grain boundaries, suggesting they were observing a
bulk effect. This observation justifies our ignoring grain-
boundary effects in the following computations.

In what follows, we will be looking to find a match between
computational and experimental activation and migration
energies, wherever possible. As a result, we have a route to
uncover the dominant defect(s) and defect pathways that are
present. With this information in hand, we hope to better
inform device synthesis and offer a different bulk-defect passi-
vation strategy to improve overall MHP performance.

2 Results and discussion

As a preliminary check on the validity of the ab initio calcula-
tions, we predicted an X-ray diffraction (XRD) pattern generated
from our simulated pristine supercell using the VESTA
software.45 The comparison, found in the ESI,† shows that
the DFT-simulated peaks line up, essentially perfectly, with
the experimental results. The relaxed cell parameters for the
pristine CsPbBr3 supercell (3 � 3 � 2) (with Pnma spacegroup)
were found to be 8.267, 8.177 and 11.768 Å. These values
correspond very favorably to experimentally reported ones:46

8.23, 8.18 and 11.73 Å. The workflow for such calculations is
shown in Fig. 1.

A summary of formation and migration energies (neutral
and charged) and the ensuing activation energy for all the
results described below are collected together in Table 1. The
defect formation energy (DFE) for positive charged defects is
reported at the conduction band minimum (CBM), while the
negative charged ones are reported at the valence band max-
imum (VBM). Comparison to prior work is also reported, where
available.

Table 1 Defect formation, migration and activation energies in CsPbBr3 from this work and comparison to prior results, where possible

Defecta

Ef (eV) Em (eV)

Ea (eV)Formation energy (this work) Other Ef results Migration energy Other Em results

VBr 2.57 2.675 0.27 0.29;55 0.4356 2.83
V�Br 2.71 2.651 0.22 0.2757 2.93
Bri 0.59–0.63 0.20–0.54 0.21;55 0.5339 0.79–1.17
Br0i 0.66–0.88 0.705 0.19–0.41 — 0.85–1.29
BrPb 1.30 1.405 — — —
Br0Pb 1.27 1.5851 — — —
PbBr 6.18 6.285 — — —
Pb�Br 6.31 — — — —
Pb��Br 7.46 — — — —
Bri�Bri split 0.74 — 0.37 — 1.11
(Bri–Bri)0 split 0.81 — 0.33 — 1.14
(Bri�Pbi) split 1.16 — 0.02 — 0.54
(Bri–Pbi)0 split 1.78 — 0.16 0.2155 1.30

a Br-rich environment.
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2.1 Defect formation energies

First, we examined defect formation energy values in CsPbBr3,
focusing on the consideration of various kinds of off-lattice
interstitial sites and on-lattice anti-site situations.

After introducing a defect atom into a pristine supercell, the
defect formation energy (DFE) was computed based on the total
energies of the defective and pristine relaxed structures, using
the following equation:47

Ef Dqð Þ ¼ E Dqð Þ � Ebulk �
X
i

Dnimi þ q EVBM þ eFð Þ þ Ecorr;

(3)

where Ef(Dq) represents the defect formation energy of a defect
D in charge state q and Ebulk the total energy of the pristine bulk
supercell. Eqn (3) incorporates changes in the number of atoms
(Dni) and chemical potentials (mi). The Fermi level (eF) of a
semiconductor is treated as an independent variable that can
assume any value within the band gap with respect to the

valence band maximum of the pristine bulk material (EVBM).
The correction term (Ecorr) accounts for the effects of finite size
and periodic boundary conditions, which is calculated using
Freysoldts correction scheme.48 This correction is important to
include when introducing charged defects into the system. We
discuss the relevant mathematical expression, calculation
methodology, and impact on the DFE of our specific systems
in detail in the ESI.†

2.1.1 Halide interstitial defects. The halide interstitial is
widely thought to be particularly important in defect studies of
MHPs. In that regard, a Bri atom was placed in a chosen
interstitial position (off-lattice) and allowed to relax within
the crystal. No matter where the defective atom was initiated,
following a relax calculation to locate its preferred structure,
both neutral and charged Bri adopted a pentagonal bipyramidal
coordination polyhedral structure surrounding a Pb atom (a
PbBr7 complex).

Pb polyhedral distortion has been documented within
CsPbBr3 systems due to stereochemical expression of the 6s2

Fig. 1 Flowchart of defect studies in CsPbBr3. This begins with an initial lattice set-up (top left; blue box). Then a defect is created, whether a vacancy or
an interstitial (top right; pink box). Converged calculations yield a formation energy (middle; green cylinder). Additional calculations using NEB produce
the migration energy (bottom right; green rectangle) for a set of considered pathways (middle; orange boxes). Converged NEB calculations produce Em

(botton left; green cylinder). Then the activation energy can be calculated (middle left; dark green cube).
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lone pair on the Pb2
+ atom.49 The stereochemically active 6s2

lone pair can push Pb2
+ off-center within a non-defective PbBr6

octahedra, resulting in an asymmetric coordination environ-
ment and leading to Jahn–Teller type distortions, or rarely, a
heptacoordinated PbBr7. The interstitially induced pentagonal
bipyramidal geometry observed within this work represents
another route to PbBr7 complex formation.

Some 2D lead bromide perovskites, particularly those with
large lattice distortions, do – in fact – exhibit a large broadband
emission Stokes shift at room temperature. As the structural
origins of this shift are still under debate, the interstitial-
induced formation of PbBr7 pentagonal bipyramidal coordina-
tion shown in this work may help to explain this phenomenon.

We observed defect formation energies for Bri ranging from
0.60–0.71 eV and 0.59–0.63 eV for neutral Bri 2 � 2 � 2 and 3 �
2 � 2 systems, respectively, and between 0.74–1.00 eV and 0.66–
0.88 eV for Br0i 2 � 2 � 2 and 3 � 2 � 2 systems, respectively.
Hence system size did not affect the defect formation energy
values. However, choosing to model Bri in a �1 charge state,
rather than being neutral, resulted in a range of values from
0.03 to 0.25 eV for a larger system size at the VBM. A difference
of 0.03 is insignificant, but a 0.25 eV difference is potentially
significant. Fig. 2 provides a summary of the formation ener-
gies of all the defect types that we studied as we vary the Fermi
energy level with respect to the VBM. This figure indicates that,
at almost all the Fermi levels between the CBM and VBM a

negatively charged Br interstitial has a lower formation energy
than a neutral Br. The effect of charge to migrate the Br
interstitial is discussed below (see Fig. 5).

2.1.2 Split interstitials. Split interstitials are known to exist
in defective crystal lattices (see Fig. S2.2, ESI†), and this
configuration can often be energetically preferred.50 In a split
interstitial configuration, two atoms share a single substitu-
tional lattice site, resulting in a distinct local geometry com-
pared to a conventional interstitial. This structural difference is
illustrated in Fig. S2.2 (ESI†), which contrasts the split inter-
stitial with a typical Br interstitial.

To our knowledge, the importance of split interstitials has
not been considered in defective MHP systems. We consider
two split interstitial cases: (1) two Br atoms sharing one Br
lattice site and (2) one Pb interstitial (Pbi) and one Br interstitial
(Bri) sharing a Pb lattice site.

We found that the defect formation energy (DFE) for the Bri–
Pbi split interstitial configuration varies depending on the axis
along which the Br–Pb pair is aligned. As depicted in Fig. S2.2
of the ESI,† the DFE is found to be around 0.83 eV when the
pair is aligned along the z-axis. In contrast, the DFE value
increases to 1.14 eV when the split interstitial is aligned along
the y-axis. This energy difference of approximately 0.4 eV
between the two orientations is significant and consistent,
indicating a pronounced and anisotropic phenomenon in
defect formation. We do not see this anisotropic effect for
Bri–Bri split interstitials, but we do see polyhedral formation
for Bri interstitials, as explained later.

2.1.3 PbBr and BrPb anti-site defects. An anti-site defect
exists when the occupant of a lattice site differs from what is
expected in an ideal MHP lattice. We consider the energy it
takes to form a lead atom on a bromine lattice site, and vice
versa to determine the defect formation energy. Both neutral
defects and charged anti-site defects were investigated. Our
neutral calculations resulted in large formation energies of
6.1 eV and 1.3 eV for PbBr and BrPb anti-site defects, respec-
tively. These values are in close agreement with values of
6.28 eV and 1.4 eV obtained by Kang et al.,5 who studied neutral
defects. PbBr shows a particularly high DFE due to the intro-
duction of a larger Pb atom in place of a smaller Br, causing a
considerable strain on neighboring atomic positions. Our
charged PbBr calculations show larger deviations from values
for neutral PbBr formation energies. A neutral PbBr is calculated
to have a formation energy of 6.18 eV. The charged PbBr equivalent
shows an increasing trend in DFE values: unsurprisingly, Pb��Br
has the highest DFE (7.46 eV), followed by Pb�Br (6.31 eV)
at CBM.

Our investigation concludes that it is energetically unfavor-
able for a PbBr to form, regardless of the oxidation of Pb to a
Pb2+ or a Pb+1. This is to be expected since the geometric nature
of the Pb-centered halide octahedra are less ‘‘soft’’ than the rest
of the lattice. In contrast, the substitution of a smaller Br atom
at a Pb site appears to be more energetically favorable. The
defect formation energy (DFE) for a neutral BrPb is calculated to
be 1.30 eV, close to the value of 1.27 eV for the negatively
charged state at VBM. While these values are close, they are

Fig. 2 Formation energies of intrinsic point defects and anti-site defects
in CsPbBr3 as a function of the Fermi energy level, calculated with respect
to the valence band maximum. Vertical dashed lines indicate defect
charge-state transition points.
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consistent with other reported computational values, see
Table 1.5,51

Table 1 reports DFE values for all the defects mentioned in
this section, including comparison to prior work, as available.

2.2 Defect migration energies and mechanisms

We studied nudged elastic band (NEB) calculations of the
movement of interstitial sites occurring via two distinct
mechanisms: the first involved the assistance of vacancies in
the lattice, while the second relied on a coordinated movement
of the interstitials themselves without the presence of a paired
vacancy. In this section, we concentrate on the mechanisms for
migration of various defects. Values for the migration energies
are shown in Table 1.

2.2.1 Vacancy-assisted mechanism. The first migration
mechanism involved the introduction of a lattice site vacancy
in addition to the presence of a Bri interstitial. This approach
allowed us to quantify the activation energies necessary. For an
interstitial atom to migrate towards, and subsequently recom-
bine with, the vacancy (resulting in a ‘‘healed,’’ perfect crystal).

In the context of vacancy-assisted migration, our investiga-
tions unveiled what we have termed a ‘‘domino effect’’ strategy
that can assist the translocation of an interstitial across
the lattice, a phenomenon particularly pronounced in interac-
tions involving second and third nearest neighbors. Rather
than migrating directly into the vacancy site, the interstitial
atom induces successive movement of one or two adjacent
atoms along the pathway, effectively achieving the final state
through a series of intermediate steps. This phenomenon
is clearly demonstrated in Fig. 4, which illustrates how the

NEB-generated activation energy can be ‘‘flattened’’ (and low-
ered) by this domino effect, providing an easier migration
pathway for the atoms. We are unaware of any other references
to this newly discovered low-energy pathway in the literature.

We calculated the average mean square displacement (MSD)
of each atom from its lattice site. This was computed for each
pathway at the saddle point of diffusion moves that involve
recombination of defects. Looking at the MSD in Fig. 4(a) and
(c), we observe that it follows a linear regime in the direct jump
scenario: the activation energy increases with increasing MSD,
as might be expected. In contrast, in the domino effect strategy,
Fig. 4(b) and (d), the activation energy tapered off for suffi-
ciently large MSD values of the interstitials. This shows that, for
any migration more than a second or a third neighbor distance
away, a ‘‘domino’’ movement is far more probable than a
direct jump.

A summary of the NEB findings will ultimately be found in
Fig. 8, offering insights into the energetics of the vacancy-
assisted migration process.

We examined one of the recombination pathways that
involved a third neighbor jump. Here, we started from the
direct jump and sequentially added one atom at a time to see
how the number of intermediate atoms affects the final migra-
tion energy. As depicted in Fig. 4, the direct jump has two local
energy peaks in the migration process, indicating two relatively
high energy barriers that migration will need to overcome.
When an intermediate atom is introduced, only one peak
remains in the migration pathway and the migration energy
is reduced. We posit that the involvement of an intermediate
atom assisted in helping the original interstitial atom bypass

Fig. 3 Reaction energy profile (below) and ball-and-stick visualizations (above) depict the migration process of a Br–Pb split interstitial using a ‘‘domino
strategy.’’ The local structures for the ‘‘reagent’’ (R), transition state (TS), and ‘‘product’’ (P) are derived from a 2 � 2 � 2 supercell NEB calculation. Each
visualized state is annotated on the energy profile plot, indicating their respective positions within the migration process. Color coding: Cs – green, Pb –
grey, Br – brown, with the interstitial and its first neighbor highlighted in orange.
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one of the barriers, although one barrier still remains. Intro-
duction of yet another intermediate atom flattens the leftmost
barrier and the resulting migration energy is effectively reduced
to near zero. This suggests that, even if the defect is relatively
distant from the vacancy site, it can still migrate and recombine
simultaneously. This suggests that interstitial defects can self-
heal if the ‘‘domino effect’’ strategy can be engaged.

2.2.2 Interstitial migration mechanism. In addition to the
previously described vacancy-assisted migration, our investiga-
tions have revealed that Br interstitials are quite capable of
migrating to alternate interstitial sites without a paired vacancy
nearby. Em for both charged and neutral Bri, as derived by NEB
calculations, is presented in Fig. 5. The starred points represent
the starting and ending relaxed images which, when summed
together, constitute one continuous pathway: reaction coordi-
nate number 10 (found on the x-axis of Fig. 5, for example, is
both the ending image of the previous sub-path and the
beginning image for the subsequent sub-path). The intermedi-
ary data points are interpolated structures along the NEB
pathway with the highest point representing the transition
structure along the reaction coordinate.

The coordination polyhedra shown in Fig. 5, and referenced
by the reaction coordinate on the x-axis, depicts the local
environment surrounding Bri as it traverses the supercell. The
polyhedra are not oriented with respect to a consistent xyz view
but rather to best show the coordination type. For a spatially
sensitive depiction of the migration of Bri see the ESI,†
Fig. S2.12.

For both the charged and neutral pathways, the coordina-
tion polyhedra for the starred points adopt the following
structures: monocapped trigonal prism (coordinate 1), penta-
gonal bipyramid (coordinate 10), monocapped trigonal prism

(coordinate 19), pentagonal bipyramid (coordinate 28), penta-
gonal bipyramid (coordinate 37). In agreement with the Kepert
model,52 the energetically preferred, i.e., lowest energy, hepta-
coordination type is the pentagonal bipyramid. The mono-
capped trigonal prism and monocapped octahedron
polyhedra are still ‘‘accessible’’ but non-preferred, and depend-
ing on the specific ligand environment, they may arise to
minimize total ligand–ligand repulsion. The transition struc-
tures, shown as triangular points in Fig. 5, either assume a
monocapped trigonal prism, or adopt a pentagonal bipyramid
without shared edge wherein the Bri is ‘‘cartwheeling’’ towards
a perfect PbBr6 octahedral structure. This restricts the strain
induced by the presence of Bri to just one polyhedron, rather
than distributing it between multiple arrangements and, thus,
is a less energetically preferred state. Polyhedral edge-sharing is
an experimentally observed phenomenon for lead bromide
perovskites; see ref. 49.

2.2.3 Anti-site recombination mechanism. The mechanism
for recombination of a pair of anti-sites, BrPb + PbBr, to a null
(perfect) crystal, follows a concerted-exchange pathway. This
restoration of a perfect lattice involves a coupled mechanism of
vacancy and interstitial migration. Both BrPb and PbBr undergo
slight displacements from their anti-site positions, effectively
generating vacancies at their original sites. These displace-
ments simultaneously give rise to interstitial configurations
(Bri and Pbi), marking an intermediate stage of the process. In
the final step, the interstitial atoms traverse past one another
and settle into their correct lattice positions, thus restoring the
perfect crystal structure. This dynamic and cooperative motion,
where the atoms rotate and exchange positions in a synchro-
nized fashion, can be aptly described as a brief yet elegant
atomic dance that restores lattice order. This recombination

Fig. 4 Migration energy of a Bri–Pbi split interstitial following two distinctly different pathways and its effect on the first, second and third nearest
neighbors of the moving Br atom (first three columns, respectively). ((a), top) Energy barrier for the migration of a Bri�Pbi split interstitial via a direct jump
to a neighboring vacancy site. Energy profiles for the first, second, and third nearest neighbors are grouped based on distance to the Br interstitial site.
Each line stands for a different migration pathway which is color-coded by their activation rank order (shown as a bar on the far right). ((b), bottom)
Energy barrier associated with a ‘‘domino effect’’ strategy for inter-lattice diffusion. Note the difference in the y-scale for the third neighbor jump.
(c) Maps the correlation between activation energy and mean squared displacement (MSD) for the direct jump mechanism. Color-coded dots, based on
activation energy, are rank-ordered with shaded areas indicating confidence intervals for the regression curve. This shows that Ea increases with MSD, as
expected. (d) Displays a similar correlation to (c), except that this relates to the ‘‘domino effect’’ diffusion mechanism. Here, unlike in (c), the activation
energy is pretty flat regardless of the MSD value.
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mechanism is quite energetically affordable for the crystal, with
a Ea value of 0.335 eV. A visual representation of this exchange
can be seen in Fig. 8(a).

2.3 Defect activation energies

The experimentally accessible activation energy is defined
as:53,54

Ea = Ef + Em, (4)

For vacancy-assisted diffusion, the vacancy has to form first,
followed by another atom migrating to the vacancy. Depending
on the experiment, other defects may capture the activation
energy or the migration energy.

When the vacancy is not the closest neighbor to the inter-
stitial, the ‘‘domino effect’’ strategy appears to facilitate this
migration as well. Fig. 6 accurately captures this lowering of the
activation energy through the ‘‘domino effect.’’ We see that, for
an interstitial to migrate, having one more intermediate atom
involved reduced the migration barrier. Adding a second inter-
mediate atom reduced this barrier almost to zero. This shows
that for any defect traveling beyond the nearest neighbor, the

migration barrier can be reduced by a ‘‘domino effect’’ of atoms
moving in a concerted exchange for metal halide perovskites.

Fig. 6 Migration energy differences for a neutral Bri migration with one
(red line) or two (orange line) intermediate Br atoms participating in the
motion compared to zero atoms in the defect transition (purple line). The
migration energies become lower as one, and then two, intervening atoms
are involved, representative of the ‘‘domino effect’’ strategy.

Fig. 5 Total energy for a neutral (black lines) and charged bromine interstitial (Bri) (red lines), to move through a 2 � 2 � 2 CsPbBr3 supercell containing
160 atoms. Calculations determined by nudged elastic band DFT runs without the presence of a paired vacancy. The corresponding energies for defect
migration between these polyhedral configurations are provided as insets within the figure. Key: Pb = gray, Br = bronze, Bri = red or black for the charged
or neutral states, respectively. The polyhedral structures we observed during this traversal of the simulation cell have been oriented to best show the
coordination type, not to preserve a global xyz orientation. For a spatially accurate depiction of the Bri migration, see Fig. S2.11 (ESI†). Looking at the NEB
results, the coordination polyhedra observed for neutral and charged selected (starred) points both followed this pattern: formation of a monocapped
trigonal prism (image 1), pentagonal bipyramid (image 10), monocapped trigonal prism (image 19), pentagonal bipyramid (image 28), pentagonal
bipyramid (image 37). As expected by the Kepert model,52 the energetically preferred coordination polyhedron for a PbBr7 is a pentagonal bipyramid, with
edge-sharing between neighboring polyhedra.
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Considering the activation energies of halide interstitials, we
note from the above discussion that the charged system path-
way sits at a very slightly more energetically preferred position
relative to the neutral pathway for Em. This follows the trend
found for Ef, the defect formation energy, for charged and
neutral Bri, resulting in charged interstitials being very slightly
preferred; see Section 2.1.1. As a result, when Ef and Em are
summed to determine the activation energy, Ea values for
charged and neutral Br interstitials are very similar; see
Table 1. This is corroborated by the result in Section 2.2.2
and shown in Fig. 5 that the polyhedral motifs adopted in the
migration mechanism are the same in both charge states. It is
worth noting that the energy differences between neutral and
charged Br interstitials is well within the uncertainty of the DFT
calculations themselves. However, referring back to Fig. 2, it
should be noted that the formation energy of the charged
interstitial is preferred and depends strongly on the Fermi
energy level. Hence the Br anion is often a favored species.

Results of the NEB calculations, in the form of migration
energy barriers and a visualization of the pathway mechanism,
are summarized in Fig. 7. The results are shown as initial,
transition, and final states of the system. This figure offers a
compact overview and associated insight into the energetics
and mechanisms of the defect migration process. These results
clearly indicate that the most favorable migration pathway
amongst the ones we studied features a collective and con-
certed movement of several atoms, consistent with the inter-
stitial ‘‘domino effect’’ in vacancy-assisted migration.

A summary of the NEB-derived formation energies, migra-
tion energies and activation energies investigated in this work
can be found in Table 1.

3 Methodology

This work reports computational values of both the formation
energy and migration energy for a variety of defects in CsPbBr3,

Fig. 7 Summary of defect migration energies for four selected defects: from top to bottom, a neutral Br vacancy, a positively charged Br vacancy, a Br
interstitial and a Bri�Pbi splitting interstitial. Left column: The NEB-generated energy barrier. The right three columns show visualizations of the initial
state (I), transition state (TS), and final state (P), corresponding to the points marked I, TS, and P on the left. Atoms involved in the pathway are shown with
enhanced saturation and labeled accordingly. Key: brown = Br; orange = interstitial Br; grey = Pb; cyan = Cs. In all images, dashed arrows indicate the
paths taken by atoms during migration.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

8 
Ju

ne
 2

02
5.

 D
ow

nl
oa

de
d 

on
 9

/2
6/

20
25

 1
1:

02
:3

7 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5cp01641j


This journal is © the Owner Societies 2025 Phys. Chem. Chem. Phys., 2025, 27, 15446–15459 |  15455

the energy required to create and move the defect from point A
to point B in the supercell. Both these energy barriers, Ef and
Em, contribute to the overall activation energy for CsPbBr3, as
explained in the Introduction.

We used a 3 � 3 � 2 supercell of CsPbBr3 containing a total
of 360 atoms for the calculation of defect formation energies.
This large system is close to the practical limit of system size
for a reasonably accessible computational resource effort.
Perdew–Burke–Ernzerhof (PBE) calculations were performed

using ultrasoft pseudopotentials58 with a plane wave cut-off
of 40 Ryd (400 Ryd on the charge density). These pseudopoten-
tials were chosen because they accurately represent defects in
these kinds of systems.32 The well-known electronic structure
code, quantum ESPRESSO,59–61 was used for all density func-
tional theory (DFT) calculations reported below.

The migration energies and pathways for recombination of
these defects were estimated using nudged elastic band DFT
(NEB-DFT). NEB-DFT is a well-established methodology for

Fig. 8 Summary of recombination energies for five defects: from top to bottom, a Br–Pb anti-site, a Br–Br split interstitial, and three Br–Pb split-
interstitials that are aligned in the x-, y- and z-directions, respectively, in the lattice. Left column: The NEB-generated energy barrier. The right three
columns show visualizations of the initial state (I), transition state (TS), and final state (P), corresponding to the points marked I, TS, and P on the left. Atoms
involved in the pathway are shown with enhanced saturation and labeled accordingly. Key: brown = Br; orange = interstitial Br; grey = Pb; cyan = Cs. In all
images, dashed arrows indicate the paths taken by atoms during migration.
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finding the minimum energy pathway connecting one arrange-
ment of atoms (the initial state) to a different arrangement (the
final state).62–65 The potential energy along the minimum
energy pathway needed to affect the transition from the initial
to final state is assumed to be the energy barrier, in this case,
the migration energy for a defect to move from location A in
the supercell to location B. Due to the high computational
cost of running nudged elastic band simulations, we used a
smaller 2 � 2 � 2 supercell containing 160 atoms to estimate
the migration energy and the activation barrier for recombina-
tion. Details of all the parameters used to set up the quantum
ESPRESSO calculations, as well as sample scripts, are provided
in the ESI.†

Based on Kang et al.’s work and that of others, we selected
point defects that are thought to be particularly prevalent in
lead halide perovskites. Some were chosen for their low defect
formation energies.5 While much of our focus involved looking
at simple point defects (V, I), we also explored the migration
and recombination of additional ones not considered pre-
viously, including ‘‘split interstitial’’ defects in which two
atoms share a lattice site, as well as more concerted pathways.

In the ab initio calculations of defect energetics, we intro-
duced a specific defect into a perfect lattice, fixed the cell
parameters, and then allowed the atoms to relax.

The defect formation energy formulation is defined in
Section 2.1 above. For the NEB calculations of the migration
energy, we began by choosing initial and final configurations of
a defective lattice and allowed them to relax. We created ten
images between the initial and final states for each NEB-derived
energy barrier to investigate a manually selected recombination
or migration defect pathway.

As well as studies of simple vacancies and interstitials and
anti-site defects, we also considered some more exotic, con-
certed defect pathways. A particularly interesting example
involves a defect that moves in a concerted manner involving
multiple atoms. It moves such that the interstitial atom you
start with is not the same one that eventually moves across the
lattice—a ‘‘domino effect.’’ as in Fig. 3. As we showed in the
Results section, having other bromine interstitial atoms parti-
cipate in the migration mechanism drastically reduces the
associated activation barrier. A more comprehensive explana-
tion of the ‘‘domino effect’’ in CsPbBr3 can be found in the
ESI.† We identified the intermediate atoms along the ‘‘domino
effect’’ pathway in the NEB calculation and compared the
migration energy with that of a direct jump, as well as a second
neighbor jump (involving two Br atoms) and a third neighbor
jump (involving three Br atoms). These comparisons allowed us
to examine the contribution of each additional atom to the
change in migration energy.

We now describe the creation of a set of defective systems
studied in this paper.

3.1 Br vacancies

Halide point defects, especially vacancies, are expected to be
one of the most, if not the most, readily movable defect in
MHPs.29,66 As there is a single unique site for bromine atoms, a

vacancy can be formed by removing a bromine atom from the
simulation cell and letting the system relax. We looked at the
migration of both a charged and a neutral vacancy. The migra-
tion of a vacancy to its nearest neighbor site and the resulting
activation energy associated with the creation and migration of
these vacancies are given in Table 1.

3.2 Br interstitials

A Bri is an additional Br atom in any off-lattice position.
Following relax calculations of various Bri initial placements,
all Bri assumed a PbBr7 complex in a pentagontal bipyramidal
coordination geometry, see Section 2.1.1. Em values were deter-
mined via NEB-DFT for the migration between these relaxed
structures, see Section 2.2.3.

3.3 Split interstitials

A split interstitial consists of two atoms sharing a single
lattice site. These are some of the most common interstitials
found in semiconductor materials,67 especially amongst the
halide defects.68 However, they have not been considered in
earlier publications of perovskite defects. We explored the
defect migration energies of split interstitials involving two
bromine atoms sharing one Br site (Br–Br) and a bromine and
lead atom sharing a Pb site (Br–Pb).

3.4 Anti-sites

An anti-site refers to the presence of a ‘‘foreign’’ (unexpected)
atom on a lattice site. Here, we explore two types of anti-sites:
the first involves a lead atom that occupies a bromine site PbBr,
the second involves a bromine atom occupying a lead site, BrPb.
Both anti-sites were modeled with and without their respective
charges. PbBr is charged +1 and BrPb is charged �1. The defect
formation energies were calculated for a single anti-site defect
and tabulated in Table 1. A nudged-elastic-band simulation of
the recombination of a pair of anti-sites BrPb–PbBr into the null
(perfect) crystal system was used to report the migration energy.
The pair of anti-sites were treated as a neutral system, since
there is no additional atomic species that would charge the
system. To simulate the recombination of a pair of anti-sites
into the bulk crystal, the two displaced atoms had to be
introduced within a first nearest neighbor distance. 20 such
candidate sites were identified. Among these, the lowest-energy
system was selected to further investigate the recombination of
a pair of anti-sites into the perfect crystal.

4 Conclusions

We have studied a broad range of neutral and charged inter-
stitial and vacancy defects in the CsPbBr3 metal halide perovs-
kite. This included calculating the defect formation energies
(Ef) and migration energies (Em) using accurate ab initio nudged
elastic band calculations. Em values, in particular, will be a
helpful addition to the literature. The formation energies
reported here reproduce those of Kang and Wang.5
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Unlike other studies, the ability to calculate both Ef and Em

allows us to calculate the activation energy of the various
defects, which provides a direct comparison to experiment.
Unfortunately, very few experimental values exist for the activa-
tion energy for this metal halide perovskite, or indeed perovs-
kites in general. Above, we highlighted Tirmzi et al.’s
experiment, which measured the slow, activated recovery of
light-induced conductivity in CsPbBr3. We find that the calcu-
lated range of migration energies, Em for Bri, lie between 0.20
and 0.54 eV, in good agreement with the lone value of a 0.53 eV
activation energy for relaxation of light-induced conductivity in
CsPbBr3 observed by Tirmzi and co-workers.39

Beyond more well-studied intrinsic defects, bromine
vacancy and interstitial defects, we have included additional
defects, like the split interstitials (Br–Br and Br–Pb) as well as
anti-site defects. The family of split interstitials has not been
considered for metal halide perovskites in the past, despite the
fact that they are commonly found in more traditional inor-
ganic semiconductors, such as silicon for which they are
typically low-energy defects.69 Finally, we have identified a
formerly unexplored diffusion pathway, which we have labeled
the ‘‘domino effect’’ strategy, involving the coordinated diffu-
sion of multiple proximal Br interstitials. The merits of this
latter pathway are described below.

The low activation energies that we observed for some of the
recombination mechanisms can help explain the self-
regulation process seen in perovskites.70 Defects like vacancies,
interstitials and anti-sites help the perovskite ‘‘heal’’ by adjust-
ing the concentration of charge carriers. The pathways that the
unusually extensive, 10-window, NEB calculations allowed us to
explore give us accurate energy barriers as well as insight into
the different mechanisms of self-regulation that metal halide
perovskites can undergo. The domino effect of recombination
aided by other nearby bromine atoms lowered the activation
threshold, a phenomenon we saw across most of the pathways
we studied.

Experimentally measured activation energies do not have
the ability to identify the nature of the pathway with the atomic-
level precision of DFT-NEB calculations; their values will, of
necessity, be an ensemble average over a number of pathways,
and must surely include many of the ones we have uncovered
here. It is encouraging that the one experimental migration
energy that exists for CsPbBr3 (0.53 eV) lies well within the
range that we found for the movement of common halide
defects.

In addition to vacancy-assisted migration, Br interstitials
(Bri) can migrate independently between interstitial sites. The
preferred coordination environment for both charged and
neutral Bri is a pentagonal bipyramidal PbBr7, while higher-
energy, non-preferred geometries like the monocapped trigonal
prism arise to minimize ligand repulsion. The higher defect
formation energies for charged versus neutral Bri are supported
by the larger ionic radii for Br� versus Br; however, the migra-
tion energies are largely unaffected by charge, perhaps due to
the flexibility of the CsPbBr3 lattice as the interstitial defect
migrates through it.

Calculations of defect pathways, in addition to the values of
Ef, Em, and Ea provided in this paper, serve as a curated
database that can be used to help design better inorganic
perovskite materials and, ultimately, devices. Our findings
can help guide experimental design: first, the links we provide
between structure and their corresponding formation energies
can be used to design experiments that would be sensitive to
small concentrations of structural defects such as Raman,
optical emission, or X-ray spectroscopy. While challenging, it
could be possible to use this paper’s data to uncover the type
and concentration of defects that correspond to a particular
choice of processing conditions. The conjunction of this
paper’s data and the XRD patterns could be used to guide the
design of processing protocols to improve defect management,
which is a key design feature for the future for perovskites.

Second, this paper suggested that there are low-energy
pathways that can self-heal defects. How can we exploit this
observation? We hypothesize that proximal (NN to 3rd NN)
defects generated by illumination will readily heal. It is uncer-
tain what will transpire in more defective systems, putting a
premium on starting with more perfect crystals. This is a
testable hypothesis, experimentally and computationally.

Literature suggests that one mechanism of permanent
degradation of the halide perovskites involves the motion of
halide atoms to the surface and/or interface where they have
access to proton reactions (e.g., H2O); these reactions can, for
example, form a halide acid, which is very volatile, resulting in
the permanent removal of the halide species from the material.
The current report shows that different migration mechanisms
have measurably different activation energies. Therefore, mea-
suring the activation energy of defect movement in processed
films can elucidate the type of defect and its primary mecha-
nism for migration.

Here is one example how this hypothesis might be imple-
mented experimentally. As a first step, we could experimentally
determine the activation energy of defect migration using
techniques such as broadband dielectric spectroscopy39 start-
ing with very good quality single crystals and moving to poly-
crystalline thin films. As the initial concentration of defects
increases, the activation energy should decrease as those
defects gain access to the ‘‘domino effect’’ described in our
work. We could then correlate the initial defect concentration
derived from higher-throughput experiments, such as impe-
dance spectroscopy or deep-level transient spectroscopy
(DLTS), to the activation energy and hence back out likely
mechanisms by which defects would move. With that informa-
tion, processed materials could be screened for potential
material stability using the initial defect concentrations. That
is, if the initial defect concentrations suggested that defects
could migrate via the domino effect, they would be less likely to
remain stable over long periods of time. For other materials
within the larger class of halide perovskites, similar experi-
mental approaches to the one described above could be taken
provided there are measurable differences in activation energy
for different defects and/or different mechanisms of defect
motion.
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