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Nuclear quantum effects of metal
surface-mediated C–H activation†

Rhys J. Bunting, a Sam Shepherd, b Nikhil Rampal, a Sneha Akhade, a

David M. Wilkins *b and Tuan Anh Pham *a

The nuclear quantum effects of surface-mediated C–H activation of surface CH3 are considered for the

pristine Pt(111) and Au(111) surfaces at 300 K. The kinetic barriers without nuclear quantum effects are

calculated using both static density functional theory calculations and ab initio molecular dynamics.

Static calculations are performed using the harmonic approximation while the free energy pathway is

calculated using enhanced sampling molecular dynamics. Machine learning potentials are trained using

generated datasets and validated against the ab initio molecular dynamics generated free energy path-

ways. The machine learning potentials are used to perform centroid molecular dynamics to consider the

nuclear quantum effects of C–H activation. Nuclear quantum effects are found to have a very significant

effect on the free energy pathway, with reduced importance at higher temperatures and in the

CD3 case.

Introduction

C–H bonds are ubiquitous across various branches of chemis-
try, including organic, inorganic, biochemistry, astrochemistry,
and pharmaceutical chemistry.1–4 Due to their non-polar nat-
ure, C–H bonds are often chemically inert,5 making them less
reactive than other functional groups, such as C–O, C–C, or C–B
bonds, which hold greater chemical and economic value.6

Ideally, C–H bonds would be functionalized into these more
chemically active C–X bonds,5 or activated in processes such as
dehydrogenation, which are crucial for applications like olefin
production, combustion, and hydrogen storage.7–9 Understanding
C–H bond activation is essential for improving these processes.

C–H activation can proceed via several mechanisms,
including oxidative addition, metathesis, or hydrogen atom
transfer.10 For heterogeneous reactions on metal surfaces,
surface-mediated activation is the dominant pathway, where
the C–H bond breaks to form H–M and C–M surface bound
species. The kinetics and thermodynamics of this elementary
step govern the reaction rate, pathways, selectivity, and
potential catalyst deactivation in any process involving C–H
activation. Accurately modelling this step is therefore crucial

for predicting these properties, requiring careful approaches to
capture all factors that influence the reaction energetics.

Ab initio methods offer atomic-level insight into chemical
processes on the femtosecond timescale.11 Density functional
theory (DFT) has been widely applied to condensed matter
problems and is particularly useful in modelling heterogeneous
catalytic systems. It has demonstrated its ability to predict
catalyst reactivity, elucidate reaction mechanisms, and guide
catalyst development in the condensed phase.12 To reduce the
computational cost, static calculations are often performed to
predict initial, transition, and final states of elementary reac-
tion steps. Free energy corrections are then applied to account
for finite-temperature effects.13 Typically, surface species’ free
energy changes are estimated within the harmonic approxi-
mation, assuming limited movement on the surface, where
only bond vibrations and molecular oscillations around the
adsorption site contribute to the partition function. Whilst
more accurate free energy profiles can be obtained through
molecular dynamics (MD) methods, such as free energy pertur-
bation, metadynamics, and umbrella sampling, these
approaches are computationally demanding and challenging
to implement with ab initio methods.14

Another challenge in predicting the kinetics of C–H bond
activation is the presence of hydrogen atoms. Due to the light
mass of hydrogen, nuclear quantum effects (NQEs) can play a
significant role.15–18 Experimentally, this is observed through
kinetic isotope effects.19 Theoretically, NQEs have been shown
to influence the dynamics of chemical processes such as
hydrogen diffusion and dissociation on metal surfaces, proton
transfer, and water splitting.20–22
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Nuclear quantum effects can be incorporated into atomistic
simulations using the path integral formulation, where each
atom is replicated into a ‘‘ring polymer’’, with neighboring
replicas connected by harmonic springs.23,24 These extended
systems are then evolved over time using classical MD, provid-
ing a fully quantum mechanical description of the system’s
properties. The number of replicas (or beads) required to
accurately capture the quantum nature depends on both the
process under study and the temperature. Typically, systems
with stronger NQEs require more beads, thereby increasing the
computational cost. This makes simulating condensed matter
systems with NQEs particularly resource-intensive compared to
classical simulations. Centroid molecular dynamics, like all
path integral calculations, captures quantum mechanical infor-
mation through the mapping of quantum nuclei onto a ring-
polymer, which is evolved classically through time with the
additional influence from the neighbouring replicas (beads) of
the system. Centroid molecular dynamics uses the centroid (the
average position of the polymer for each nucleus) as an
approximation to propagate the dynamics of the system.

While ab initio methods are powerful tools to understand
chemical systems, the computational cost limits the amount of
sampling that is feasible. Machine learning interatomic poten-
tials (MLIPs) can achieve chemical accuracy comparable to the
ab initio methods used to train them,25 while offering signifi-
cantly faster computational performance due to their favour-
able scaling with system size. MLIPs have been successfully
applied to catalytic systems, including hydrogen coupling, CO2

reduction, and CO oxidation.26–28 This makes MLIPs a promis-
ing approach for investigating NQEs, where ab initio methods
are prohibitively expensive.

In this work, we explore the role of NQEs in C–H activation,
focusing on the conversion of CH3 to CH2 on Pt(111) and
Au(111) surfaces. Both the reactant and the products strongly
interact with the metal surfaces, removing desorption as a
reaction pathway. This system serves as an ideal model due
to the degeneracy of the three hydrogen atoms and the ease of
experimentally generating surface methyl groups from CH3I.29 Pt
is selected for its higher reactivity in C–H activation, while Au is
chosen for its lower reactivity. The (111) surface is chosen for both
metals, as it is the most stable and prevalent facet.30 Free energy
profiles at 300 K are obtained using density functional theory
(DFT) via static harmonic calculations and umbrella sampling
combined with ab initio molecular dynamics (AIMD). The result-
ing AIMD trajectories are used to train equivariant MLIPs, which
are validated by comparing the free energy profiles generated by
the MLIPs with those from the reference method. We then per-
form biased centroid molecular dynamics using the MLIPs to
assess the NQEs in the reaction. Additionally, we examine the
systems at 400 K and where hydrogen is replaced by deuterium.

Computational methods

Density functional theory (DFT) calculations were performed
with the Perdew–Burke–Ernzerhof (PBE)31 functional, as imple-
mented in the Vienna ab initio simulation package (VASP).32–34

The core-valence electron interactions were treated using the
projector-augmented wave (PAW) method.35,36 Dispersion
forces were included using the D3 (with Becke–Johnson damp-
ing) vdW correction.37 For the metal surfaces, a plane-wave
cutoff energy of 400 eV was used. The Brillouin zone was
sampled with a 2 � 2 � 1 k-point mesh using the Mon-
khorst–Pack scheme.38 All calculations employed a p(3 � 4)
orthogonal slab for the (111) FCC surfaces with a vacuum layer
of 18 Å between slabs to prevent interactions between periodic
images. The positions of atoms in the bottom two layers of the
four layer slab were fixed during the calculations.

For static calculations, the structures were optimized until
the forces on all atoms were less than 0.05 eV Å�1. Transition
states were identified using the climbing image-nudged elastic
band (CI-NEB) method and verified by confirming the presence
of a single imaginary vibrational frequency.39 For static free
energy corrections, the adsorbed surface species were assumed
to have restricted translational and rotational entropy, with
only vibrational entropy contributions considered in the har-
monic approximation using the atomic simulation environ-
ment package.40,41

All MD simulations were performed in the NVT ensemble
with the Nosé–Hoover thermostat.42 A time step of 1 fs was used
for DFT-based and validation MLIP simulations. In all other
MD simulations, a smaller time step of 0.25 fs was employed to
accurately capture the dynamics in the centroid molecular
dynamics (CMD) calculations, which were performed in
LAMMPS.43,44 Unless stated otherwise, CMD simulations uti-
lized 8 beads, with which the potential of mean force is
converged. The free energy pathway for C–H activation of
surface methyl groups was determined using umbrella sam-
pling. A series of Gaussian bias constraints were applied to
sample the reaction coordinate. The free energy profiles were
derived from the simulations using the weighted histogram
analysis method (WHAM), where all beads are integrated over
for the CMD calculations.45 The chosen collective variable for
this process was the C–H bond distance, with bias windows
spaced at most 0.1 Å apart. Each window was sampled for a
minimum of 10 ps during the DFT calculations and the compar-
ison made with ground truth MLIP results. For the MLIP calcula-
tions, each window was sampled for at least 100 ps.

To generate a dataset for MLIP training, initial configura-
tions were selected from the biased DFT molecular dynamics
calculations. A total of 2500 snapshots were chosen for both the
Pt and Au surfaces. Gaussian smearing, with a standard devia-
tion of 0.3 Å, was then applied to the relaxed atomic positions
of these snapshots to enhance sampling beyond the Boltzmann
distribution. Additional snapshots were also included around
the transition state structure, where sampling was limited.
Single-point energies were calculated using DFT for these initial
configurations on both Pt(111) and Au(111). Snapshots with
force components exceeding 15.0 eV Å�1, due to close contacts
from the Gaussian smearing on atomic positions, were
excluded from the dataset. As a result, 6325 structures
remained in the Au dataset, whilst the Pt dataset contained
6096 structures for training.
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The MLIPs were trained using the Allegro package46 and
implemented within LAMMPS.47 The neural network is trained
on the local atomic environments that are input as irreducible
representations of the O(3) symmetry group. The atomic envir-
onments were defined with a cutoff of 4.5 Å and 8 Bessel
functions with a polynomial envelope function of p = 5. 16
features of even and odd parity were included, with a maximum
rotation order truncation of lmax = 2. The network architecture
comprised two interaction layers, with the two-body latent
MLIP containing 2 hidden layers of 64 nodes each, while the
latent MLIP had 4 hidden layers, also with 64 nodes per layer.
The final edge energy layer of the latent MLIP consisted of 64
nodes, resulting in a total network of 69 312 weights. For
training, 95% of the datasets were used for training (6009 for
Au and 5791 for Pt), with the remaining 5% were reserved for
validation (316 for Au and 305 for Pt). A batch size of 1 was
used, and an initial learning rate of 0.001 was set, using a cost
function ratio of 1 : 1 for force elements and total energies.

Results and discussion

Umbrella sampling is performed to investigate the Helmholtz
free energy of C–H dissociation (Fig. 1) and to provide a ground
truth for the development of the MLIP. The free energy surface
is standardised for both metals, where the CH3 initial state is
set as the reference. On first inspection, both reactions are
endergonic, with a DF of 0.08 eV for Pt(111) and 1.18 eV for
Au(111). Additionally, we find that Pt(111) exhibits a smaller
activation barrier of 0.72 eV compared to 1.62 eV for Au(111).
The location of the transition state also occurs at smaller
distances for the Pt(111) (1.54 Å) surface than for Au(111)
(1.91 Å). These findings show that Pt(111) is more reactive than
Au(111) for C–H activation, due to the smaller activation
barrier. Other computational studies have found the C–H
activation of CH4 to be much lower for Pt(111) over
Au(111).10,48 These results also correlate to experimental find-
ings for methane oxidation, where Pt is a good catalyst com-
pared to Au, noted by our result where C–H activation occurs
more readily on platinum, with dehydrogenation of the alkane
being both thermodynamically and kinetically more favoured.49

Our results suggest that CH3 can be stabilised on the Au(111)
surface while it would be activated on Pt(111). We would expect
that CH3 would also be stable on Au(111), as is observed for
single-atom alloys.29

Two equivariant MLIPs, one for each metal, are trained
using the Allegro package46 from a modified dataset derived
from the AIMD trajectories. These potentials are generated to
provide the computational speedup required to include NQEs
using CMD simulations. The training mean absolute errors for
the force elements and energies for these potentials are:
0.0394 eV Å�1 and 0.565 meV per atom, respectively, for Pt;
and 0.0237 eV Å�1 and 0.463 meV per atom, respectively, for Au
(Fig. S1–S5, ESI†). As shown in Fig. 1, these potentials are then
benchmarked to the DFT ground truth, successfully reprodu-
cing the potential energy surfaces produced by the AIMD. The

error of the MLIP with respect to the ground truth is much
smaller compared to other potential sources of error, such as
the choice of exchange–correlation functional, with the PBE
functional being known to underestimate energy barriers.50

The MLIP-generated potentials closely reproduce the
potential energy surfaces obtained from DFT-based simulations
for both Pt and Au. Small differences of up to 0.03 eV are found
across the potential energy surface. This can be attributed to
the innate error of calculating the potential of mean force with
restricted sampling time. With this considered, both potentials
quantitatively describe the chosen DFT level of theory for the C–
H activation of surface CH3, with significant computational
speedup. For perspective, for Fig. 1, each window required
B29 h of computer time to calculate at the DFT level whilst it
only required B4 min with the MLIPs.

We note that the sampling time and timestep used in Fig. 1
are not optimal. A longer sampling time is needed to more
precisely capture the potential energy surface, while a smaller
timestep would better model the high vibrational frequencies
of the C–H bonds. The speedup from the MLIP allows longer
sampling times (100 ps per window), and a shorter timestep
(0.25 fs), which is computationally accessible with MLIPs.
Making a comparison when the timestep and sampling time
is changed, the PES changes slightly for both metals (Fig. 2).

Fig. 1 Free energy pathway of C–H activation for surface methyl to
surface methylene and hydrogen for Pt(111) (grey) and Au(111) (gold). The
free energy landscape is derived from umbrella sampling where the
collective variable is a specific C–H bond length. The surface methyl state
is standardised to 0 eV. The free energy pathway is generated with both
AIMD (dark with circle points) and MLIP molecular dynamics (light with
cross points) calculations. The timestep is 1 fs and the temperature is
300 K. Each window is sampled for 10 ps.
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For Pt(111), the barrier increases by 0.02 eV, which falls within
the error margin of the potential of mean force (PMF), while the
free energy change becomes less exergonic by 0.05 eV. In the
case of Au(111), the barrier also rises by 0.05 eV, with the free
energy change remaining roughly equivalent, showing a slight
increase in endergonicity of 0.01 eV. Nevertheless, the overall
trend remains consistent for both surfaces, regardless of the
timestep and sampling time adjustments.

Enhanced sampling centroid molecular dynamics calcula-
tions are performed to incorporate NQEs. The free energy
pathway is generated through umbrella sampling, similar to
the approach used in Fig. 1. Bead convergence is evaluated for
the Pt(111) surface by considering 4, 8, and 16 beads (Fig. S6,
ESI†). Convergence is achieved at 8 beads, as only a negligible
difference (less than 0.02 eV) was observed across the free
energy surface when comparing 8 and 16 beads. The inclusion
of NQEs has important effects on the free energy pathway. For
both surfaces, the barrier decreases and the free energy change
of the reaction of C–H activation becomes more negative. More
specifically, for Pt(111), the barrier decreases by 0.08 eV to
0.69 eV. The reaction rate is not explicitly computed, but
assuming classical kinetics and the transmission coefficient
being the same for both the classical and quantum path,51 the
rate of C–H activation would be accelerated by a factor of B20.
Additionally, the DF of the reaction decreases by 0.14 eV to
0.01 eV. For Au(111), the changes are less pronounced; in
particular, the barrier decreases by 0.04 eV to 1.60 eV and the
DF of the reaction decreases by 0.05 eV to 1.11 eV.

The primary factor contributing to the influence of NQEs on
the free energy pathway is the zero-point energy that stems
from the vibrational partition function. To quantify this, static
calculations are performed, approximating the free energy in
the harmonic limit. This allows us to remove the zero-point
energy contribution from the free energy pathway (Fig. 2b).52

For Pt(111), the zero-point energy contribution within the

harmonic approximation is �0.08 eV for the barrier and
0.14 eV for DF. The barrier values are reasonably close to both
classical and quantum paths, differing by �0.05 eV and
�0.06 eV, respectively. A similar trend is observed for DF, with
differences of �0.04 eV and �0.04 eV, respectively. Notably, the
harmonic approximation accurately describes the C–H activa-
tion process for Pt(111). In contrast, this is not the case for
Au(111), where the harmonic approximation fails to satisfacto-
rily capture the C–H activation dynamics for the classical
system. This causes the NQEs to be less determined by zero-
point energy, as there is coupling between the translational and
vibrational partition functions. In this scenario, explicit con-
sideration of the NQEs is required to capture them. This is the
case both with and without zero-point energy contributions.
Specifically, the static barrier differs significantly between the
classical and quantum paths, with differences of 0.26 eV and
0.19 eV, respectively. This trend is mirrored for DF, with
differences of 0.39 eV and 0.28 eV, respectively. These discre-
pancies may be attributed to the stronger versus weaker sur-
face–adsorbate interactions in platinum and gold, with
adsorbates being able to diffuse more readily across the surface
rather than merely oscillating within surface sites. This result
emphasises the importance of including NQEs when explicitly
sampling the potential energy surface. This would notably
apply when considering the free energy change in a solvated
environment.

To further investigate the influence of NQEs on C–H activa-
tion, two additional scenarios are examined for Pt(111): one in
which the elementary step occurs at a higher temperature of
400 K; and another where all hydrogen atoms are replaced by
deuterium (Fig. 3). Both cases are anticipated to result in
reduced NQEs. The Pt(111) system is chosen due to the more
pronounced NQEs we have observed. For activation of CD3, the
difference of the barrier for the classical and the quantum path
is reduced to 0.01 eV, while the free energy change difference is

Fig. 2 Classical and quantum free energy pathways for Pt(111) and Au(111). (a) Free energy pathway of C–H activation for Pt(111) (grey) and Au(111) (gold).
The free energy landscape is derived from umbrella sampling. The free energy pathway is generated with both classical molecular dynamics (dark with
circle points) and centroid molecular dynamics (light with cross points) calculations to consider the classical and quantum pathway, respectively. The
timestep is 0.25 fs and the temperature is 300 K. Each window is sampled for 100 ps. (b) Free energy pathway from static DFT calculations. Entropy is
calculated in the harmonic approximation. The pathways are shown with and without zero-point energy to show the effect of one aspect of NQEs.
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0.06 eV, highlighting the impact of the heavier atomic nuclei. At
the elevated temperature of 400 K, the barrier becomes nearly
identical for both paths, with the free energy change differing
by only 0.03 eV. While these results qualitatively align with the
expected differences for both scenarios, the discrepancies
approach the expected precision of the potential of mean force
sampling. These results suggest that, under these conditions,
the use of the path integral formalism for free energy sampling
is unnecessary.

Conclusions

We employed machine learning interatomic potentials and
centroid molecular dynamics simulations to explore the impact
of nuclear quantum effects on C–H activation on Pt(111) and
Au(111). Our findings indicate that incorporating NQEs leads to
significant changes to reaction barriers and, consequently,
reaction rates under room temperature-like conditions. We
stress that NQEs should not exclusively be applied to low
temperature conditions. The inclusion of zero-point energy
corrections effectively captures NQEs for C–H activation, pro-
vided the harmonic approximation is valid; however, when this
approximation fails, so does the ability to accurately describe
the NQEs. Nonetheless, the qualitative accuracy of the descrip-
tion is maintained, reinforcing the good practice of their usage.
There are still limitations in this work, especially with the
Born–Oppenheimer approximation being used, hydrogen and
hydride free radicals could be present as transient species.53

Consideration of the lifetime of these species is beyond the
scope of this work. There are also limitations with the MLIP
used, where only short ranged interactions are considered. We

hope future work can look at the C–H activation process whilst
considering these important effects. Whilst our focus is on C–H
activation at pristine solid–gas interfaces, we anticipate that
explicitly modelling the NQEs of C–H activation using path
integral formulation will be essential in solvated environments
to accurately describe free energy pathways. In such cases,
static calculations are problematic, making it impossible to
account for zero-point energy using the harmonic limit. For
these systems, the use of machine learning interatomic poten-
tials presents a promising strategy to address the computa-
tional challenges.
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