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Correlations of surface tension for mixtures of n-alkanes
as a function of the composition: applicability and per-
formance analysis of existing models

Ángel Mulero,∗a Ariel Hernández,b Virginia Vadillo-Rodrígueza, and Isidro Cachadiñaa

In this work, a large data set of experimental values of surface tension for binary mixtures of two
n-alkanes have been compiled. These values are later fitted to different models of correlation as
functions of molar fraction at various temperatures. All of these models use the surface tension
of pure fluids as input data and may require between one and three adjustable coefficients. For
some mixtures and/or temperatures, where the surface tension values of pure fluids have not been
measured, predictions from previously proposed specific correlations for pure fluids are considered
as an alternative. Different cases are studied accordingly with the availability of surface tension
values for pure fluids: (i) available for both pure fluids, (ii) available for only one of the fluids, and
(iii) unavailable for both fluids. Moreover, a fourth case is considered to include those mixtures and
temperatures at which one of the fluids is supercritical. The applicability and accuracy of 10 different
analytical correlation models are evaluated based on the percentage deviations between experimental
and calculated values. Additionally, the Akaike Information Criterion is applied to identify the most
suitable models. As a main result, it is found that predicted values from correlations for pure fluids
can be used instead of experimental data without significantly affecting the accuracy and applicability
of the models. Moreover, it is shown that the Winterfeld-Scriven-Davis model, which has a certain
physicochemical basis and only one adjustable coefficient, provides the best overall results. However,
this model cannot be applied when one of the fluids is supercritical and its surface tension is assumed
to be zero. In this case, the Redlich-Kister correlation, with two or three adjustable coefficients,
provides better results. More recent or more complex models are not necessary to achieve excellent
accuracy for n-alkane mixtures and therefore should be avoided.

HIGHLIGHTS
• A total of 803 surface tension data points for binary mixtures

of alkanes have been collected, and ten analytical models
have been used to establish correlations between these val-
ues and the temperature and molar fraction.

• The accuracy and performance of these models, which con-
tain 1 to 3 adjustable coefficients, have been evaluated.

• In the absence of experimental data for the pure fluids, cor-
relation models were used to determine their surface ten-
sion, which were then applied to adjust the models for each
mixture and temperature.

• The Winterfeld–Scriven–Davis model, a physicochemical ap-

a Departamento de Física Aplicada, Universidad de Extremadura, Spain.
(https://ror.org/0174shg90)
b Facultad de Ingeniería y Negocios, Universidad de Las Américas, Concepción, Chile
∗: Corresponding author: mulero@unex.es

proach with only one adjustable coefficient, yields the best
overall performance, except at temperatures where one of
the components becomes supercritical.

• The empirical Redlich-Kister correlation provides the most
accurate results when one of the components is supercritical.

1 Introduction
Binary mixtures of alkanes are particularly significant due to
their essential role in various industrial processes, especially in
the petrochemical and fuel industries1–3. Moreover, as the sim-
plest class of hydrocarbons, alkanes serve as fundamental build-
ing blocks for many organic compounds, playing a key role in
the production of fuels, lubricants, solvents, plastics, surfactants,
cosmetics, and various other applications4,5. Surface tension, de-
fined as the cohesive force acting at the surface of a liquid, plays
a critical role in the behavior of these mixtures6. In applications
such as fuel refining, surface tension determines the efficiency of
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phase separation and the effectiveness of purification processes,
directly impacting product quality and yield7,8. Additionally, in
processes like distillation and solvent extraction, where precise
control over component interactions is necessary for optimal out-
comes, surface tension influences factors such as wetting behavior
and mass transfer rates9. A thorough understanding of surface
tension is also essential for the development of innovative chem-
ical products to meet the evolving demands of industries such
as energy, pharmaceuticals, and materials science, where it plays
a critical role in optimizing formulations and enhancing product
performance10,11. Therefore, understanding and accurately pre-
dicting surface tension in these types of mixtures will allow for
better control and optimization of various industrial processes,
reducing costs and enhancing efficiency in many industrial set-
tings.

Accordingly, significant efforts have been made in recent
decades to measure the surface tension of many alkanes, both
as pure substances and in binary systems12–19. However, experi-
mentally determining the surface tension of these binary mixtures
at every possible composition and temperature is generally im-
practical. To address this challenge, a variety of analytical models
have been developed to estimate surface tension values based on
the composition of the mixtures and the properties of the pure
components. These models include both purely empirical and
physicochemical approaches. A detailed description of the most
commonly used models from the literature, including some re-
cently proposed ones, is provided in the following section.

All these models aim to convert discrete experimental data
points into analytical expressions that predict how surface ten-
sion varies with mixture composition, typically using the surface
tensions of the pure components as input parameters. Despite this
common framework, the models differ in their physical basis and
derivation, the number of adjustable coefficients required (which
may or may not have physical significance), and their ability to fit
variously shaped surface tension curves (see next section). How-
ever, using a consistent model to describe the experimental data
of all binary alkane systems would be highly beneficial. This ap-
proach would streamline the reporting process by limiting it to
only the adjustable coefficients, enabling meaningful and quanti-
tative comparisons between the mixtures.

The scientific literature contains many examples of papers
reporting the measurement of the surface tension of mixtures
and fitting them to analytical expressions. Some of them, in-
cluding n-alkanes, are briefly summarized here. For instance,
Piñeiro et al.20 reported surface tension data for n-nonane +
1-hexanol mixtures at 288.15, 298.15, and 308.15 K. The well-
known Redlich-Kister21 correlation model was used with 3 to 5
adjustable coefficients to fit them. In all cases, the standard devi-
ations were as low as 0.02 mNm−1.

Similarly, Tahery et al.22 have also used the Redlich-Kister ex-
pression to correlate the surface tension deviation in binary mix-
tures of m-xylene with n-alkanes (pentane, hexane, heptane, and
octane). Using four adjustable coefficients, the standard devia-
tions ranged from 0.003 to 0.0049 mNm−1, depending on the
mixture analyzed.

More recently, Estrada-Baltazar et al.23 have fitted the surface

tension of binary mixtures of 1-nonanol with n-octane, n-nonane,
and n-decane at atmospheric pressure using the Redlich-Kister
model at 293.15 K and 313.15 K. A high degree of accuracy, with
a standard deviation below 0.0101 mNm−1, was found but utiliz-
ing up to four adjustment coefficients for each correlation.

Other correlation models frequently used are those called
Jouyban-Acree24 and Fu-Li-Wang25. For instance, recently Yang
et al.26 have applied both models to study binary mixtures of
hexadecane with different compounds, including dodecane and
n-octacosane. They have found that the Jouyban-Acree model
with three adjustable coefficients provided good correlation at
temperatures below 475 K but showed significant deviations at
higher temperatures (up to 2.66%), with average absolute devi-
ations ranging from 0.22% to 0.45%. On the other hand, the
Fu-Li-Wang model, with two adjustable coefficients, exhibited av-
erage absolute deviations ranging from 1.4% to 2.4%, which were
significantly larger than those of the Jouyban-Acree model, while
also displaying the same limitations under high-temperature con-
ditions or near the critical zone. Overall, the article highlights
that none of the two models are adequate for predicting the sur-
face tension of multicomponent mixtures at high temperatures.

Bezerra et al.27 have studied the surface tension of thirty-six
binary hydrocarbon mixtures. They have proposed a predictive
model based on Hildebrand–Scott model for ideal solutions and
on the correlation model by Jouyban–Acree by using volumetric
fractions. The results were compared with those given by the
empirical Redlich-Kister model and a predictive version (with-
out including adjustable coefficients) of the Winterfeld, Scriven,
and Davis one28. Subsequently, Paredes et al.29 present another
modification of the Jouyban-Acree model, incorporating an ad-
ditional term to account for the differences in the surface ten-
sion of the pure components. The performance of several models
to predict the surface tension of binary hydrocarbon mixtures,
including alkane-alkane systems such as pentane+heptane, hex-
ane+heptane, hexane+octane, and decane+dodecane, was eval-
uated. In particular, the models analyzed include those by Eber-
hart (EBE)30, Redlich-Kister (RK)21, Jouyban-Acree (JOAC1 and
JOAC2, with one or two adjustable coefficients)31, Fu-Li-Wang
(FLW)32, and Winterfeld-Scriven-Davis (WSD)28. For models
with just one adjustable coefficient, the EBE model and the one
proposed by the authors show the best performances, followed by
WSD and JOAC1, but with only small differences. The EBE model
shows slightly lower performance. For two-coefficient models, the
RK one demonstrates the best performance, followed by the au-
thor’s proposed model and JOAC2. In contrast, the FLW model
shows the lowest accuracy.

Several studies have sought to identify the most effective mod-
els for other types of substances. For example, Santos et al.33

examined the surface tension of binary and ternary mixtures of
water, esters, and methanol by applying several models, including
the empirical Redlich-Kister model21, the thermodynamic model
of Fu et al.32, and a new equation proposed by the authors. They
assessed the performance of these models based on their Absolute
Average Deviation (AAD) values. Interestingly, it was found that
for binary systems with low surface tension, all models performed
similarly. In contrast, for systems with high excess surface tension
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and asymmetry, the last two models clearly outperformed RK. In
the case of ternary samples, reliable surface tension predictions
were achieved using FLW and two other tested thermodynamic
models (i.e., the Sprow-Prausnitz and Li et al. models) based on
binary data, with all models providing similar accuracy.

Building on their previous study, Santos and Reis34 evaluated
five empirical and physico-chemical equations for correlating the
surface tension of binary mixtures of water with ethanol, propan-
2-ol, acetonitrile, or 1,4-dioxane at 298 K. They also introduced a
new semi-empirical equation, which generalizes the models pro-
posed by Eberhart and by Connors and Wright, incorporating ad-
ditional adjustable parameters. Their equation achieved the low-
est average AAD among the tested models, demonstrating supe-
rior performance in predicting surface tension for the selected
mixtures. However, it required three or four adjustable parame-
ters. Overall, their results indicate that polynomial equations are
less effective in capturing the general trend compared to those
that include a hyperbolic term.

Similarly, Patiño-Camino et al.35 measured the surface tension
of binary blends of diesel or biodiesel with ethanol or butanol,
comparing different models to determine the best fit for their ex-
perimental data. They evaluated model performance based on fit
quality, the number of adjustable coefficients, and physical rel-
evance, assigning arbitrary numerical weights to each criterion
according to their judgment. Ultimately, they recommended the
Connors-Wright model for most combinations of the criteria due
to its relative simplicity and accuracy for these mixtures. They
also noted that Eberhart’s simpler model performed well.

More recently, Kleinheins et al.36,37 reviewed popular sur-
face tension models, including their newly developed “Sigmoid
model”, and tested the ability of these models to fit experimen-
tal data for ten binary aqueous solutions representing various
types of solutes. Based on the estimation of the root mean
square errors, they confirmed the strong performance of both the
Eberhart and Connors-Wright models while noting that their Sig-
moid model achieved the best reproduction of the surface tension
across all tested solutions.

The studies mentioned above, as well as many others, use sta-
tistical measures such as root mean square error (RMSE), average
absolute deviation (AAD), mean square error (MSE), and the co-
efficient of determination (R2) to compare models and determine
the best fit, sometimes applying their own specific criteria, as ex-
emplified by Patiño35. However, these metrics do not account for
model complexity, which can favor more complex models that fit
the data well (i.e., a model with many free adjustable coefficients
is more flexible than a model with only a few of them) but may
lead to overfitting. To address this challenge, this study proposes
the use of the Akaike Information Criterion (AIC) as the primary
tool for model selection38,39. The AIC evaluates the goodness
of a fit through maximum likelihood while penalizing overfitting
by accounting for the number of adjustable coefficients. This ap-
proach balances the tradeoff between bias and variance, favoring
models that achieve a good fit with fewer adjustable coefficients,
thus reducing the risk of overfitting38,39.

The motivation behind this study is thus to identify the most
suitable model for predicting the surface tension of binary alkane

mixtures based on their composition and temperature. Although
several models exist in the literature, there is no clear consensus
on which provides the most accurate predictions for these specific
systems. To achieve this, surface tension values for a wide vari-
ety of binary alkane mixtures were collected, and the validity and
performance of several models from the literature were analyzed.
These models, commonly used, include those with one to three
adjustable coefficients and are either purely empirical or based
on physico-chemical principles. Additionally, the applicability of
specific correlations recommended for pure substances, in combi-
nation with mixture models, was explored. Specifically, a total of
803 data points from 26 binary mixtures at different temperatures
and 13 different models were considered. The analysis of the re-
sults and model selection were based on the calculation of various
percentage deviations and the application of the Akaike Informa-
tion Criterion. Ultimately, this approach aims to recommend the
most reliable analytical expressions for predicting surface tension
in binary alkane mixtures, which could be valuable for optimizing
various industrial processes.

2 Surface tension correlation models based on mix-
tures composition

This section provides an overview of the main characteristics of
the surface tension correlation models from the literature used
in this study, which are based on the composition of the mix-
tures and the properties of the pure components. Table 1 sum-
marizes the analytical expressions of the models, their origins or
references, and the number of adjustable coefficients associated
with each. They have also been classified into physicochemical
and empirical categories based on their origin, i.e., whether they
are grounded in theoretical principles/scientific reasoning or are
simply mathematical expressions. As noted below, some of the
proposed models in the literature are mathematically equivalent,
although they are derived from different approaches. Addition-
ally, it should be noted that models incorporating various combi-
nations of terms in the numerator and denominator, such as the
Myers-Scott model40,41 and the Padé approximants proposed by
Dzingai et al.42, have been excluded from this analysis. This ex-
clusion is due to difficulties in determining the appropriate num-
ber of coefficients and the risk of finding an asymptotic behavior
at certain molar fractions arising from the presence of zeros in
the denominator. The models included are described below and
presented in chronological order.

The Redlich-Kister (RK) empirical model21 employs a polyno-
mial expansion to describe the deviation from ideal behavior in
the surface tension of mixtures. The number of adjustable coef-
ficients in the equation, which lack direct physical significance,
is flexible and can be adjusted to achieve the best fit to experi-
mental data. This model has been widely applied and, despite its
empirical nature, has proven to be a useful tool for providing an
accurate mathematical representation of the dependence of sur-
face tension on composition for a variety of binary mixtures, in-
cluding aqueous systems with organic solvents as co-solvents and
organic-organic mixtures27,33,43,44. By analyzing the analytical
form of the RK correlation, it can be demonstrated that it effec-
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tively captures data trends with several curvature changes, even
for surface tension values that exceed or fall below those of the
pure components at intermediate molar fractions. It should be
noted that both the Cheong and Carr45 and the Kahl, Wadewitz,
and Winkelmann46 models are analogous to the RK model, with
the former directly comparable to the standard RK model and the
latter equivalent to the RK model with two adjustable coefficients.
Both models are commonly used in the literature for similar ap-
plications. As explained below, the RK model will be applied here
with just two or three adjustable coefficients.

The Eberhart (EBE) model30 is a physicochemical approach
based on the assumption that surface tension is a linear function
of the mole fraction in the surface layer. It incorporates a single
fitting parameter (S), which must be determined from experimen-
tal data. This parameter reflects the extent of surface layer enrich-
ment in the component with lower surface tension. Although this
model has been applied to a variety of binary systems34–36,47, it
may not be suitable for systems in which the properties of the
components cannot be described as similar.

On the other hand, the EBE model predicts surface tension
values that remain within the range defined by the pure compo-
nents and is unable to capture data trends that exhibit curvature
changes.

The Winterfeld, Scriven, and Davis (WSD) model28 is a physic-
ochemical model that formulates an expression for interfacial
tension based on the Fowler model (also known as the Fowler-
Kirkwood-Buff model)48. This model is built on the idea that in-
terfacial tension arises from differences in intermolecular forces
between the molecules at the interface and those in the bulk of
the liquids. It was developed specifically for non-aqueous binary
solutions at low vapor pressures. Unlike other models that use
mole fractions, the WSD model employs volume fractions of the
components to calculate the interfacial tension of the mixture.
The model includes a single interaction parameter (φ12), which
can be estimated using the Girifalco and Good equation49; how-
ever, it is typically obtained as an adjustable coefficient from ex-
perimental data35. It can be mathematically demonstrated that
this model cannot describe data trends with curvature changes;
however, it can yield surface tension values either below or above
those of one of the pure components.

The Fu, Li, and Wang (FLW) model25 is a physicochemical
model based on the concept of local composition to predict the
surface tension of liquid mixtures. The FLW model starts from
the Hildebrand-Scott equation, which relates surface tension to
the mole fractions and surface tensions of the pure components
and modifies it to consider the non-ideal interactions between
molecules. It incorporates binary interaction parameters ( fi j),
which reflect the interaction between molecules i and j in the mix-
ture. These parameters are defined in terms of the molal cross-
sectional area and interaction energies between the molecules
and are determined from experimental surface tension data of
binary mixtures. This equation is applicable to a larger variety
of systems, including polar, nonpolar, aqueous, nonaqueous, or-
ganic, inorganic mixtures, as well as cryogenic and fused salt mix-
tures. It has also been applied to predict the surface tension of
ternary mixtures based on binary data33. The binary interaction

parameters can be obtained by considering them as adjustable
coefficients.

The Connors and Wright (CW) model47 is a physicochemical
approach designed explicitly for aqueous systems containing or-
ganic solutes as co-solvents, where one component exhibits strong
surface adsorption. This adsorption leads to a significant devia-
tion from linearity in the relationship between surface tension
and composition. The model is based on two primary assump-
tions: the first one states that the organic component in the sur-
face phase can exist in ’free’ (unadsorbed) and ’bound’ (adsorbed)
states, and the second indicates that the number of available bind-
ing sites on the surface for the interaction of the organic com-
pound is directly proportional to the concentration of water. It
includes two adjustable coefficients (a and b), which appear to
reflect the fraction of available binding sites on the surface for
the organic component and the binding efficiency of that compo-
nent; however, in practice, they are often treated as purely ad-
justable coefficients without direct physical meaning34–36,50,51.
At this point, it’s important to highlight that the empirical model
proposed later by Belda44,52 is analytically equal to the CW one,
the first one also being frequently referenced in the literature re-
garding this topic. Similar to the WSD model, the CW model
cannot describe data trends with curvature changes; however, it
can yield surface tension values either below or above those of
the pure components.

As shown in Table 1, the CW model contains in its denominator
the term (1−ax2), which can take a value of zero in certain cases.
Since x2 takes values from zero to one, the adjustable coefficient
a should be less than or equal to one to avoid an asymptotic be-
havior in this correlation. As noted by Kleinheins et al.36, in some
cases the coefficient a takes values very close to 1, bringing this
model to the limit of its fitting capacity. In such cases, the exact
value of this coefficient must be reported with a high number of
decimals (e.g. a = 0.9999997) to ensure the fit parameters accu-
rately describe the data. This mathematical limitation has been
taken into account when using this model in the present work.
Despite this, recently Dzingai et al.42 have used this model with-
out mentioning any possibility of asymptotic behavior, so their
results could need to be checked.

The so-called General Adsorption Model, proposed by Qi et al.
(QYDH)53, is a physicochemical model developed to describe sig-
moidal (type S) surface tension isotherms in binary liquid mix-
tures. It results from the combination of two models: the general
adsorption model, which describes adsorption equilibrium and
the formation of aggregates in the surface layer, and the modified
Eberhart model, which relates surface tension to the composition
of the surface layer. The model introduces two parameters: the
adsorption equilibrium constant (K) and the average aggregation
number (n). K represents the adsorption strength of the surface-
active component at the interface, while n describes the average
size of the aggregates formed by the surface-active component in
the surface layer. These parameters have a clear physical meaning
and can be determined as adjustable coefficients by linear fitting
of experimental surface tension data. Its authors have success-
fully applied the model to experimental data from various binary
liquid mixtures, including aqueous systems with alcohols as co-
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solvents and organic-organic mixtures, and it accurately describes
both S-type and Langmuir-type (L-type) isotherms53. However,
the model is limited to predicting surface tension values within
the range defined by the pure components and can only repre-
sent data trends with a single curvature change.

The Santos, Ferreira, and Fonseca (SFF) model33 is an empiri-
cal model designed to fit the reduced surface pressure as a func-
tion of the mole fraction of a component in a binary mixture. The
proposed equation contains three adjustable coefficients (d1, d2,
and d3), the last one being an exponent. They do not possess di-
rect physical significance. It is based on a mathematical function
whose flexibility is comparable to that of the RK model, allowing
the fitting of a wide range of surface tension trends. It has been
successfully applied to aqueous binary mixtures with a variety of
organic co-solvents, demonstrating a good fit to the experimental
data34,43,54. However, Santos et al. have highlighted that this
equation is relatively complex compared to other models, such as
those proposed by Eberhart or Connors and Wright.

The Modified Extended Langmuir model, developed by
Bermúdez-Salguero et al. (BCRG)50, has a physicochemical ori-
gin and is based on a combination of the modified Langmuir
isotherm and the Gibbs adsorption equation6,55,56. It was pro-
posed to explain the inverted curvature of surface tension ob-
served in certain binary liquid mixtures. The model describes the
relationship between a reduced surface pressure and the mole
fraction of the solute in the mixture and includes a single ad-
justable parameter (β), which quantifies the solute’s tendency
to adsorb on the surface. For systems exhibiting inverted cur-
vature, β is less than one, indicating weak solute adsorption at
low concentrations. While initially developed to address this is-
sue, this model has been demonstrated by its authors to accu-
rately describe surface tension curvature for both concave-up and
concave-down systems, including mixtures of alcohols with wa-
ter, other alcohols, and even water-solid systems. From a math-
ematical point of view, it can be seen (Table 1), that its analyt-
ical expression includes the natural logarithm of the adjustable
coefficient and a polynomial term including both, the molar frac-
tion and the adjustable coefficient. This structure may introduce
minor mathematical difficulties during the fitting procedure, but
these can be easily addressed. On the other hand, the predicted
surface tension of the mixture always remains within the range
defined by the pure components.

The Jouyban-Acree (JOAC) model24 is an empirical model ini-
tially developed to represent the solubility data of solutes in sol-
vent mixtures and later extended to correlate other physicochem-
ical properties of binary and ternary liquid mixtures at different
temperatures, including surface tension. It employs a logarithmic
equation that relates the property (surface tension in the context
of this paper) to the mole fractions of the components, incorporat-
ing a term for the ideal contribution of the pure components and
additional terms representing the non-ideal interactions between
the components of the mixture. The number of adjustable coef-
ficients is flexible and does not have direct physical significance.
The model has been shown to effectively correlate experimental
surface tension data for various binary mixtures, typically requir-
ing three adjustable coefficients for aqueous binary systems and

one to two for non-aqueous mixtures24,31,35,57–59. In this paper,
the JOAC model will be used with 1, 2 or 3 adjustable coefficients.

The SIGMO model36,37 is an empirical expression based on a
sigmoidal function designed to describe the surface tension of bi-
nary mixtures as a function of solute concentration. It incorpo-
rates two adjustable coefficients, p and d, both of which have
physical significance related to the shape of the sigmoidal curve:
p determines the position of the inflection point, representing the
concentration at which surface tension begins to decrease signif-
icantly, while d influences the slope at that point and allows for
the estimation of the Critical Micelle Concentration. To date, its
authors have only applied this model to aqueous binary mixtures
with a wide variety of co-solvents, including strong surfactants. It
has been shown to accurately describe the surface tension data for
all the substances studied. This model only yields surface tension
values between the values of the pure components but it allows
the curvature change of the correlation function.

3 Data selection and models evaluation.

3.1 Data selection

All the binary mixtures considered contain two n-alkanes and
the details of the data considered are shown in Table 2. A to-
tal of 803 experimental data (including values for the pure flu-
ids in some cases) have been compiled for 26 mixtures from
Refs.14–17,26,60–72.

We note that in some cases, the experimental measurements
were made by fixing pressures or molar fractions and not temper-
atures26,69,70. This means that in each isotherm, slightly different
temperatures were considered for each molar fraction value. In
these cases, the temperature considered here and listed in Table
2 is the mean value.

It should also be noted that experimental uncertainties were
not considered in this analysis, as they were not consistently re-
ported or specified in the consulted sources. This may represent
a limitation, particularly under extreme conditions where data
scarcity can lead to increased uncertainty.

The isotherms considered for the binary mixtures studied here
exhibit predominantly L-type53 (Langmuir) shape, either with
positive or negative curvature. However, in certain systems, a
slight S-type (sigmoid) curvature can be discerned. As the exper-
imental uncertainties in the surface tension measurements have
not been explicitly considered, the significance of such deviations
cannot be confirmed reliably. In some exceptional cases (par-
ticularly for mixtures classified as case 2 or 3, see below), only
three experimental data points are available for the mixture, and
these are complemented with values for the pure components
obtained from correlations. In such situations, the fitted mod-
els may exhibit an S-shaped curvature to pass through all avail-
able points. However, due to the limited experimental data, the
isotherm cannot be reliably classified as S-type. Therefore, the
possible presence of S-type isotherms should be interpreted with
caution. Additional experimental data and a proper uncertainty
analysis would be required to confirm such behavior with confi-
dence.
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Table 1 Models for surface tension (σ) as a function of the composition of binary liquid mixtures from the literature, where 1 and 2 represent the
fluids with lower and higher surface tension, respectively (σ1<σ2). They are ordered chronologically. (*) These expressions have been applied using 2
and 3 (RK) and 1, 2 and 3 (JOAC) adjustable coefficients. (†) The volumetric fractions used in the original equation have been replaced here with
molar fractions.

Model Name (Acronym) Origin Equation Adjustable
Coefficients

Redlich-Kister (RK)21 (*) Empirical σ(x1,x2) = x1σ1 + x2σ2 + x1x2[A+B(x2 − x1)+C(x2 − x1)
2] A, B, C

Eberhart (EBE)30 Physico-chemical σ(x1,x2) =
Sσ1x1 + x2σ2

Sx1 + x2
S

Winterfeld, Scriven and
Davis (WSD)28 (†)

Physico-chemical σ(x1,x2) = x2
1σ1 +2φ12x1x2(σ1σ2)

1/2 + x2
2σ2 φ12

Fu, Li and Wang (FLW)25 Physico-chemical σ(x1,x2) =
x1σ1

x1 + f12x2
+

x2σ2

x2 + f21x1
− x1x2|σ1 −σ2|

(x1 + f12x2)(x2 + f21x1)
f12, f21

Connors and Wright (CW)47 Physico-chemical σ(x1,x2) = σ2 −
(

1+
bx2

1−ax2

)
x1(σ2 −σ1) a, b

General Adsorption model
(QYDH)53

Physico-chemical
σ2 −σ(x1)

σ2 −σ1
=

Kxn
1

1− x1 +Kxn
1

K, n

Santos, Ferreira and Fonseca
(SFF)33

Empirical
σ2 −σ(x1)

σ2 −σ1
= x1[1+(1− x1)(d1 +d2xd3

1 )] d1,d2,d3

Extended Langmuir Model
(BCRG)50

Physico-chemical
σ2 −σ(x1)

σ2 −σ1
=

1
lnβ

ln(1− x1 +βx1) β

Jouyban and Acree
(JOAC)24 (*)

Empirical lnσ(x1,x2) = x1 lnσ1 + x2 lnσ2 + x1x2 ∑
2
i=0 Ki(x1 − x2)

i K0,K1,K2

Kleinheins et al. (SIGMO)36 Empirical σ(x1) = σ2 − (σ2 −σ1)(10pd +1)
xd

1
10pd + xd

1
p,d

6 | 1–29Journal Name, [year], [vol.],
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Table 2 Binary mixtures of n-alkanes, where the first fluid corresponds to the one with the lower surface tension and the second fluid to the one with
the higher surface tension, along with the temperature range studied, the number of data points per mixture, the number of isotherms considered and
the references providing the experimental data. (†) The data source is unknown, as the reference 73 reported by Wohlfarth and Wohlfarth 60 does not
contain the compiled data.

Mixture T range (K) n Nº Iso. Ref.
CASE 1
decane+docosane 323.15 - 343.15 21 3 15

decane+dodecane† 303.15 7 1 60

decane+eicosane 313.15 - 343.15 28 4 15

decane+hexadecane 293.15 - 333.15 25 5 62

decane+tetracosane 333.15 - 343.15 14 2 15

heptane+decane 293.15 - 353.15 67 11 61,62

heptane+docosane 323.15 - 343.15 15 3 14

heptane+eicosane 313.15 - 343.15 20 4 14

heptane+hexadecane 293.15 - 333.15 82 12 16,62,64

heptane+tetracosane 323.15 - 343.15 15 3 14

hexadecane+eicosane 313.15 - 343.15 28 4 62

hexane+decane 303.15 - 353.15 42 6 61

hexane+heptane 303.15 9 1 61

hexane+octane 313.15 7 1 61

methane+ethane 133.15 - 173.15 21 2 63

pentane+heptane 293.15 - 323.15 20 2 17

pentane+hexadecane 293.15 - 323.15 45 5 16

CASE 2
decane+docosane 313.15 5 1 15

decane+tetracosane 323.15 6 1 15

heptane+docosane 313.15 4 1 14

pentane+heptane 298.15 - 318.5 27 3 17

CASE 3
decane+hexadecane 303.15 4 1 66

dodecane+hexadecane 300.6 - 573.15 36 12 26

heptane+hexadecane 303.15 - 373.15 15 3 65

heptane+undecane 303.15 - 373.15 15 3 65

hexadecane+octacosane 348.25 - 573.2 48 16 26,67

hexane+decane 303.15 4 1 66

undecane+hexadecane 303.15 - 373.15 15 3 65

CASE 4
methane+ethane 193.15 - 283.15 40 6 63

methane+propane 203.97 - 338.15 95 10 68–70

methane+pentane 313.15 7 1 71

methane+nonane 294.26 6 1 72

methane+decane 277.59 - 344.26 10 3 72
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3.2 Calculation of deviations and fitting method

Various calculations have been performed using the selected cor-
relations and data to evaluate the accuracy of the models inves-
tigated. First, the percentage deviation of the calculated value
σcalc(Ti,xi) with respect to each data point σi was determined:

PDi = 100 · σcalc(Ti,xi)−σi

σi
. (1)

Then, the absolute average deviation (AAD j) for each model, mix-
ture, and temperature was obtained as:

AAD j =
1

NTj

NTj

∑
i=1

|PDi|, (2)

where NTj is the number of available data for each mixture at each
temperature obtained for particular authors.

In this work, the absolute average deviation, AAD j, was used
as an objective function to find the optimal coefficients for each
model at each temperature. The minimization was carried out
in Mathematica@ software, using the NMinimize command and
the “automatic minimization” method, which allows the fitting to
complex or non-linear functions.

The mean absolute percentage deviation (MAPD) was calcu-
lated as the mean of the AAD j values for each model:

MAPD(%) =
1

NT

NT

∑
j=1

|AAD j|, (3)

where NT is the number of “isotherms" considered for the entire
set of mixtures. The term “isotherms" used here refers to each
data set corresponding to a given mixture at a specific tempera-
ture, as reported in a specific paper.

To assess whether the distribution of data across different
isotherms influences the obtained results, the Mean Percentage
Deviation (MPD) was also calculated as the mean of the |PDi|
values:

MPD(%) =
1
N

N

∑
j=1

|PDi|, (4)

where N is the total number of data considered across the mixture
and temperatures. Finally, the maximum values of PD and AAD
were also obtained:

PDm = max|PDi| (i = 1, . . . ,NTi), (5)

AADm = max|AAD j| ( j = 1, . . . ,NT ), (6)

Thus, PDm represents the maximum percentage deviation of a
surface tension datum for a mixture, as reported in a particular
paper, at a specific temperature and a molar fraction, whereas
AADm represents the maximum AAD value for a set of surface
tension values for a mixture, as obtained from a particular paper,
at a given temperature.

3.3 Akaike Information Criterion.

The Corrected Akaike Information Criterion (AICc) was used to
evaluate and select the most suitable composition-dependent sur-

face tension models for the binary mixtures analyzed. AICc is an
extension of the Akaike Information Criterion (AIC) that adjusts
for finite sample sizes, particularly in cases where the ratio of
sample size to the number of model parameters (n/k) is less than
40, thus reducing the risk of overfitting when the number of data
points is limited38,39. The AICc formula is defined as:

AICc = AIC+
2k(k+1)
n− k−1

(7)

where k represents the number of adjustable coefficients in the
model, n is the sample size, and AIC is the conventional Akaike
Information Criterion given by:

AIC = n · ln
(

SSE
n

)
+2k (8)

where SSE is the sum of the squared errors. The AIC value (equa-
tion 8) balances the improvement of the fit, as measured by SSE,
with a penalty for increasing the number of parameters (k). This
penalty is further adjusted by the sample size (n) in AICc (equa-
tion 7), reducing the likelihood of overfitting when there are rel-
atively few data points compared to the number of parameters
in the model. A lower AICc value indicates a better balance be-
tween fit and complexity, with smaller values suggesting a more
parsimonious model. AICc values were initially calculated for all
isotherms across all cases studied. However, isotherms with only
three or four data points were finally excluded from the calcula-
tion of AICc, as it becomes inconsistent when n= k, where the cor-
rection term turns negative, or when n−k = 1, which results in an
undefined correction term. Although this issue specifically affects
models with three adjustable parameters, these isotherms were
removed for all models to ensure the same number of isotherms
in each case, allowing for a consistent comparison.

4 Results and discussion
This section is divided in various subsections, beginning with an
analysis of the results obtained using the specific correlations pro-
posed by Mulero et al.74 for the pure n-alkanes investigated. The
results for the mixtures of n-alkanes are then presented and ana-
lyzed separately, considering different cases:

- Case 1: the surface tension for the pure fluids included in
the mixtures has been measured by the authors who provided the
data for the mixtures.

- Case 2: the authors who provided the data for the mixtures
have measured the surface tension for only one of the pure fluids
in the mixtures, but not for the other.

- Case 3: the authors who provided the data for the mixture did
not measure the surface tension values for any of the pure fluids
in the mixtures.

- Case 4: the selected temperature is higher than the critical
point temperature of one of the components. Then, its surface
tension is considered as zero.

Moreover, in Cases 1, 2 and 4 two options are considered: A)
using the experimental values for the pure fluids as input param-
eters, or B) calculating these values from the specific correlation
proposed by Mulero et al. for each n-alkane, i.e. by combining
these specific correlations with the models for mixtures.
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For each mixture, temperature, and data source, the available
experimental values were fitted using the models included in Ta-
ble 1. In the case of the RK model, using just one adjustable
coefficient yielded poor fits. Testing the simplified case with A=B
(C=0) also produced unsatisfactory results. Similarly, using A=B
with C as a second coefficient performed worse than other mod-
els, leading to the rejection of these three RK variants. Conse-
quently, only RK models with two and three adjustable coeffi-
cients (RK2 and RK3) were considered. For the JOAC model, one
to three adjustable coefficients were tested, resulting in the vari-
ants JOAC1, JOAC2, and JOAC3.

In summary, four models with just one adjustable coefficient
(EBE, WSD, BCRG and JOAC1), 6 with two coefficients (RK2,
FLW, CW, QYDH, JOAC2, SIGMO), and 3 with three coefficients
(RK3, SFF, JOAC3) were evaluated. In each case, the available
data were fitted to all models and the results are presented in
subsections 4.2 to 4.5 for the different cases considered. Details
of each one of the results are available upon request. Before
presenting these results, the performance of specific correlations
for pure n-alkanes is analyzed in subsection 4.1

4.1 PREVIOUS RESULTS FOR PURE n-ALKANES

A total of 12 different pure alkanes are considered as components
of the binary mixtures. As a first step, the accuracy of the correla-
tions proposed by Mulero et al.74 is assessed by specifically com-
paring them with the experimental data available for the pure flu-
ids in these selected mixtures. Although these correlations have
been validated previously, their evaluation was based on the con-
sideration of a larger dataset from various sources and over a
wider temperature range. In the present work, however, the fo-
cus is solely on the data provided by the authors for the specific
mixtures and temperatures under investigation.

The percentage deviations between 107 experimental sur-
face tension values for the 12 pure fluids obtained from
Refs.15–17,61–64,68,69,73 and those calculated using the specific
correlations proposed by Mulero et al.74 for each n-alkane are
listed in Table 3. As it has been previously indicated, in the case
of the data obtained in Refs.26,69,70, the given temperature is the
mean of a series of measurements.

As shown in Table 3, even when data for a particular fluid at a
given temperature are available from the same authors, the per-
centage deviations may still vary. For example, for decane at
323.15 K and hexane at 303.15 K two different values are pro-
vided by Pugachevich and Belyarov61. These discrepancies arise
because these values were obtained from different mixtures and,
consequently, under different experimental conditions. Neverthe-
less, the |PD| for this fluid at this temperature can be considered
as very similar.

On the other hand, it is observed that the same authors may
obtain significantly different values for the same fluid and tem-
perature when experiments are conducted in different years. For
example, for pure heptane at 293.15 K, the values reported by
Mohsen-Nia17 and Mohsen-Nia et al.16 differ noticeably, with

percentage deviations of 0.48% and 4.28%, respectively, with re-
spect to the specific correlations by Mulero et al. However, such
discrepancies are not observed for other temperatures, as the
same authors report nearly identical values for heptane at 323.15
K.

Of the 107 values considered, 58 have PDs below 1% (one of
them being 0.00%), and 88 have PDs below 2%. This demon-
strated the excellent performance of the specific correlations pro-
posed by Mulero et al. for these fluids and temperatures. Only in
5 cases does the deviation exceed 4%, with the maximum devia-
tion being 6.61%. The highest deviations are observed for pen-
tane at 318.15 K and 323.15 K when considering the experimen-
tal values provided by Mohsen-Nia17 and by Mohsen-Nia et al.16,
respectively. Although the data from these two references are in
good agreement with each other, they show discrepancies when
compared to other values obtained at similar temperatures by dif-
ferent authors, as shown by Mulero et al.74.

As expected, in cases for which the data for pure fluids show
discrepancies with respect to the specific correlations by Mulero
et al. , the highest maximum percentage deviations will be
obtained for the mixtures considered in cases 1B, 2B, 3, and 4B.
However, these high deviations should not be attributed to the
behavior of the mixture models. On the contrary, if a percentage
deviation greater than that observed for pure fluids is found for
a particular mixture and temperature, it can be attributed either
to the experimental data behavior for that mixture or to the
performance of the mixture model.

4.2 RESULTS FOR CASE 1

This subsection presents the results from fitting the 13 selected
composition-dependent surface tension models to available data
for binary mixtures at temperatures where pure fluid values are
also available. Two scenarios are considered for comparison. In
the first case (1A), the values for the pure fluids are used as in-
put parameters. In the second case (1B), the specific correlations
proposed by Mulero et al.74 for pure n-alkanes are incorporated
into the models, and the resulting adjustable coefficients and de-
viations also account for the discrepancies observed in the pure
fluids data (i.e., associated with the incorporation of the specific
correlations).

A total of 17 mixtures were considered, covering temperatures
between 133.15 K and 353.15 K, yielding 69 isotherms. For some
mixtures and temperatures, data from two or more different au-
thors were available; in these cases, each dataset was considered
separately, resulting in different isotherms. The number of data
points for each mixture and temperature ranged from 5 to 15, in-
cluding those for pure fluids (case 1B). However, when pure fluid
data were used as references (i.e., as input parameters), the num-
ber of data points for each mixture and temperature ranged from
3 to 13 (case 1A).

For each case studied, the percentage deviations given in Eqs.
(1) to (6) have been calculated. Additionally, the number of
isotherms reproduced by each model with AAD values below cer-
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Table 3 Absolute values of the percentage deviations, |PD|, between experimental surface tension values for the pure fluids investigated, σExp, and
those calculated, σCal , using the specific correlations proposed by Mulero et al. 74 The calculated values are presented with only two decimal places;
however, the percentage deviations were obtained using the model-provided values for the pure fluids, i.e., with higher number of decimals.

FLUID Ref. T (K) σExp (mN/m) σCal (mN/m) |PD|(%)
Decane 62 293.15 24.47 23.85 2.56
Decane 61 303.15 22.87 22.92 0.21
Decane 62 303.15 23.35 22.92 1.85
Decane 73 303.15 22.91 22.92 0.03
Decane 15 313.15 22.33 22.00 1.49
Decane 61 313.15 21.98 22.00 0.07
Decane 62 313.15 22.45 22.00 2.02
Decane 15 323.15 21.43 21.08 1.62
Decane 61 323.15 21.10 21.08 0.08
Decane 61 323.15 21.14 21.08 0.27
Decane 62 323.15 21.55 21.08 2.17
Decane 15 333.15 20.54 20.18 1.76
Decane 61 333.15 20.23 20.18 0.25
Decane 62 333.15 20.60 20.18 2.05
Decane 15 343.15 19.66 19.28 1.92
Decane 61 343.15 19.35 19.28 0.35
Decane 61 353.15 18.45 18.39 0.3
Decane 61 353.15 18.46 18.39 0.35
Docosane 15 323.15 27.42 26.96 1.69
Docosane 15 333.15 26.60 26.23 1.38
Docosane 15 343.15 25.79 25.51 1.08
Dodecane 73 303.15 24.47 24.47 0.00
Eicosane 15 313.15 27.58 27.57 0.03
Eicosane 62 313.15 27.62 27.57 0.17
Eicosane 15 323.15 26.67 26.62 0.17
Eicosane 62 323.15 26.74 26.62 0.43
Eicosane 15 333.15 25.85 25.7 0.59
Eicosane 62 333.15 25.96 25.7 1.02
Eicosane 15 343.15 25.01 24.79 0.88
Eicosane 62 343.15 25.09 24.79 1.20
Ethane 63 133.15 25.32 24.56 3.00
Ethane 63 173.15 18.26 18.00 1.40
Ethane 63 193.15 15.01 14.81 1.32
Ethane 63 233.15 8.77 8.70 0.82
Ethane 63 253.15 5.77 5.85 1.32
Ethane 63 263.15 4.48 4.50 0.36
Ethane 63 273.15 3.20 3.21 0.41
Ethane 63 283.15 1.96 2.02 2.97
Heptane 62 293.15 20.53 20.22 1.52
Heptane 16 293.15 21.12 20.22 4.28
Heptane 17 293.15 20.12 20.22 0.48
Heptane 64 293.35 20.30 20.20 0.51
Heptane 16 298.15 19.63 19.72 0.44
Heptane 64 303.05 19.31 19.23 0.43
Heptane 61 303.15 19.37 19.22 0.79
Heptane 62 303.15 19.04 19.22 0.93
Heptane 61 303.15 19.49 19.22 1.40
Heptane 16 305.15 18.93 19.02 0.47
Heptane 15 313.15 18.42 18.23 1.05
Heptane 61 313.15 18.33 18.23 0.58
Heptane 62 313.15 18.50 18.23 1.48
Heptane 16 318.15 17.65 17.73 0.48
Heptane 15 323.15 17.41 17.24 0.95

10 | 1–29Journal Name, [year], [vol.],

Page 10 of 30Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 6

/2
/2

02
5 

10
:2

8:
37

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
DOI: 10.1039/D5CP01354B

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5cp01354b


FLUID Ref. T (K) σExp (mN/m) σCal (mN/m) |PD|(%)
Heptane 61 323.15 17.36 17.24 0.67
Heptane 62 323.15 17.44 17.24 1.13
Heptane 16 323.15 17.13 17.24 0.67
Heptane 17 323.15 17.15 17.24 0.55
Heptane 15 333.15 16.42 16.27 0.90
Heptane 61 333.15 16.46 16.27 1.15
Heptane 62 333.15 16.50 16.27 1.38
Heptane 15 343.15 15.32 15.31 0.06
Heptane 61 343.15 15.38 15.31 0.45
Heptane 61 353.15 14.35 14.36 0.07
Hexadecane 16 293.15 27.57 27.54 0.09
Hexadecane 62 293.15 28.12 27.54 2.05
Hexadecane 64 293.35 27.40 27.53 0.46
Hexadecane 16 298.15 27.15 27.11 0.13
Hexadecane 64 303.05 26.63 26.69 0.24
Hexadecane 62 303.15 27.05 26.68 1.35
Hexadecane 16 305.15 26.53 26.51 0.06
Hexadecane 62 313.15 26.26 25.83 1.63
Hexadecane 16 318.15 25.43 25.41 0.08
Hexadecane 16 323.15 24.97 24.99 0.07
Hexadecane 62 323.15 25.30 24.99 1.24
Hexadecane 62 333.15 24.40 24.15 1.03
Hexadecane 62 343.15 23.51 23.32 0.82
Hexane 61 303.15 17.48 17.38 0.59
Hexane 61 303.15 17.24 17.38 0.79
Hexane 61 313.15 16.40 16.35 0.31
Hexane 61 323.15 15.53 15.33 1.29
Hexane 61 333.15 14.35 14.32 0.20
Hexane 61 343.15 13.17 13.32 1.15
Hexane 61 353.15 12.09 12.34 2.03
Methane 63 133.15 8.87 8.81 0.31
Methane 63 173.15 2.00 2.02 1.05
Octane 61 313.15 19.83 19.71 0.59
Pentane 16 293.15 15.93 15.99 0.37
Pentane 17 293.15 15.94 15.99 0.30
Pentane 16 298.15 15.31 15.44 0.84
Pentane 17 298.15 15.30 15.44 0.91
Pentane 16 305.15 14.37 14.68 2.12
Pentane 17 305.15 14.36 14.68 2.20
Pentane 16 318.15 12.61 13.27 5.26
Pentane 17 318.15 12.60 13.27 5.34
Pentane 16 323.15 11.96 12.74 6.52
Pentane 17 323.15 11.95 12.74 6.61
Propane 68 258.15 12.12 12.08 0.30
Propane 69 272.20 8.52 8.85 3.84
Propane 68 283.15 6.39 6.41 0.27
Propane 69 285.05 4.58 4.68 2.26
Propane 68 303.15 2.57 2.57 0.18
Propane 69 303.34 10.30 10.24 0.58
Propane 68 318.15 8.37 8.55 2.19
Propane 68 338.15 6.48 6.38 1.47
Tetracosane 15 323.15 26.67 27.16 1.84
Tetracosane 15 333.15 27.05 26.45 2.23
Tetracosane 15 343.15 26.22 25.74 1.83
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tain predefined thresholds has also been obtained. This calcu-
lation is not performed for models with three adjustable coef-
ficients, as only three data points are available in some cases,
resulting in zero deviations. For these models, the number of
isotherms reproduced with low AAD values is expected to be very
similar, and no additional insights can be gained from this com-
parison. All the detailed results are available upon request.

4.2.1 Results for case 1A

The results for case 1A, where the experimental surface tension
values for both pure fluids are used as input parameters, are sum-
marized in Table 4. This table includes data from 69 isotherms
corresponding to 17 mixtures, with a total of 328 surface tension
measurements at various molar fractions. Each isotherm contains
between 3 and 13 data points, excluding the values for the pure
fluids. Additionally, fits using 3 data points and three adjustable
coefficients are also presented, although they obviously result in
zero deviations. It is important to note that this occurs in 25 out
of the 69 isotherms considered. Moreover, there are three other
isotherms for which only 4 data points are used for the fitting.
Further details are available upon request.

Interestingly, for each model, the associated MAPD and MPD
yield very similar values, showing that the data are well dis-
tributed in the different mixtures and isotherms. The MAPD val-
ues range from 0.08% to 0.51%, while the MPD values fall be-
tween 0.10% and 0.64%. This result shows that choosing either
deviation to assess the validity of the models does not appear to
be significant.

The highest values for MAPD, MPD, AADm, and PDm corre-
spond to the JOAC1 model. For instance, the AADm value for
this model is 6.41%, obtained for the methane+ethane mixture
at 173.15 K. This isotherm contains the highest number of data
points (a total of 13, obtained from63). Notably, the AADm val-
ues for the other models are also located at the cited temperature
and mixture, with the only exception of BCRG. In particular, the
PDm for this isotherm and the JOAC1 model reaches 13.07%, oc-
curring at molar fractions around 0.8.

Moreover, it should be noted that the JOAC2 correlation is
also unable to reproduce all the isotherms with AADs below 2%,
unlike the rest of the models. Additionally, a PDm value of
5.49% is obtained in this case (which once again corresponds
to the methane+ethane mixture at 173.15 K), whereas for the
other models, the PDm values consistently remain below 4.3%.
Since the other models perform significantly better for the same
isotherm, the high deviations are not due to discrepancies or
‘bad’ data but rather to the analytical expression proposed by this
model.

Based on these results, it can be concluded that, at least for the
composition-dependent surface tension models used in this study,
using the natural logarithms of the surface tension, as in the JOAC
model, does not improve the results obtained with other simpler
analytical expressions.

Aside from the JOAC1 model, the other three models with one
adjustable coefficient perform similarly, with MAPDs and MPDs
being equal to or below than 0.4%. The EBE model obtained the
lowest values, which can reproduce all the isotherms with AADs

≤ 1.50% and 45 out of the 69 ones with AADs ≤ 0.3%. The
WSD and BCRG models also show similar performance, with the
only difference being that AADs in the range from 1% to 2% are
obtained for two isotherms (see Table 4. From a practical point of
view, it must be noted that the BCRG model contains logarithms.
However, this does not mean a clear advantage in the obtained
results, and it can result in slightly more difficulty to manage from
a mathematical point of view.

The correlations with two adjustable coefficients allow for
MAPDs ranging from 0.22% to 0.40%, with the highest value
achieved by the SIGMO model. This empirical model is the most
recent one, and it has been shown to be effective in reproducing
isotherms in which the data exhibit an "S" shape when plotted
against the molar fraction36. According to the results obtained
here for n-alkane mixtures, this model can reproduce all the se-
lected isotherms with AADs below 1.5% and PDs below 3.4%.
This can be considered as a good result overall, but it falls short
when compared to the performance of other models. Specifically,
the SIGMO model can reproduce only 30 isotherms with AAD ≤
0.3%, whereas for the other five two-coefficient models, this num-
ber increases to at least 48. Moreover, its MAPD and MPD values
are slightly higher than those obtained with most of the models
that have only one adjustable coefficient (see Table 4).

On the other hand, it is evident that the FLW model is more
analytically complex than the other two-coefficient models. How-
ever, as shown in Table 4, there are other simpler models that
achieve the same accuracy, yielding lower AADm and PDm val-
ues.

As previously said, QYDH includes adjustable coefficients with
certain physical significance53. Nevertheless, one of these coef-
ficients is an exponent, which adds complexity to the fitting pro-
cedure. While the mentioned disadvantages can be addressed,
careful attention must be given to the applied mathematical pro-
cedures.

As can be seen in Table 4, the RK2, CW, and QYDH models
yield nearly identical percentage deviations and reproduce a sim-
ilar number of isotherms with low AAD values. The RK2 model
is purely empirical but has the advantages of not including a de-
nominator and containing only linear adjustable coefficients. The
CW model has a certain theoretical basis; however, as explained
earlier, it includes a denominator that could potentially reach a
value of zero in some cases, so caution must be taken during the
fitting process. In this case, it must be taken into account that
for the heptane + decane mixture at 303.15 K, the value of the
“a" coefficient for the CW model must be a = 0.9... (with 20 nines
after the decimal point) to avoid the vertical asymptote located
exactly at a = 1.

The behavior of both the EBE and CW models for this mixture
is shown in Fig. 1 at four different temperatures. Data from
two different sources,61 and62, are available but do not agree
well. The data from each source were fitted separately. As shown
in the inset figure, at 303.15 K, the CW model does not behave
properly at the highest mole fraction values, failing to avoid the
asymptotic value when considering the data from Rolo et al. .
This issue is not apparent in the main figure, but it is clear that
the data trend is not suitable in this mole fraction range. Never-
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Table 4 Calculated deviations for each correlation model. Case 1A. MAPD was obtained for 69 isotherms, MPD for 328 data, AADmax for a given
isotherm, and PDm for a given datum

MODEL Ncoef Tipo MAPD MPD AADm PDm Number of isotherms with AAD ≤
(%) (%) (%) (%) 0.3% 0.5% 0.8% 1% 1.5% 2.0% >2% >5%

EBE 1 Phys-chem 0.35 0.36 1.50 3.86 45 53 64 66 69
WSD 1 Phys-chem 0.37 0.40 1.96 4.21 41 56 63 67 68 69
BCRG 1 Phys-chem 0.38 0.39 1.75 3.87 40 53 63 67 68 69
JOAC1 1 Emp 0.51 0.64 6.41 13.07 32 45 59 63 68 68 1 1
RK2 2 Emp 0.22 0.25 1.22 3.04 57 62 66 67 69
FLW 2 Phys-chem 0.31 0.33 1.91 4.04 48 58 64 66 68 69
CW 2 Phys-chem 0.22 0.25 1.39 3.63 58 62 65 68 69
QYDH 2 Phys-chem 0.23 0.26 1.46 3.32 56 61 66 68 69
JOAC2 2 Emp 0.25 0.30 2.63 5.49 57 61 66 67 68 68 1
SIGMO 2 Emp 0.40 0.42 1.48 3.36 30 52 62 64 69
RK3 3 Emp 0.08 0.10 0.64 2.66
SFF 3 Emp 0.17 0.18 1.02 3.05
JOAC3 3 Emp 0.08 0.11 0.80 1.80

Fig. 1 Comparison between experimental data and theoretical data for
the heptane+decane mixture at different temperatures using experimen-
tal data for pure fluids (case 1A). Points: (circle) experimental data of
Pugachevich and Beglyarov 61, (diamond) experimental data of Rolo et
al. 62. Colors: (black) 303.15 K, (red) 313.15 K, (green) 323.15 K, (blue)
333.15 K.

theless, the CW model performs well for the other data available
at the same temperature, as well as for all other temperatures. In
general, the EBE model with a single adjustable coefficient can
accurately reproduce the three data points available from Ref.62.
On the other hand, the 5 data points from Ref.61 are better repre-
sented by the CW model, as the trend is less clear, with the data
oscillating around the values predicted by the model.

As expected, the use of three-adjustable coefficients results in
a clear improvement in the correlations, which is not surprising
given that, in some cases, the number of fitted data points is fewer
than 5. In fact, the mean MAPD values decrease from 0.27 to
0.11 when using the three-coefficient models rather than the two-
coefficient models.

Therefore, any of the three-coefficient models considered (RK3,
SFF, and JOAC3) can be used accurately. However, it is evident











0.0 0.2 0.4 0.6 0.8 1.0
16

18

20

22

24

26

x1 (mole fraction of heptane)

σ
/
(m
N
/m

)
 exp

SFF

RK3

JOAC3

Fig. 2 Comparison between experimental data and theoretical data for
the heptane+hexadecane mixture at different temperatures using experi-
mental data for pure fluids (case 1A). Experimental data of Rolo et al. 62.
Colors: (black) 313.15 K, (blue) 323.15 K, (red) 333.15 K.

that the SFF model yields the highest deviations, as it can be
shown that the value of the coefficient d3 is restricted to be d3 ≥ 0,
which is not the case for the coefficients in RK3 and JOAC3, mak-
ing the use of these last preferable. As an example, Figure 2
shows that the SFF model performs well for heptane+hexadecane
at 333.15 K, but it cannot reproduce the experimental value at
x = 0.5, as this value appears to be lower than expected. As a
result, a non-zero deviation is obtained even though there are
only three experimental data points and the model uses three
adjustable coefficients. On the other hand, the RK3 and JOAC3
models are more ‘flexible’ and can reproduce all the data perfectly,
but they need to deviate from regular behaviour.

The RK3 and JOAC3 models lead to slightly different values of
AADm and PDm. The RK3 model can reproduce all the isotherms
with an AAD below 0.65%, while the AADm for the JOAC3 model
is 0.8%. However, when considering each data point individu-
ally, the JOAC3 model can reproduce all of them with PDs of less
than or equal to 1.8%, whereas this value increases to 2.66% for
the RK3 model. Considering their analytical form, the RK3 model
has the slight advantage of not requiring the use of natural loga-
rithms. Nevertheless, in some situations, RK3 could give negative
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values (it was not the case for the mixtures considered here),
which is an unacceptable result, while JOAC3 always yields posi-
tive values.

As mentioned earlier, there are 25 isotherms for which only 3
data points are available (75 data points in total), and another
three isotherms with four selected data points (12 data points
in total, excluding those for the pure fluids). As explained
later, the Akaike criterion cannot be applied to models with
three adjustable coefficients when fewer than 5 data points are
available for an isotherm, so the isotherms with n = 3 and 4
were discarded in all cases to allow for a meaningful comparison.
Therefore, it is interesting to observe the effect of excluding
isotherms with 3 or 4 data points from the calculation of the
mean deviations. In this particular case, the results obtained
in terms of mean deviations are practically the same (files are
available upon request). For instance, the maximum difference
between including or excluding these isotherms is observed for
the JOAC3 model, where the MAPD increases from 0.08% to
0.13%. This suggests that all the isotherms with more than 3
data points are very well reproduced.

4.2.2 Results for case 1B

The results for case 1B, in which the experimental values of the
surface tension of pure components are replaced with a model or
correlation, are presented in Table 5. The primary objective is to
analyze the behavior and performance of the combination of the
pure-component correlations with the mixture models, compar-
ing their results to each other and to those previously obtained in
case 1A.

As previously explained, in this case, the experimental values
for the pure fluids are treated as data rather than input parame-
ters. Consequently, the number of data points considered for each
isotherm ranges from 5 to 15, resulting in a total of 466 values.

As in case 1A, the MAPD and MPD results are very similar
across the different models. However, as expected, they are
higher than those obtained in the previous case. Specifically, the
MAPD ranges from 0.43% to 0.74%, whereas the MPDs varies
from 0.42% to 0.81%. As in the previous case, the highest per-
centage deviations are observed when using the JOAC1 model.
Specifically, a maximum percentage deviation (PDm) of 12.57%
is obtained for methane+ethane at 173.15 K and molar fractions
around 0.8. Due to its poor performance, this model must be dis-
carded, and the number of isotherms reproduced with an AAD
below a specified threshold is omitted from Table 5.

The remaining models with one adjustable coefficient perform
well, achieving MAPD and MPD values of approximately 0.7%.
Notably, the WSD model delivers the best results, yielding the
lowest MAPD, MPD, and AADm values. Furthermore, it is the
only one-coefficient model capable of reproducing 60 isotherms
with an AAD ≤ 1% and all isotherms with AAD ≤ 2%. The other
two one-coefficient models produce comparable, though slightly
inferior, results. As observed, the PDm value for these three mod-
els, as well as for all the others (except for JOAC1), consistently
takes a value of 6.61%. This is clearly due to the discrepancy be-
tween the value obtained using the specific correlation by Mulero

et al. and the experimental value for pentane at 323.15 K re-
ported by Mohsen-Nia17. This issue is detailed in Table 3 and
was previously discussed in Section 4.1.

As a clear example of the good performance of the 1-coefficient
models, Fig. 3 shows the results obtained for hexane+octane at
313.15 K. It can be seen that the models reproduce the exper-
imental data accurately, with the highest deviations due to the
disagreement between the experimental value provided by Pu-
gachevich and Beglyarov61 and the obtained from Mulero et al.
correlation for pure hexane and octane. It must be taken into ac-
count that Mulero et al. considered a collection of data in their
proposed correlations, so some deviations can be found with re-
spect to some specific experimental results. In any case, at least
here the deviations are not higher than 0.6% as shown in Fig. 3b.

The results obtained with correlation models using two ad-
justable coefficients show that RK2, CW, and QYDH yield the best
performance, with MAPDs and MPDs below 0.6% and AADs be-
low 1.9%. For these three correlations, no significant differences
are observed in the distribution of isotherms with AADs below a
specified threshold. For instance, all three models are able to re-
produce data for at least 60 isotherms with AADs of 1% or lower.
It is worth to mention that the CW correlation achieves the low-
est AADm value (1.5%), but in the particular case of the pentane
+ heptane mixture at 323.15 K, the adjustable coefficient takes a
value a = 0.9... (with 15 nines after the decimal point) to avoid
the vertical asymptote.

The FLW and SIGMO models perform well, but their results are
slightly worse than those of the three models mentioned earlier,
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(a) Surface tension for the hexane+octane mixture.
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(b) PD(%) values for the hexane+octane mixture.

Fig. 3 Comparison between experimental and calculated values of surface
tension for hexane+octane at 313.15 K and values of PD(%) considering
case 1B. Experimental values of Pugachevich and Beglyarov 61.
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Table 5 Calculated deviations for case 1B. MAPD was obtained for 69 isotherms, MPD for 466 data, AADmax for a given isotherm, and PDm for a
given datum.

MODEL Ncoef Tipo MAPD MPD AADm PDm Number of isotherms with AAD ≤
(%) (%) (%) (%) 0.3% 0.5% 0.8% 1% 1.5% 2.0% >2%

EBE 1 Phys-chem 0.68 0.68 2.06 6.61 13 26 45 56 67 68 1
WSD 1 Phys-chem 0.65 0.66 1.98 6.61 12 30 48 60 66 69
BCRG 1 Phys-chem 0.71 0.71 2.10 6.61 12 26 44 53 67 68 1
JOAC1 1 Emp 0.74 0.81 5.31 12.57
RK2 2 Emp 0.57 0.58 1.77 6.61 17 34 55 60 68 69
FLW 2 Phys-chem 0.64 0.63 1.84 6.61 14 26 48 60 67 69
CW 2 Phys-chem 0.56 0.56 1.50 6.61 16 34 57 61 69 69
QYDH 2 Phys-chem 0.58 0.59 1.88 6.61 15 32 57 61 68 69
JOAC2 2 Emp 0.60 0.62 2.49 6.61
SIGMO 2 Emp 0.67 0.67 1.90 6.61 8 23 46 61 68 69
RK3 3 Emp 0.43 0.42 1.54 6.61 28 43 66 68 68 69
SFF 3 Emp 0.53 0.52 1.98 6.61 20 36 60 62 68 69
JOAC3 3 Emp 0.43 0.43 1.57 6.61 28 42 63 67 68 69

and similar to those obtained from some one-coefficient models.
For example, the SIGMO model can reproduce only 8 isotherms
with AAD ≤ 0.3%, while certain one-coefficient models can re-
produce 12 or 13 isotherms with the same AAD threshold.

The highest AADm (2.49%) was obtained with the JOAC2
model. Although this model provides adequate results, it does
not offer an improvement compared to the others. As a result,
the number of isotherms reproduced with AAD values below a
specified threshold is not included in Table 5.

When using three adjustable coefficients, the SFF model yields
slightly worse results than the RK3 and JOAC3 models. While
the MAPD and MPD values obtained with these three models are
lower than those using one or two adjustable coefficients, the de-
crease is not so important. It is important to note that, in this case,
only five data points are considered for some isotherms, which are
fitted using three adjustable coefficients.

When comparing the best correlation models using one ad-
justable coefficient with those using two or three, it is evident
that the improvement in MAPDs and MPDs is modest. In all
cases, these deviations remain low, always below 1%. On the
other hand, as expected, models with a higher number of ad-
justable coefficients can reproduce a greater number of isotherms
with AADs below a specified threshold. For instance, the WSD
correlation reproduces 48 isotherms with an AAD ≤ 0.8%, while
the CW and QYDH models with two coefficients reproduce 57,
and the RK3 correlation reproduces 66.

For pentane+hexadecane a PDm of 6.52% is obtained for all
the correlations, which is due to the disagreement between the
experimental value for pure pentane at 323.15 K reported by
Mohsen-Nia16 and the obtained by using the specific correlation
by Mulero et al.74, as it is shown in Table 3. In fact, this datum
was eliminated for the data set used by Mulero et al. to obtain
the proposed correlation, as it was in clear disagreement with the
rest of the available data at similar temperatures.

When comparing cases 1A and 1B, the general trends remain
consistent, with MAPD and MPD yielding similar values and the
model fit improving as the number of adjustable coefficients

increases from one to two or three. Although the overall accuracy
shows a slight decrease, the impact remains minimal, with
deviations consistently staying below 1%. Therefore, using the
correlations of Mulero et al. for pure compounds in models
for mixtures is a reliable approach when experimental data are
unavailable, as it does not significantly affect the performance
of these models. This method provides a practical solution in
cases where obtaining experimental data for pure compounds
is challenging or expensive, serving as a feasible alternative for
precise modeling.

4.3 RESULTS FOR CASE 2

In this case, isotherms are included for which experimental data
are available for one of the pure fluids but not for the other. One
reason for the absence of the surface tension value for one pure
fluid is that the mixture measurements were made at a tempera-
ture below the triple point temperature of the substance. Another
reason, as in the case of the pentane+heptane mixture, is that
the surface tension values for one of the pure fluids were mea-
sured at temperatures close to those used for the mixture, but not
at exactly the same temperature17. As seen in Table 2 only four
mixtures are included, with a total of 6 isotherms. Unfortunately,
the number of data points available for each isotherm, including
the value for one of the pure fluids, ranges from 3 to 5, except for
the pentane+heptane mixture, which has nine values.

Two different sub-cases are considered here. In Case 2A, the
specific correlations proposed by Mulero et al.74 are applied to
one of the fluids, whereas in Case 2B, they are used for both flu-
ids. It is important to note that these specific correlations are
valid only within a fixed temperature range. Therefore, in cases
where the isotherm is below the triple point of one of the fluids,
the specific correlation must be used to obtain an extrapolated
value, which, of course, cannot be directly compared with experi-
mental data. The coefficients used to apply these correlations can
be found in the Supplementary Information.
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4.3.1 Case 2A

As illustrated in Table 2, this case includes only four mixtures and
six isotherms. Specifically, three isotherms are considered for the
pentane+heptane mixture, each containing eight data points. For
the remaining mixtures, a single isotherm is considered, with 3 to
5 data points corresponding to different molar fraction values.
The experimental values for pure decane, heptane, and pentane
are used as input parameters for each model.

For pure docosane and tetracosane, the isotherms consid-
ered fall below either the triple-point temperature reported by
DIPPR75 or the minimum temperature specified in the correla-
tions provided by Mulero et al.74. Despite this, these correlations
are utilized, and the resulting values should be regarded as ex-
trapolated. While they cannot be compared to experimental data,
they remain valuable for the application of the models considered
in this study.

The summary of results of this case is shown in Table 6.

As observed, all the one-coefficient models provide satisfactory
overall results, with MAPDs around 0.5%, and with the JOAC1
and WSD models performing slightly better than EBE and BCRG.
The MPD values are slightly lower than the MAPDs, and the high-
est PDm (3.16%) is obtained by using the BCRG model for the
decane+docosane mixture at 313.15 K and x = 0.815. The other
three models with one adjustable coefficient produce similar PDm
values (near 3%). As can be seen in Fig. 4, the experimental value
for pure decane deviates from the trend exhibited by the values at
lower molar fractions. Then the highest AADs are associated with
the decane+docosane mixture. From a practical point of view, it
must be noted that both BCRG and JOAC1 contain logarithms in
their analytical expressions, which does not seem to influence the
results. In contrast, it can mean slightly more difficult mathemat-
ical management.

When two coefficients are considered, the MAPDs and MPDs
are reduced to approximately half of those obtained with the
one-adjustable coefficient models. The highest deviations are ob-
served with the SIGMO model, whereas the CW model yields the
highest PDm value, which is found again for the decane + do-
cosane mixture. The main difference between the CW model and
the other models lies in its lower "flexibility", which prevents it
from accurately capturing the different behaviors of the data at
high and low molar fractions. In contrast, the other models re-
produce well both of these molar fraction ranges, although they
might exhibit an “artificial" curvature.

In the case of three adjustable coefficients, the highest AAD
value is 0.25%, while the highest PDm is 0.78%, both correspond-
ing to the pentane + heptane mixture at 298.15 K. In general, the
obtained MAPDs are approximately half of those found in the case
of two-coefficient models. It is important to note that for the hep-
tane + docosane mixture, only three data points are available (in
addition to the pure heptane data). Overall, the SFF model is
slightly less accurate than the RK3 and JOAC3 models. However,
as illustrated in Fig. 4, when the number of data points is low,
the RK3 and JOAC3 models do not perform well at both low and
high mole fractions. This behavior arises because these models
attempt to simultaneously reproduce all available data at inter-

mediate mole fractions while also matching the experimental or
predicted values for the pure components.

When mixtures with only 3 or 4 data points are excluded, the
number of isotherms is reduced to 4, and the total number of data
points decreases to 29. For one-coefficient models, the MAPD val-
ues are lower than when all isotherms are considered, ranging
from 0.31% to 0.45%, with the JOAC1 model yielding the lowest
value. In the case of two-coefficient models, the MAPD values are
very similar, with the lowest value (0.22%) obtained for the CW
model. Similarly, the reduction to 4 isotherms has only a slight ef-
fect on three-coefficient models, yielding MAPD values of 0.11%
for RK3 and JOAC3, and 0.19% for SFF. Since the decane + do-
cosane mixture is excluded, the AADm and PDm values are lower
than when it is included. However, the overall analysis remains
largely unaffected by whether 4 or 6 isotherms are considered.

4.3.2 Case 2B

In this case, the values for the surface tension of both pure fluids
are taken from the specific correlations proposed by Mulero et
al.74. The number of data points considered for each isotherm
ranges from 4 to 9, with a total of 42 values across six isotherms.
Results are shown in Table 7.

The PDm values, around 5.3%, are primarily due to discrepan-
cies between the experimental values provided by Mohsen-Nia et
al.17 for pentane+heptane at 318.15 K (x1 = 0.971 or x1 = 1). As
shown in Table 3, the values reported by these authors for pure
pentane at temperatures around 320 K16,17 do not align well with
those from the Mulero et al. specific correlation. This indicates
that these experimental values also differ from those obtained by
other authors using experimental or estimation methods, as can
be seen in Ref.74.

The MAPDs and MPDs obtained for the models with one ad-
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16 | 1–29Journal Name, [year], [vol.],

Page 16 of 30Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 6

/2
/2

02
5 

10
:2

8:
37

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
DOI: 10.1039/D5CP01354B

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5cp01354b


Table 6 Calculated deviations for each correlation model in Case 2A. MAPD was calculated for 6 isotherms and MPD for 36 data points for the models
with one or two adjustable coefficients. The AADm was obtained for a given isotherm, and the PDm for a given data point

MODEL Ncoef Tipo MAPD MPD AADm PDm Number of isotherms with AAD ≤
(%) (%) (%) (%) 0.3% 0.5% 0.8% 1% 1.5%

EBE 1 Phys-chem 0.52 0.45 1.28 2.98 3 4 4 5 6
WSD 1 Phys-chem 0.45 0.39 0.98 2.98 2 4 5 6 6
BCRG 1 Phys-chem 0.54 0.47 1.36 3.16 3 4 4 4 6
JOAC1 1 Emp 0.46 0.39 0.88 2.77 3 4 5 6 6
RK2 2 Emp 0.24 0.24 0.44 0.99 5 6 6 6 6
FLW 2 Phys-chem 0.27 0.25 0.47 1.74 4 6 6 6 6
CW 2 Phys-chem 0.25 0.25 0.57 2.13 5 5 6 6 6
QYDH 2 Phys-chem 0.23 0.24 0.36 1.11 4 6 6 6 6
JOAC2 2 Emp 0.24 0.24 0.50 0.92 5 6 6 6 6
SIGMO 2 Emp 0.36 0.32 0.66 1.09 4 5 6 6 6
RK3 3 Emp 0.08 0.09 0.25 0.77
SFF 3 Emp 0.13 0.15 0.25 0.78
JOAC3 3 Emp 0.08 0.10 0.24 0.77
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(c) Models with three adjustable coefficients.

Fig. 4 Comparison between experimental and calculated values of surface
tension for decane+docosane at 313.15 K considering case 2A. Experi-
mental data of Queimada et al. 15.

justable coefficient are around 1%, while the AADm’s are around
2%. These deviations are nearly double when compared with
those observed in case 2A. Nevertheless, the results from these
simple models can be considered highly adequate. Specifically,
the WSD and JOAC1 models successfully reproduce 5 out of the
six isotherms with AADs ≤ 1%, with the only exception being the
pentane+heptane mixture at 318.15 K, as previously explained.

When considering two-coefficient models, it is clear that the
CW one provides the best overall results. It is the only model that
yields both an MAPD and an MPD below 0.55%, and it success-
fully reproduces all the isotherms with AADs ≤ 1%. In fact, it
delivers results that are comparable to, or even better than, those
obtained with the three-coefficient models.

As previously explained, the Akaike criterion cannot be applied
to three-coefficient models when only four data points are avail-
able for an isotherm. This is the case for the heptane + docosane
isotherm at 313.15 K, which contains just 4 data points14. If
these data points are excluded from the calculations, the MAPD
and MPD values shown in Table 7 increase slightly. The largest
increase is observed for the BCRG model, where the MAPD rises
from 1.03% to 1.16%. However, the overall analysis and conclu-

sions remain unaffected by the inclusion or exclusion of these 4
data points.

In general, comparing case 2A with case 2B reveals that the re-
sults in the latter are influenced by the discrepancies between the
correlation and the experimental values for certain pure fluids.
Nonetheless, it has been demonstrated that using the CW model
for mixtures in combination with the Mulero et al. model for pure
fluids allows for the reproduction of all isotherms with AADs be-
low 0.9%. Moreover, the PD values remain below 5.4%, which
can be considered not excessively high.

4.4 RESULTS FOR CASE 3
In this case, no available values exist for the two pure fluids in the
mixture. Therefore, the specific correlations proposed by Mulero
et al.74 must be used to obtain these values. As shown in Table
2, this case includes seven mixtures and 39 isotherms, for which
3 to 5 data points are available, resulting in 137 surface tension
values. It is important to note that for hexadecane+octacosane
and dodecane+hexadecane, only three data points are available
for each temperature (16 and 12 isotherms, respectively)26,67.
Consequently, in these cases, models with three adjustable coeffi-
cients reproduce the data without deviations.

The summary of the results obtained with each model for case
3 is presented in Table 8.

The one-coefficient models yield MAPDs and MPDs in the range
of 0.6%-0.7%, with MPDs being slightly lower. Among them, the
WSD model provides the best overall performance, accurately re-
producing 34 out of 39 isotherms with AADs ≤ 1%. However, it
should be noted that this model gives a PDm value of 3.43% for
hexadecane+octacosane at 573.2 K and x1 = 0.8426, as shown
in Fig. 5. The PDm values for EBE and BCRG are slightly be-
low 3%. On the other hand, the JOAC1 model is the only one-
coefficient model that fails to reproduce all isotherms with AADs
below 1.5%. Nevertheless, as shown in Fig. 5 it produces a PDm
value of 4.66% for hexadecane+octacosane, which is significantly
higher than those obtained with the other one-coefficient models.

Regarding the two-coefficient models, SIGMO yields results
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Table 7 Calculated deviations for each correlation model in Case 2B. MAPD was calculated for 6 isotherms, MPD for 42 data points, AADm for a
given isotherm, and PDm for a given data point

MODEL Ncoef Tipo MAPD MPD AADm PDm Number of isotherms with AAD ≤
(%) (%) (%) (%) 0.3% 0.5% 0.8% 1% 1.5% 2.0%

EBE 1 Phys-chem 1.01 1.05 2.02 5.35 0 1 2 4 5 5
WSD 1 Phys-chem 0.93 0.99 1.99 5.34 0 0 3 5 5 6
BCRG 1 Phys-chem 1.03 1.08 2.03 5.36 0 1 2 3 5 5
JOAC1 1 Emp 0.95 1.00 2.01 5.35 0 0 3 5 5 5
RK2 2 Emp 0.72 0.79 1.68 5.34 1 2 5 5 5 6
FLW 2 Emp 0.69 0.71 1.31 5.34 0 1 5 5 6 6
CW 2 Phys-chem 0.53 0.54 0.87 5.34 1 3 5 6 6 6
QYDH 2 Phys-chem 0.75 0.84 1.82 5.34 1 3 4 5 5 6
JOAC2 2 Emp 0.74 0.81 1.72 5.34 0 2 5 5 5 6
SIGMO 2 Emp 0.86 0.91 1.85 5.34 0 1 3 5 5 6
RK3 3 Emp 0.51 0.57 1.31 5.34 2 5 5 5 6 6
SFF 3 Emp 0.48 0.52 1.01 5.34 1 4 5 5 6 6
JOAC3 3 Emp 0.52 0.58 1.34 5.34 2 4 5 5 6 6

only slightly better than those obtained with the one-coefficient
models. Specifically, it reproduces only 12 isotherms with AADs
≤ 0.3%, whereas the other models of this type achieve this for at
least 20 isotherms. Nonetheless, the SIGMO model can reproduce
all isotherms with AADs ≤ 1.5%, suggesting that it maintains a
reasonable level of accuracy. Surprisingly, JOAC2 and FLW mod-
els produce PDm and AADm values comparable to those obtained
with the one-coefficient models, specifically for the hexadecane
+ octacosane mixture (see Fig. 5). The best performance is
achieved with the RK2, CW, and QYDH models, which produce
lower PDm values and accurately reproduce at least 38 out of the
39 available data points with percentage deviations ≤ 1%. On the
other hand, among these models, JOAC2 provides the poorest fit
when considering the other fitting indicators.

In relation to this case, it is important to highlight that the val-
ues of a in the CW model must not approach exactly 1 to avoid the
appearance of a vertical asymptote. In this regard, four mixtures
are identified where attention must be paid to this mathemati-
cal condition: i) heptane + undecane at 333.15 K and 373.15 K,
where the value is 0.9... (with 14 nines after the decimal point)
and 0.9... (with 20 nines after the decimal point), respectively;
ii) hexadecane + octacosane at 372.76 K, 398.44 K, 423.04 K,
and 448.17 K, where the value is 0.9... (with 12 nines after the
decimal point) at the first temperature and 0.9... (with 20 nines
after the decimal point) at the remaining temperatures; iii) hex-
adecane + undecane at 373.15 K, where a is 0.9... (with 20 nines
after the decimal point); and finally, iv) dodecane + hexadecane
at 423.09 K, with a value of 0.9... (with 20 nines after the decimal
point).

Since there are 28 out of the 39 isotherms for which only 3
data points are available, the overall percentages obtained us-
ing three-coefficient models are very low. Among these, the SFF
model produces the poorest results when compared to the RK3
and JOAC3 models. Using the latter two models, the PDm values
are ≤ 1.10% and the MAPD is only 0.04%.

When only the remaining 11 isotherms are considered (i.e.,
those with 4 or 5 data points), the difference between the three

models becomes less significant. In this case, the SFF model yields
a result similar to that obtained when all the isotherms are in-
cluded, while for RK3 and JOAC3, the MAPD increases to 0.13%
and 0.14%, respectively. Additionally, it can be confirmed that,
when only the nine isotherms with 5 data points are considered,
the MAPDs for most models are lower than when all isotherms
are included. However, for RK3 and JOAC3, the MAPDs remain
the same as when considering the isotherms with 4 and 5 data
points.
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(a) Models with one adjustable coefficient.
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Fig. 5 PD(%) for hexadecane+octacosane mixture at 573.2 K consider-
ing case 3 and different correlation models. Experimental data are those
by Yang and Wu 26.
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Table 8 Calculated deviations for each correlation model in Case 3. MAPD was calculated for 39 isotherms, MPD for 137 data points, AADm for a
given isotherm, and PDm for a given data point

MODEL Ncoef Tipo MAPD MPD AADm PDm Number of isotherms with AAD ≤
(%) (%) (%) (%) 0.3% 0.5% 0.8% 1% 1.5% 2.0% >2%

EBE 1 Phys-chem 0.63 0.60 1.41 2.95 11 16 24 30 39
WSD 1 Phys-chem 0.60 0.57 1.21 3.43 10 18 26 34 39
BCRG 1 Phys-chem 0.69 0.65 1.26 2.94 9 15 23 29 39
JOAC1 1 Emp 0.69 0.65 2.06 4.66 9 17 23 31 37 38 1
RK2 2 Emp 0.33 0.31 1.06 3.17 22 30 35 38 39
FLW 2 Emp 0.45 0.42 1.36 4.06 22 26 31 33 39
CW 2 Phys-chem 0.35 0.32 1.08 2.90 22 29 33 38 39
QYDH 2 Phys-chem 0.35 0.33 0.93 2.79 21 27 36 39
JOAC2 2 Emp 0.37 0.34 1.34 4.01 20 28 34 38 39
SIGMO 2 Emp 0.50 0.47 1.20 3.23 12 19 33 35 39
RK3 3 Emp 0.04 0.05 0.36 1.04
SFF 3 Emp 0.13 0.13 0.61 1.24
JOAC3 3 Emp 0.04 0.06 0.38 1.10

4.5 RESULTS FOR CASE 4

In this case, the temperature of the mixture exceeds the critical
temperature of at least one of the pure fluids. Following the ap-
proach of other authors19,76, the surface tension value at temper-
atures higher than the critical temperature value, as reported in
the DIPPR database,75 is considered to be zero. This results in the
exclusion of two models: WSD and JOAC. As shown in Table 1, in
the case of the WSD model, the fitting coefficient (φ12) is multi-
plied by

√
σ1σ2, and setting σ1 = 0 or σ2 = 0, eliminates the fitting

capability of the correlation. For the JOAC model, calculating the
natural logarithm of zero is not possible.

All the mixtures considered in this case contain methane,
whose critical point is around 190.6 K74,75. The other compo-
nents are ethane, propane, pentane, nonane, and decane, with
data taken from Refs.63,68–72, as shown in Table 2. Since all
isotherms considered correspond to temperatures above 190.6 K,
the surface tension of methane has been assumed to be zero in
all models. This assumption serves as a first approximation and it
means to setting σ1 = 0 in all the models analyzed, which means
that the surface tension of the mixture will be zero only when
x1 = 1. From a strict theoretical perspective, the surface tension
of the mixture should vanish at a critical molar fraction xc < x1,
which cannot be determined using correlation models, as it re-
quires an equation of state and/or other approaches36.

As shown in Table 2, this case includes five mixtures, with
a total of 21 isotherms and 158 data points. As in previous
cases, two approaches are considered: Case 4A, which uses the
experimental value for one of the pure fluids, and Case 4B, which
employs the surface tension value predicted by the correlations
proposed by Mulero et al.74. Each case is analyzed separately in
the following subsection.

4.5.1 RESULTS FOR CASE 4A.

Only two mixtures are considered in this case. For
methane+propane there are data available for five temperatures
from Ref.68 and three additional temperatures from Ref.69. In

the latter case, the measurements were taken at slightly different
temperatures for each molar fraction, so the temperature values
reported in Tables 2 and 3 represent mean values. The total num-
ber of data points for this mixture (excluding the values for pure
propane) is 65. For methane+ethane, measurements are avail-
able at six temperatures, including values for pure ethane63. Ex-
cluding the data for pure ethane, the total number of data points
considered here is 34.

The results for these two mixtures, which include 14 isotherms
and 99 data points, are presented in Table 9. As observed,
the MPD values are generally higher than the MAPD values.
This is primarily because the number of data points for each
isotherm ranges from 3 to 12. Additionally, the results for
the methane+propane mixture are noticeably worse, exhibiting
higher percentage deviations overall compared to those for the
methane+ethane mixture.

Tables 9a) and 9b) present the results for the two mixtures sep-
arately. As shown in Table 9a), the models with one adjustable
coefficient are inadequate for reproducing the available data for
the methane+propane mixture, no matter the source of data used
(68 or69). Thus, the MAPD values exceed a 34% and PDm values
greater than 284%. It is not surprising to obtain percentage devi-
ations greater than 100% when the surface tension takes values
very near to zero, because even a small absolute deviation results
in a large percentage deviation74. Nevertheless, as it is shown in
table 9a), there are other models that can reproduce all the data
with clearly lower percentage deviations.

Notably, the highest PDm values are observed for this mixture
at 303.15 K and a mole fraction of 0.452, which corresponds to
the highest mole fraction at which surface tension measurements
were taken68. As a clear example, Fig. 6a shows the results ob-
tained at 303.15 K, compared with the measurements performed
by Weinaug and Katz68. It is evident that the EBE and BCRG mod-
els fail to reproduce the data trend. The same applies to the FLW,
QYDH, and SIGMO 2-coefficient models, where the isotherms fol-
low a trend completely different from the data and even exhibit
inflection points. In contrast, the RK2 and CW models accurately
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Table 9 Calculated deviations for each correlation model in Case 4A. MAPD was calculated for 14 isotherms, MPD for 99 data points, AADm for a
given isotherm, and PDm for a given data point. Sections a) and b) show the results separately for the two mixtures considered in this case

Model Ncoef Tipo MAPD (%) MPD (%) AADm (%) PDm (%)
EBE 1 Phys-chem 21.3 23.8 46.3 284.2
BCRG 1 Phys-chem 27.9 31.0 56.8 325.6
RK2 2 Emp 1.6 1.8 4.2 13.8
FLW 2 Emp 21.2 23.8 46.3 284.2
CW 2 Phys-chem 1.6 1.8 4.2 14.6
QYDH 2 Phys-chem 8.4 9.5 20.3 105.2
SIGMO 2 Emp 8.9 10.2 21.3 111.4
RK3 3 Emp 1.3 1.5 4.2 12.9
SFF 3 Emp 2.0 2.1 4.7 15.7

a)Results for Methane+Propane. MAPD was calculated for 8 isotherms, MPD for 65 data points.

Model Ncoef Tipo MAPD (%) MPD (%) AADm (%) PDm (%)
EBE 1 Phys-chem 34.2 34.0 46.3 284.2
BCRG 1 Phys-chem 44.6 44.5 56.8 325.6
RK2 2 Emp 2.3 2.3 4.2 13.8
FLW 2 Emp 34.1 33.9 46.3 284.2
CW 2 Phys-chem 2.3 2.3 4.2 14.6
QYDH 2 Phys-chem 13.7 13.8 20.3 105.2
SIGMO 2 Emp 14.6 14.7 21.3 111.4
RK3 3 Emp 1.8 1.9 4.2 12.9
SFF 3 Emp 2.8 2.8 4.7 15.7

b) Results for Methane+Ethane. MAPD was calculated for 6 isotherms, MPD for 34 data points.

Model Ncoef Tipo MAPD (%) MPD (%) AADm (%) PDm (%)
EBE 1 Phys-chem 4.1 4.4 7.6 13.7
BCRG 1 Phys-chem 5.6 5.9 9.4 15.9
RK2 2 Emp 0.6 0.8 1.4 4.2
FLW 2 Emp 4.1 4.4 6.5 13.7
CW 2 Phys-chem 0.7 0.8 1.4 4.2
QYDH 2 Phys-chem 1.3 1.5 2.2 4.8
SIGMO 2 Emp 1.4 1.6 2.4 6.4
RK3 3 Emp 0.5 0.7 1.2 3.6
SFF 3 Emp 0.8 0.9 1.5 4.6
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reproduce this isotherm, while the 3-coefficient models provide
similar results with no clear improvement over the previous ones.

The results for the methane+ethane mixtures are different than
those for methane+propane. Thus, as can be seen in Table 9b),
for the two 1-coefficient models, the MAPDs are 4.1% and 5.6%,
respectively. These values can be considered as high when com-
pared to those obtained with models containing two adjustable
coefficients.

Regarding the overall results obtained with the two-coefficient
models, it is worth noting that, surprisingly, the FLW model yields
results nearly identical to those of the EBE one with just one ad-
justable coefficient. This occurs because one of the coefficients in
the FLW model takes on an extremely high or low value, effec-
tively making zero one of the terms in the model.

On the other hand, the CW and RK2 models are able to repro-
duce the data for the two mixtures with PDs of 14.6% or lower
and AADs of 4.3% or lower. In the application of the CW model,
it must be taken into account that for the methane + ethane
mixture at 253.15 K, the adjustable coefficient must take a value
a = 0.9... (with 20 nines after the decimal point) in order to avoid
the vertical asymptote.

Surprisingly, the SFF model, despite having three adjustable
coefficients, does not yield better results than the two previously
mentioned, while the RK3 model only slightly improves the re-
sults compared to CW or RK2.

For the QYDH and SIGMO models, the obtained results dif-
fer significantly for each mixture and fail to reproduce the sur-
face tension behavior of methane+propane, at least within the
temperature and molar fraction ranges where data are available.
Better results are obtained for methane+ethane, but with signifi-
cantly higher deviations than those offered by other models.
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(a) Models with one adjustable coefficient.
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Fig. 6 Comparison between experimental and calculated values (lines)
of surface tension for methane+propane mixture at 303.15 K considering
case 4A. Experimental data of Weinaug and Katz 68.

For the methane+propane mixture, all isotherms have five or
more data points. In contrast, for the methane+ethane mixture,
there are three isotherms with fewer than five surface tension
values available. A total of 23 data points are available for the
remaining three isotherms. When only these latter isotherms
are considered, the MAPD and MPD values obtained are slightly
higher than when all isotherms are included. For example, in
the case of the RK2, CW, and RK3 models, the MAPD increases
from around 0.6% to approximately 0.9% (this can be checked
using the data provided in the Supplementary Information).
However, this slight increase does not alter the main conclusions,
particularly the fact that some models consistently perform better
than others.

4.5.2 RESULTS FOR CASE 4B.

In this case, the surface tension value for the second component of
the mixture is obtained using the correlation proposed by Mulero
et al.74. This analysis includes the five mixtures labeled as case
4 in Table 2, considering a total of 21 isotherms and 158 data
points. However, these data are not homogeneously distributed,
as the number of data points per isotherm ranges from 3 to 13.
Consequently, the MAPD values are lower than the MPD ones.

The overall results for this case are presented in Table 10. As
shown, MAPDs in the range of 15%–20% and percentages ex-
ceeding 280% are obtained for the five mixtures when using one-
coefficient models. These high deviations stem from the fact
that the models, which assume a surface tension of zero for
methane, fail to adequately predict the available data for two
of the mixtures: methane+propane and methane+pentane, as
shown in Table 10a). In contrast, as seen in Table 10b), the sit-
uation is markedly different for the other three mixtures. Both
the EBE and BCRG models can reproduce the data at least qual-
itatively, yielding significantly lower percentage deviations than
those observed for the methane+propane and methane+pentane
mixtures. Specifically, for the latter three mixtures, the MAPDs
obtained with one-coefficient models fall within the range of
3%–4%, whereas for the other two mixtures, they increase to
26%–35%.

As in case 4A, the FLW model yields practically the same re-
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Table 10 Calculated deviations for each correlation model in Case 4B. MAPD was calculated for 21 isotherms, while MPD was determined from 158
data points. AADm corresponds to a given isotherm, and PDm to a given data point. Sections (a) and (b) present the results separately for the
different mixtures considered in this case. In section (a), MAPD was calculated for 11 isotherms and MPD for 102 data points, whereas in section
(b), MAPD was calculated for 10 isotherms and MPD for 56 data points

MODEL Ncoef Tipo MAPD (%) MPD (%) AADm (%) PDm (%) 0.5% 1% 2% 3% 5%
EBE 1 Phys-chem 15.4 17.8 40.5 284.1
BCRG 1 Phys-chem 20.0 23.3 52.5 325.6
RK2 2 Emp 1.7 2.0 5.5 18.8 5 8 16 18 19
FLW 2 Emp 15.1 17.6 40.5 284.1
CW 2 Phys-chem 1.9 2.2 5.5 18.7 3 6 13 17 19
QYDH 2 Phys-chem 6.5 7.8 18.5 105.2
SIGMO 2 Emp 7.4 8.5 19.7 111.0
RK3 3 Emp 1.5 1.8 4.2 14.4 6 9 15 18 21
SFF 3 Emp 1.8 2.1 6.5 16.3 5 8 14 17 19

a) Results for Methane+Propane, and Methane+Pentane.

Model Ncoef Tipo MAPD (%) MPD (%) AADm (%) PDm (%)
EBE 1 Phys-chem 26.5 25.7 40.5 284.1
BCRG 1 Phys-chem 34.6 33.7 52.5 325.6
RK2 2 Emp 2.6 2.8 5.5 18.8
FLW 2 Emp 26.3 25.5 40.5 284.1
CW 2 Phys-chem 2.7 2.8 5.5 18.7
QYDH 2 Phys-chem 11.5 11.4 18.5 105.2
SIGMO 2 Emp 12.3 12.2 19.7 111.0
RK3 3 Emp 2.4 2.5 4.2 14.4
SFF 3 Emp 2.9 2.9 6.5 16.3

b) Results for Methane+Ethane, Methane+Nonane, and Methane+Decane.

Model Ncoef Tipo MAPD (%) MPD (%) AADm (%) PDm (%)
EBE 1 Phys-chem 3.2 3.5 6.4 13.5
BCRG 1 Phys-chem 3.9 4.4 8.1 16.0
RK2 2 Emp 0.6 0.7 1.5 4.3
FLW 2 Emp 2.8 3.3 6.4 13.5
CW 2 Phys-chem 1.1 1.0 3.3 6.6
QYDH 2 Phys-chem 0.9 1.1 2.0 4.6
SIGMO 2 Emp 2.0 1.8 7.6 12.3
RK3 3 Emp 0.5 0.6 1.2 3.6
SFF 3 Emp 0.6 0.7 1.6 4.5
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Fig. 7 Comparison between experimental data and correlations for the
methane+ethane mixture at different temperatures using correlation data
for ethane. Points: (circle) experimental data of Baidakov et al. 63. Col-
ors: (black) 233.15 K, (blue) 253.15 K, (red) 263.15 K.

sults as the EBE model, despite having an additional adjustable
coefficient. This holds for all mixtures except, surprisingly,
methane+decane. This discrepancy may be attributed to the lim-
ited availability of experimental data for this mixture, as only
three data points are available for two of the considered tem-
peratures.

The RK2 and CW models yield the best results when using two
coefficients. In particular, the RK2 model performs slightly better,
even surpassing the three-coefficient SFF model. Both RK2 and
CW can reproduce all the isotherms with AADm ≤ 5.5%, with the
highest deviations observed for the first two mixtures (see Table
10a). Furthermore, RK2 accurately reproduces the data for the
three mixtures listed in Table 10b.

As an example of the excellent performance of the RK2 model,
the results for methane+ethane at three temperatures are shown
in Figure 7. As can be seen, the predictions for pure ethane align
very well with the experimental data. It is evident that using only
one adjustable coefficient, as in the RK1 model, is insufficient to
reproduce the data trend, while using two coefficients accurately
yields excellent results, particularly at low temperatures. In fact,
the results obtained with RK3 do not show significant improve-
ments over those from RK2.

In the application of CW model it must be taken into account
that the adjustable coefficient a takes a value very near to 1 (with
a lot of nines after 0.9) in the following cases: methane + ethane
at 253.15 K, methane + nonane at 294.26 K, and methane +
decane at 277.59 K, 310.93 K, and 344.26 K.

The FLW, QYDH, and SIGMO models fail to adequately repro-
duce the data for the methane+propane and methane+pentane
mixtures, with MAPDs exceeding 11%. However, the situation
differs for the other three mixtures. Specifically, the QYDH model
accurately reproduces the 11 isotherms for methane+ethane,
methane+nonane, and methane+decane, as shown in Table
10b).

As expected, the RK3 model yields the lowest deviations, al-
though these are not significantly lower than those obtained with
RK2. Moreover, it should be noted that for two isotherms, only
three data points are available, and the RK3 model uses three

adjustable coefficients.

When comparing with case 4A, and considering that the
number of data and isotherms selected are different, it can be
observed that the MAPD and MPD values are of the same order.
This indicates that the use of the Mulero et al. correlations does
not significantly affect the obtained results, making it a clear op-
tion when data for pure fluids in a binary mixture are unavailable.

In this case, there are four isotherms for which only 3 or
4 data points are available, and therefore, they cannot be in-
cluded in the analysis based on the Akaike Information Crite-
rion. Specifically, one of the isotherms corresponds to 273.15
K for methane+ethane, and the other three correspond to
methane+decane. If these four isotherms are excluded from the
calculation of the MAPD and MPD, the values are based on 17
isotherms and 144 data points. As a result, the MAPD for RK2
increases from 1.6% to 2.0%, and the MPD rises from 2.0% to
2.2%. For RK3, the MAPD increases from 1.5% to 1.8%, while
the MPD rises from 1.8% to 2.0% (this can be checked using the
data provided in the Supplementary Information). Therefore, the
inclusion or exclusion of these data points does not significantly
affect the previous analysis of the results.

4.6 MODEL COMPARISON AND EVALUATION USING AKAIKE
CRITERION

Additionally to the previous results, the corrected Akaike Infor-
mation Criterion (AICc) has been used to select the model that in
overall best balances goodness of fit and complexity. Unlike the
standard Akaike Information Criterion (AIC), the AICc includes
an additional correction term to account for small sample sizes,
specifically when the ratio of the number of data points (n) to the
number of adjustable coefficients (k) is less than 40, which applies
to all models considered in this study. This correction helps to pre-
vent overfitting by penalizing models with an excessive number
of coefficients relative to the sample size38,39.

In this study, the AICc was calculated for the 13 evaluated mod-
els without distinguishing between Cases 1 to 3. Case 4 was ini-
tially excluded due to the high deviations observed in some mod-
els. This exclusion is particularly justified by the fact that one
of the components in Case 4 is in a supercritical state. Since all
models assume that surface tension reaches zero only at x1 = 1,
they cannot account for the possibility that the mixture’s surface
tension may vanish at a lower, critical mole fraction. As a result,
their predictions in this case may systematically overestimate the
surface tension near this region. Additionally, as explained above,
some models cannot be applied to Case 4 because their equations
simplify to a point where their application is no longer meaning-
ful. In any case, Case 4 is considered separately at the end of this
section.

Therefore, in this AICc-based comparison, the isotherms from
Cases 1, 2, and 3 were analyzed, resulting in a total of 128
isotherms per model, corresponding to 819 data points in total.
Please note that isotherms with n = 3 and n = 4 were excluded, as
they prevented the calculation of AICc according to Equation 7.
Despite the exclusion of certain isotherms, this analysis still con-
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Fig. 8 Corrected Akaike Information Criterion (AICc) results for the
global analysis of Cases 1, 2, and 3. The figure shows the relative differ-
ences (∆AICc = AICc – AICc_min) for each model. Black, blue, and red
bars represent models with one, two, and three adjustable coefficients,
respectively.

siders a significant number of data points and isotherms across
different cases, allowing for a global evaluation of each model’s
performance.

Once the AICc values were calculated for each model, the min-
imum AICc (AICc_min) was determined by selecting the smallest
value among them. Then, the relative differences (∆AICc = AICc
– AICc_min) were calculated for each model. This approach nor-
malizes the AICc values, ensuring that the best-fitting model has
a value of 0, which simplifies the comparison of the performance
of other models relative to the best one. The results for Cases 1,
2 and 3 are presented in Figure 8.

The model with the lowest ∆AICc, and therefore the most suit-
able for describing the experimental data considered in this work,
is WSD (and then the value ∆AICc = 0.0 was taken as reference).
This indicates that WSD provides the best balance between fit
quality and complexity, making it the preferred model for pre-
dicting surface tension in these binary mixtures. However, as pre-
viously mentioned, this model cannot be applied in Case 4, where
one of the components is in a supercritical state. As a result, the
conclusions drawn from the AICc analysis for Cases 1, 2, and 3
cannot be directly extended to Case 4.

Among the one-coefficient models, WSD is followed by EBE and
BCRG, both of which show significantly poorer fits. Since a ∆AICc
difference greater than 10 is already considered strong evidence
against a model38, these confirm that EBE and BCRG are much
less suitable for describing the experimental data.

For two-coefficient models, CW has the lowest AICc, but its
performance is much weaker than that of WSD. Among the three-
coefficient models, JOAC3 has the lowest AICc, but its high ∆AICc
clearly indicates overfitting, with no improvement in predictive
accuracy.

When comparing physicochemical and empirical models, the
physicochemical models generally provide better results. The best
among them is WSD, which significantly outperforms other mod-
els in this category, including EBE, BCRG, CW, and QYDH. Among

the empirical models, FLW is the one giving the best results, but
its fit still lags behind that of the less precise physicochemical
models.

These results show that physicochemical models provide a
more accurate description of surface tension in alkane binary mix-
tures. Additionally, a high number of adjustable coefficients does
not necessarily improve prediction, as more complex models tend
to overfit the data without offering real benefits. Therefore, the
WSD model is the most appropriate and should be preferred in fu-
ture applications for mixtures without supercritical fluids, while
avoiding models with more coefficients that do not significantly
improve data fitting.

Importantly, it should be mentioned that if only Cases 1B, 2B,
and 3 were considered (where pure component data are either
nonexistent, in which case the Mulero et al. correlation is used,
or, when available, replaced by the same correlation), the AICc
results, in terms of the model rankings, are identical to those ob-
tained for Cases 1, 2, and 3. This suggests that the use of these
correlations is fully appropriate in this context as well.

In the AICc analysis for Case 4, 28 isotherms and a total of 232
data points were considered, and the results are shown in Figure
9. RK3, with a ∆AICc of 0, provides the best fit and is there-
fore the most suitable model for this case. The models RK2 and
CW, with ∆AICc values of 10.7 and 13.3, respectively, show only
minor differences from RK3, suggesting they are still reasonable
alternatives, as their ∆AICc values slightly exceed the commonly
accepted threshold of 1038. In contrast, a significant increase in
∆AICc is observed for the remaining models, with SFF showing
the highest increase, followed by SIGMO, QYDH, EBE, FLW, and
BCRG, all of which demonstrate substantially poorer fits.

Regarding the number of adjustable coefficients, among the
one-parameter models, BCRG ranks last, while EBE comes third
from the bottom, making both the least viable options. Among
the two-coefficient models, RK2 and CW yield similar results and
perform better than the other two-coefficient models, with their
∆AICc values only slightly higher than that of the best model,
RK3. In the case of the three-coefficient models, RK3 stands out
as the best, followed by SFF, though at a considerable distance.

When comparing physicochemical and empirical models, it
is clear that the empirical models, particularly RK3 and RK2A,
provide the best fit in Case 4, as indicated by their relatively low
∆AICc values. The physicochemical model CW also performs
reasonably well, with a ∆AICc value of 13.3. However, there
is a significant increase in ∆AICc values for the remaining
physicochemical models, with QYDH showing a notably high
value, and even higher values for EBE and FLW, which are within
the last three positions in the ranking. From these results, it is
suggested that, in general, empirical models are better suited
for scenarios involving mixtures with supercritical fluids, at least
when the surface tension of the supercritical fluid is considered
as zero. However, if a physicochemical model is preferred, CW
remains quite a valid alternative.
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Fig. 9 Corrected Akaike Information Criterion (AICc) results for analysis
of Cases 4, where one of the pure fluids in the mixture is in a super-
critical state. The figure shows the relative differences (∆AICc = AICc –
AICc_min) for each model evaluated. Black, blue, and red bars represent
models with one, two, and three adjustable coefficients, respectively.

5 Conclusions
Available data for the surface tension of alkane-alkane binary
mixtures have been collected and used to assess the accuracy and
applicability of various correlation models from the scientific lit-
erature. A total of 803 data points for 26 mixtures have been
considered. Based on the availability of data for the pure fluids
in the mixtures, four distinct cases have been studied separately.
The correlation models use the surface tension of pure fluids and
the molar fraction as input data. Four of these models are purely
empirical, while the remaining six are based on some physico-
chemical principles. Since some models include between 1 and
3 adjustable coefficients, a total of 13 different analytical expres-
sions have been evaluated. In cases where the surface tension
value for one or both pure fluids was not measured by the same
authors who provided the experimental data for the mixture, the
correlations proposed by Mulero et al. were used in conjunction
with the previously mentioned models for mixtures. Addition-
ally, when the temperature exceeds the critical temperature of
one of the mixture components (i.e., when one of the substances
becomes a supercritical fluid at that temperature), its surface ten-
sion was considered as zero at a plausible approximation.

The accuracy of the models was assessed by calculating the
mean absolute percentage deviation (MAPD), the mean percent-
age deviation (MPD), the maximum absolute percentage devi-
ation (AADm) and the maximum percentage deviation (PDm).
These deviations were calculated for each isotherm (i.e., for each
set of data obtained for each reference at a fixed temperature for
a given mixture ), and the mean values across all isotherms were
then determined for each case considered.

As expected, when the correlation for pure fluids is used in-
stead of the experimental surface tension values, the deviations
negatively impact the overall results, leading to higher deviations.
Nevertheless, it has been shown that MAPD and MPD values be-
low 1.1% are achieved even with 1-adjustable-coefficient models

when the temperatures considered are below the critical point
temperature of both components in the mixture. When one of the
components is supercritical, the combination of mixture models
and correlations for pure fluids also yields results very similar to
those obtained using the experimental values for the pure fluids.

The main conclusions obtained from the analysis of the results
obtained with each model are summarized below.

- The JOAC model, which uses the natural logarithms of the
surface tension values, does not significantly improve the results
compared to the other models where the surface tension is treated
as a linear value. Furthermore, this model does not allow for
considering the surface tension as zero at temperatures above the
critical point temperature of the components in the mixture, as in
case 4.

- The BCRG model yields results very similar to those of other
one-coefficient models, but it is mathematically more complex
due to the presence of logarithms in its analytical expression.
Based on the results obtained across all the cases considered, it
can be concluded that the use of logarithms is unnecessary, as
comparable results can be achieved with simpler analytical ex-
pressions, such as those of the EBE or WSD models.

- The WSD model provides very satisfactory results and can be
considered the best-performing one-coefficient model when com-
bined with the correlations for pure fluids proposed by Mulero
et al. However, the improvement over the analytically simpler
EBE model is not substantial. It should also be noted that the
WSD model cannot be directly applied when one of the fluids in
the mixture is supercritical, i.e., at temperatures above the criti-
cal point temperature of one of the components. This is because
the only adjustable coefficient appears in the term where the sur-
face tension of the supercritical fluid is considered zero, making
it impossible to calculate.

- The EBE model is an analytically simple expression with just
one adjustable coefficient, it has some physicochemical basis and
it provides excellent results across the various cases considered
here. In particular, it accurately reproduces the surface tension
of binary mixtures of n-alkanes with MAPDs (calculated for the
set of mixtures in each case) below 1% and AADs (calculated for
each temperature) below 2.1% when combined with the correla-
tions for pure fluids proposed by Mulero et al. at temperatures
below the critical point of both fluids. When the approach of tak-
ing the surface tension of the supercritical fluid as zero is applied,
the EBE model in combination with Mulero et al. correlation
reproduces the data for methane+ethane, methane+nonane,
and methane+decane with percentage deviations ≤ 13.5% and
MAPDs slightly higher than in the other cases. This increase in
deviations is likely due to the chosen approach rather than the
analytical expressions considered.

- The SIGMO model was specifically designed to reproduce
isotherms where the curvature of the data changes from con-
cave to convex, or vice versa, which is not the case for the mix-
tures considered here. However, it is expected to perform well
in simpler cases. Our results confirm that it can be used with
confidence, yielding low deviations, except when the approach of
taking the surface tension of methane as zero is applied to the
data for methane+propane and methane+pentane. In particular,
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the SIGMO model reproduces the data for mixtures with under-
critical fluids with MAPDs below 0.9% and ≤ 2% for mixtures
with supercritical methane, except for the two previously men-
tioned. On the other hand, it is worth noting that, in most of
the isotherms considered, the SIGMO model yields slightly higher
percentage deviations compared to the other 2-coefficient mod-
els. In some cases, the obtained deviations are of the same order
as those given by certain 1-coefficient models. Finally, it should be
noted that this model includes adjustable exponential coefficients,
which can complicate its mathematical handling. In conclusion,
while the SIGMO model can be used for these types of mixtures,
its application does not lead to a clear improvement over simpler
models.

- The analytical expression of the FLW model is slightly more
complex than others, as it consists of the sum of three fractions.
Additionally, it must be noted that the denominators can ap-
proach zero, which would make the model unavailable in such
cases. The model behaves similarly to other 2-coefficient models,
with MAPDs below 0.7% for cases 1 to 3 (when both fluids are un-
dercritical). However, when one of the fluids is supercritical and
the approach of taking its surface tension as zero is used, the FLW
model yields results nearly identical to those of the 1-coefficient
EBE model, thus making its use less favorable. In conclusion,
although this model can be applied with reasonable accuracy in
most cases, its greater analytical complexity does not result in
improved performance compared to simpler models.

- The QYDH model, based on a physicochemical basis, is specif-
ically designed to reproduce sigmoidal surface tension isotherms
in binary liquid mixtures. It incorporates two adjustable coeffi-
cients with physical significance, one of which is an exponent.
The results obtained with this model are very similar to those
provided by SIGMO. Specifically, it yields MAPDs below 0.75%
for mixtures in cases 1 to 3, and ≤ 1.3% for case 4, with the ex-
ception of methane+propane and methane+pentane. Given that
other 2-coefficient simpler models provide slightly better results,
it can be concluded that the use of the QYDH model is not neces-
sary, at least for the n-alkane binary mixtures considered in this
study.

- The Redlich-Kister model with two adjustable coefficients
(RK2) is purely empirical and delivers excellent results for all the
mixtures and cases considered in this study. Specifically, MAPDs
below 0.7% are achieved when both fluids are undercritical, while
the deviation increases to 1.6% when one of the fluids is supercrit-
ical. In this latter case, it performs well, even for mixtures where
other models produce clearly incorrect results. In cases 1 to 3,
the highest percentage deviations for this model occur when it is
used in combination with the Mulero et al. correlations for pure
fluids, and the latter deviates significantly from the experimen-
tal values. Nevertheless, all data are reproduced with PDs below
6.7%. In case 4B where methane is supercritical, the data for
methane+ethane, methane+nonane, and methane+decane are
reproduced with PDs below 4.4%, while for methane+propane
and methane+pentane, the maximum PDm value is 18.8%. Al-
though this value may seem high compared to the results for other
mixtures, it is relatively low when compared to the PDm values
obtained with most of the other models considered.

- The CW model is based on certain physicochemical princi-
ples, and its analytical expression is relatively simple. However,
it contains a denominator that may occasionally approach zero,
creating an asymptote that is difficult to avoid. In fact, one of
the adjustable coefficients must be set to values very close to 1,
requiring an extremely high degree of precision (with many dec-
imal places). In particular, this occurs for 15 isotherms consid-
ered in this work. This mathematical issue limits the model’s ap-
plicability, and caution is necessary during fitting to ensure that
asymptotes do not arise. Apart from this, it provides excellent
results with MAPDs below 0.6% for cases 1 to 3, comparable to
those obtained by the RK2 model. In case 4B, it produces slightly
worse results than RK2 for methane+ethane, methane+nonane,
and methane+decane. However, the maximum PDm for these
mixtures remains relatively low, at 6.6%.

- The SFF model is purely empirical and contains three ad-
justable coefficients, one of which is an exponent. It generally
provides very good results for mixtures without supercritical com-
ponents, with MAPDs ≤ 0.53%. However, it does not significantly
improve the results obtained with some 2-coefficient models, and
in general, it yields slightly worse results than other 3-coefficient
models. When one of the fluids is supercritical, the MAPDs ob-
tained are slightly higher than those given by some 2-coefficient
models. Therefore, it can be concluded that its use is not recom-
mended, at least for the type of mixtures considered here.

- The RK3 model is purely empirical and includes three ad-
justable coefficients. It provides excellent results for cases 1 to
2, with MAPDs of 0.08% when the experimental surface tension
values of pure fluids are used as input data, and a maximum PDm
of 2.7%. When the Mulero et al. correlations for pure fluids are
used, the MAPDs increase to 0.4-0.5% for cases 1 and 2 and it
is vey low (0.04%) in case 3 (correlations are used for both pure
fluids). In case 4, when the surface tension of methane is con-
sidered as zero, the improvement of the RK3 model over the RK2
model is not significant. That is, two adjustable coefficients are
sufficient to obtain adequate results, and the inclusion of a third
coefficient does not lead to a clear improvement. It is important
to note that for some mixtures, only three data points were avail-
able, meaning that in those cases, the results obtained with the
three-coefficient models are perfect, with zero deviations.

It has to be said that some correlations could be discarded be-
fore fitting when the data trend is known. For example, some of
the correlations compiled in Table 1 only yield values between the
surface tension of the pure components. These correlations can-
not be used with isotherms containing data values higher than
or lower than those corresponding to the pure fluids. Moreover,
some correlations are known to be S-type or L-type; for example,
an S-type data trend cannot be fitted accurately using an L-type
correlation.

Taking into account all the results, it can be concluded that
the use of the correlations proposed by Mulero et al. for pure
compounds is a reliable approach when experimental data are un-
available, as it does not significantly affect the performance of the
models applied to mixtures. This approach offers a practical so-
lution in situations where experimental data for pure compounds
are difficult or costly to obtain, providing a viable alternative for
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accurate modeling.

According to the results obtained for the averaged deviations,
both the WSD and EBE models can be considered the best one-
coefficient options, providing excellent results except when one of
the fluids is supercritical. Additionally, these models have a cer-
tain physicochemical basis. When two coefficients are required
to achieve higher accuracy, the RK2 model can be considered
the most accurate and suitable option. Other models, including
the most recent ones and those with three adjustable coefficients,
are not required for binary mixtures of n-alkanes. In particular,
the CW model provides good results but may exhibit an asymp-
tote. Unfortunately, the available two-coefficient-physicochemical
models cannot be reliably applied to all the cases considered here,
and no three-coefficient-physicochemical models have been pro-
posed to date.

Based on the AICc analysis for cases where none of the pure flu-
ids are supercritical, it can be concluded that, among the physico-
chemical models, WSD provides the best fit, outperforming mod-
els such as EBE, BCRG, CW, and QYDH. FLW is the most accurate
among the empirical models, though still below the physicochem-
ical models. Additionally, it was found that models with a higher
number of adjustable coefficients, such as those with two or three
coefficients, do not improve prediction and may lead to over-
fitting without providing real benefits, with the one-coefficient
models offering the best fit. Finally, the use of the Mulero et al.
correlations for pure fluids in these specific cases yields identical
results in terms of AICc, further validating its application in this
context.

In cases where one of the fluids in the mixture is supercriti-
cal, the AICc analysis indicates that empirical models, particularly
RK3 and RK2, which are based on polynomial equations, provide
the best fits. The physicochemical model CW also yielded reason-
able fits, comparable to RK2. In contrast, the remaining models
perform significantly worse and could be disregarded. In particu-
lar, the one-coefficient models have the lowest accuracy, suggest-
ing that models with more coefficients may be better suited for
supercritical fluid mixtures.

By combining the deviation analysis and the Akaike criterion,
it is concluded that the WSD model is the most suitable for corre-
lating the surface tension of non-supercritical binary mixtures of
n-alkanes. It provides the best fit with a single adjustable coeffi-
cient and is based on a physicochemical framework. For mixtures
containing a supercritical fluid, empirical models based on poly-
nomial expressions, such as RK2 and RK3, offer the best fits. The
CW model, which is also based on a physicochemical approach
and includes two adjustable parameters, provides reasonable re-
sults as well, although its applicability may be limited by the pres-
ence of an asymptote.
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