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NCI orbital decomposition and critical comparison
to local correlation schemes†

Xaiza Aniban, ‡a Maxime Ferrer,‡§c M. Merced Montero-Campillo, d

Ricardo A. Mata, *a Julia Contreras-Garcı́a *b and Martı́ Gimferrer *a

In this study, we introduce novel orbital decomposition approaches for analyzing non-covalent

interactions (NCIs) and dispersion interaction densities (DID), termed o-NCI and o-DID, respectively.

Orbital pair analyses offers an opportunity to analyse in-depth NCIs in four model dimer systems to

which dispersion forces contribute to different extents: argon, methane, water and benzene–acetylene

dimers. The comparative calculations reveal that intuitive interpretations based solely on nearby s-

and p-orbital interactions may overlook substantial contributions from more distant orbitals. For

instance, in the benzene–acetylene dimer, interactions between p-orbitals significantly contribute to the

overall dispersion energy, rivaling traditional s bond contributions. Overall, this work establishes a

comprehensive framework for understanding NCIs through the lens of orbital contributions and

highlights that our interpretations must account for the intricate interplay between different interaction

types. It also underlines the differences between NCI and local correlation energy decomposition,

paving the way for advancements in the design and analysis of molecular systems based on NCIs.

1 Introduction

The interplay of noncovalent interactions (NCIs) is essential for
understanding numerous chemical and biological processes.
According to Kollman’s definition,1 NCIs are characterized by
two key features: (1) the electrons in reactants and products
remain paired, and (2) there is no alternation in the type of
chemical bonding between reactants and products. NCIs
encompass different types of chemical interactions, which
depend on the nature of the elements (or synthons) involved
in the interactions. These include hydrogen-, halogen-, chalco-
gen- and pnictogen-bonding, as well as p-effects, agostic, ana-
gostic, and London dispersion forces, to name a few. Although
these forces are significantly weaker than covalent interactions – by

1 or 2 orders of magnitude in small molecular systems – their
cumulative effect can be substantial, and even dominant, in larger
systems.2 For instance, NCIs play a key role in processes such as
protein folding,3 protein–substrate (host–guest) interactions,4

packing of molecular crystals,5 self-assembly of nanomaterials,6,7

as well as in chemical reactions.8

Given their significance, the field of NCIs has experienced
significant growth over the years, with great efforts invested
in developing accurate methods for their characterization.2,9

However, describing NCIs is not a straightforward task.
In solution, the combination of multiple NCIs and complex
solvation effects makes it challenging to pinpoint the charac-
teristics of any isolated interaction. From quantum chemical
calculations, its description is also complicated due to the
ubiquitous presence of London dispersion forces, which are
not properly accounted for by some commonly used methods.
In systems where dispersion is dominant, it is a non-trivial task
to find the right balance.10–12 Hence, an accurate description of
these forces using ab initio methods is required but also a
challenge in quantum chemistry.

Several theoretical approaches are available for describing
NCIs. For instance, considering a system composed of two
fragments (monomers), some methods decompose the inter-
action between monomers into chemically meaningful terms,
such as the symmetry adapted perturbation theory (SAPT)13,14

and the energy decomposition analysis (EDA, in its many
variants).15–19 From the latter, the Absolutely localized mole-
cular orbital EDA (ALMO-EDA) has been particularly popular.20
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Alternatively, real-space energy partitioning schemes, known as
interacting quantum atoms (IQA) approaches,21,22 allow the
decomposition of the system’s energy into one- and two-center
terms, leading to a natural emergence of NCIs from grouping
inter-fragment energy contributions.23–25 In the real-space fra-
mework, other approaches based on a chemically grounded
scalar or vector field exist, with the most popular ones being the
non-covalent interaction (NCI) index,26 the restricted space
partitioning,27 the quantum chemical topology (QCT)28,29 based
on the quantum theory of atoms in molecules (QTAIM)30,31 and
the electron localization function (ELF).32 Among the outlined
methodologies, the NCI index is the most widely used tool for
assessing NCIs due to its ability to spatially (in the real-space)
localize the interactions while providing a rough idea of the atoms
involved at a low computational cost (for further details, see
Section 2.1). It complements QCT analysis by depicting inter-
actions produced in regions where the density gradient appro-
aches zero – a common signature of weak interactions.

Beyond the computational cost, computing weak inter-
actions also suffers from basis set superposition error (BSSE).33

A feasible strategy for mitigating this issue is to apply BSSE
corrections, such as the counterpoise (CP) method.34 However,
its computational cost rapidly increases with the basis set size, and
it has been proved that it may overestimate (overcorrect) the BSSE
when using insufficiently large basis.35–37 Alternatively, one can
rely on using local correlation (LC) methods, developed over the
years to reduce the computational cost of well-established wave-
function methods, with minimal accuracy penalty. In this regard,
pioneering work by Pulay and Sæbø,38–40 together with extensive
efforts from several research groups,41–50 contributed to the devel-
opment of the first generation LC methods based on projected
atomic orbitals (PAOs). The latter, by construction, have the
property of removing some of the BSSE, even intramolecular.51

The most recent LC methods are built upon pair natural orbitals
(PNOs), numerically approaching the canonical results while being
computationally much more efficient, but with little impact on the
BSSE.52,53

LC schemes rely on using localized molecular orbitals
(LMOs), obtained by transforming the canonical molecular
orbitals. The localization procedure is not unique, with three
of the most common schemes being the Förster–Boys,54,55

Edmiston–Ruedenberg56 and Pipek–Mezey,57 with the intrinsic
bond orbitals (IBOs) providing a more recent and popular
alternative.58 The use of LMOs bridges the gap between electro-
nic structure and chemical intuition, linking quantum mechan-
ical findings to ‘‘classical’’ chemical concepts.

The aim of this work is twofold. First, we introduce an
orbital decomposition of the NCI index (henceforth termed
o-NCI) for the first time. This is complemented by a spatial
analysis of LC methods aimed at reconciling the NCI index with
the (localized) orbital picture (Section 2). By achieving an
orbital representation of these interactions, we facilitate a
direct comparison between schemes. Hence, we build a com-
parison between the two formulations utilizing four simple and
well-established dimer systems. Our main focus will be on
dispersion interactions for three reasons. First of all, it is the

one interaction type that can be more strictly defined across
different NCI analysis schemes. Secondly, given the importance
of electron correlation in its description, it is the computationally
most challenging interaction. Finally, it becomes a dominating
force for large molecular systems, significantly impacting the PES
topology.59,60

2 Methods
2.1 Non-covalent interactions (NCI) analysis

The non-covalent interaction index, known usually as NCI, is a
visualization index based on the electronic density and its
reduced density gradient.26 The base of this analysis is the
empiric observation that non-covalent interactions can be
associated with regions of low electronic density of the space
and small values for the reduced density gradient, s, given by:

sðrÞ ¼ rrðrÞj j
CFrðrÞ4=3

; (1)

where CF = 2(3p2)1/3.
In the NCI context, s(r) is plotted against the electron

density, being the interactions represented as troughs. Fig. 1
(right side) shows one example, where the region of low density
and low s can be associated with the non-covalent interaction in
methane dimer. Representing in 3D the points in the peak
(s o 0.5) leads to Fig. 1 (left side), where the region of
interaction is revealed. For further details, we guide the reader
to ref. 61–64.

It should be noted that such an analysis does not set
dispersion apart from other van der Waals (VdW) interactions,
albeit it does contain it. It is described somewhat close in spirit
to the Feynman interpretation of dispersion, as resulting from a
shift in density.65 The reduced density gradient, s(r), is an
adimensional measure that accounts for the inhomogeneity
of the density at a given point of the real-space r, since s(r)
measures the ratio at which the density changes with respect to
the uniform electron gas (UEG), and was originally conceived as
a correction for semi-local density functional approximations.66

In real molecular systems, this quantity can also be interpreted
when the electron density importantly differ from the UEG.

As mentioned above, this procedure allows revealing differ-
ent NCIs by changing focus from low- to high-density regions.
However, the immediate chemical insight for the interaction
in orbital terms is lost. In this section, we propose a new

Fig. 1 NCI surface of the methane dimer (left), and its associated s(r) plot
(right).
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development of the NCI index, which enables to extract the
pair-wise orbital contributions to non-covalent interactions.
The so-called orbital non-covalent interaction (o-NCI) method
enables one to clearly associate (localized) molecular orbitals
with real-space interactions.

The reduced density gradient can be related to the relative
bosonic kinetic energy density, tbose:67

tbose ¼
tW

tTF
/ s2ðrÞ; (2)

where tW is the bosonic kinetic energy density68 and tTF is the
Thomas–Fermi kinetic energy density. This expression has
allowed to analyze its topology (eluding the absolute value in
eqn (1)). It also allows to separate monocentric and bicentric
contributions as follows:

s2ðrÞ ¼
XN
i

s2i ðrÞ þ
XN
i; jai

s2ijðrÞ: (3)

Without loss of generality, we can assume real space orbi-
tals, leading to

s2i ¼
4ni

2 rFiðrÞFiðrÞð Þ2

r8=3
¼ rriðrÞð Þ2

CF
2r8=3ðrÞ

s2ij ¼
8ninjrFiðrÞFiðrÞrFjðrÞFjðrÞ

r8=3
;

(4)

where ri andrri are the electron density and its gradient to the
ith (localized) molecular orbital with occupation number ni.
Note that the density in the denominator is not divided into
contributions to allow additiveness.

Monocentric and bicentric terms along with the total s2 are
shown for H2 with R = 1 Bohr in Fig. 2. s2 (blue line) is minimal
and equal to zero at the nuclei and at the bond. When the
monocentric and bicentric terms are analyzed we can see that
the monocentric terms, s2i ðrÞ (red line) are responsible for the
peaks at the hydrogen nuclei, which, in that case, is obtained by
summing at each point of the grid the value of s2H1ðrÞ and s2H2ðrÞ,
whereas the bicentric term, s2ijðrÞ, is responsible for the bonding

peak. This is the ‘‘contragradient region’’.69,70 Note that the
monocentric term leads to positive values in the bonding
region, whereas s2ij is negative values, thus leading to s2 = 0 at

the bond mid-point.
However, as the number of shells increases, these contra-

gradient regions also appear in the core. Hence, if we want to
focus on intermolecular interactions, it is interesting to sepa-
rate intra- and intermolecular bicentric contributions. If we
define two molecular fragments, A and B, the s2ij contribution

can be separated into inter- and intramolecular terms:

s2ðrÞ ¼
XN
i; j2A

s2ijðrÞ þ
XN

i2A; j2B
s2ijðrÞ ¼ s2intra þ s2intra; (5)

where the intramolecular term subsumes all the monocentric
terms. Thanks to this orbitals partition, it is possible to compare
the interactions revealed by NCI with previous partitions, and to
understand the different types of information concealed.

Two different options appear, local and global. It is possible
to check the value of s2ij at the minimum, as shown in Fig. 2; or

to integrate s2ij within the NCI volume. Both options will be

analyzed in the text.

2.2 Dispersion interactions analysis with local correlation

The interpretation of dispersion in the context of local correla-
tion is quite straightforward. Given that the excitations are
spatially resolved, one can distinguish London dispersion
energy terms from other correlation contributions. The former
should arise from an excitation pair whereby both monomers
are involved but the electron ‘‘ownership’’ is untouched. In
other words, an {ij} - {ab} excitation with i,a located in one
monomer and j,b in a different monomer. We apply the
common nomenclature of using i,j as occupied orbital indices
and a,b for virtuals. This provides the definition of each orbital
pair contribution (in the restricted closed–shell formalism) to
the dispersion energy as

e
disp
ij ¼

X
a2A;b2B

Kij
ab 2Kij

ab � Kji
ab

� �
ei þ ej � ea � eb

: (6)

The monomers need to be defined but the approach is
flexible enough to also handle intramolecular energy terms.
One only needs to define grouping criteria for the different
orbitals.71,72

The pair dispersion energy terms edisp
ij can in turn be used to

build a visual representation of dispersion interactions. How
this is achieved is again not unequivocally defined. In previous
works, and a definition which has been used by other groups as
well,73–75 we have weighted the respective orbital densities as

DA
mn ¼

X
i2A

X
j2B

edispij Pi
mn ; (7)

thereby obtaining the so called dispersion interaction density
(DID) matrix. The density matrix Pi

mn is obtained as

Pi
mn = CmiCni, (8)

Fig. 2 1D NCI of H2 in the singlet spin state. Geometry and wavefunction
evaluated at the B3LYP-D3(BJ)/aug-cc-pVTZ level of theory.
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and is simply the AO density matrix for orbital fi. DA can then
be displayed by calculating the density r(r) in real-space
through the atomic orbitals.

The DID definition is significantly different from that
obtained in the NCI framework. It is close to the London
dispersion picture, where electron clouds for the most part
keep their form and interact over a distance. Although it is not
possible to reach the same type of analysis, the DID and NCI
pictures are comparable when defining zones of weak inter-
action between monomers. We propose to provide such zones
of interaction by displaying regions of space where the DID of
different monomers overlap. This brings us to the following
expression

Go-DIDðrÞ ¼
X
i2A

X
j2B

riðrÞrjðrÞe
disp
ij : (9)

The main issue is that one is depending on the individual
orbital densities ri which commonly contain orthogonalization
tails, irrespective of the basis set size used. In order to have a
stricter spatial location of these overlap zones, we opted to
strictly orthogonalize the localized orbitals, setting MO coeffi-
cients from AOs centered in other monomers to zero. This leads
to the strictly orthogonalized individual orbital densities

~Di
mn ¼

Di
mn ; if m; n 2 A

0; if m 2 B [ n 2 B:

(
(10)

These orthogonalized density matrices D̃i
mn can then be used

in eqn (9) to build the respective ri(r) values, and provide the
basis for the plots later shown in the manuscript labeled as
o-DID.

3 Computational details

Geometry optimizations for all systems were performed with
the Molpro 2021.2 package76 at the SCS-MP2 level together with
the aug-cc-pVTZ basis set for all atoms except of H, where the
cc-pVTZ basis was employed. To confirm the nature of the
stationary points (minima), vibrational frequency calculations
at the same level of theory were performed.

Evaluation of the DID surfaces, as well as the quantification
of its orbital interactions, was realized at the SCS-LMP2 level
with the developers’ version of the Molpro2018.1 code where
the o-DID algorithm was implemented. The NCI surfaces and
its orbital decomposition (o-NCI) were obtained with a devel-
opers version of the NCIPLOT version 4.063 software using the
same set of localized orbitals as in the SCS-LMP2 calculations.
Numerical integrations are carried out following the integra-
tion scheme already implemented in NCIPLOT on a grid 0.05,
0.05, 0.05 a.u. along x, y, z.63 For the SCS-LMP2 calculations,
and the o-DID and o-NCI analysis, Pipek–Mezey localized
orbitals were employed.

The energy decomposition analysis (EDA) results were obtained
with the Su and Li formulation of the Kitaura–Morokuma (KM)
analysis.77 In particular, this method decomposes the interaction
energy (DEInt) between molecular fragments (in our case

monomers) into electrostatic (DEElec), exchange (DEExch), repul-
sion (DERep) and polarization (DEPol) energy terms, solely based
on the reference Hartree–Fock calculation

DEInt = DEElec + DEExch + DERep + DEPol. (11)

The correlation contribution was decomposed with the PNO-
SCS-LMP2 scheme, which combines the simplicity of the spin-
scaled MP2 method and the accuracy of higher-level methods,
into dispersion (DEDisp) and ionic (DEIonic) contributions. Both
decompositions were performed with the Molpro 2018.1 devel-
oper’s version, using the aug-cc-pVTZ (cc-pVTZ for H) basis set.

Visualization and representation of the molecular systems,
dispersion interaction densities, NCI surfaces, and orbital
contributions (o-DID and o-NCI) were performed with the
VMD 1.9.4a38 software.78 All figures in this paper were gener-
ated using Matplotlib.79

4 Results and discussion

To compare the two methodologies presented, we investigated
four dimer systems (see Fig. 3) where the interaction between
monomers is rather well-known. These include two dispersion-
dominated systems (argon and methane dimers), the water
dimer – whose interaction is characterized by its strong electro-
static and polarization components – and the benzene–acet-
ylene dimer, whose interaction lies in between the two regimes,
with both dispersion and polarization playing significant roles.
The comparison is structured as follows: first, we analyze the
contact surfaces from both the NCI and DID perspectives, as
well as their respective orbital decompositions (Sections 4.1
and 4.2). Second, we examine the behavior of these systems
along their dissociation profiles, comparing them with the
Su and Li formulation of the Kitaura–Morokuma energy
decomposition analysis. The latter is applied (Section 4.3) to
complement the local correlation analysis with an energetic
decomposition. It should be noted that both the NCI and DID
analyses, together with their corresponding orbital decomposi-
tions, are not restricted to dimeric systems. These methods are
very versatile and applicable to any number of monomers, as
reported in ref. 71 for the DID case.

Fig. 3 Selected model systems for evaluation.
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4.1 Contact surfaces

Estimating non-covalent interactions can be challenging.
However, their role in many important biological and materials
processes highlights the need to identify the main atoms
involved. This identification is a crucial step towards inverse
design. In the present study, one of the noteworthy points is to
perform a comparative assessment of the contact surface
between the molecular fragments using the aforementioned
methodologies.

We begin our analysis with dispersion forces, which are very
effectively isolated through the LC approach.51 In local correlation,
where electrons are localized in specific orbitals, a more intuitive
picture of orbital information is readily available. Using o-DID, the
productive interaction of each monomer in local orbital represen-
tation is highlighted. Visual inspection of the contact surfaces
from o-DID (Fig. 4) reveals that their shape and volume are highly
dependent on the interacting system studied.

For the case dispersion-dominated systems, such as the
argon and methane dimers (Fig. 4(a) and (b)), the overlap
density is symmetric due to the dimer conformation. The
density profile for the argon dimer adopts a prolate ellipsoidal
shape, evidently indicating an equal contribution from both
constituent atoms. Similarly, in the methane dimer, the overlap
density underscores the C–H interactions of one monomer and
the other, resulting in a uniform density distribution from all
the C–H arms oriented towards one another.

In the case of the benzene–acetylene dimer (Fig. 4(c)), the
overlap density exhibits a distinctive shape, akin to a pear-
shaped form. Notably, the semi-planar base of this density
distribution is situated near the benzene ring, providing an
intuitive indication of the uniform contribution stemming
from multiple p-orbitals. Conversely, the density progressively
narrows as it extends toward the acetylene moiety, implying
that the source of dispersion contribution from this region is
associated with orbitals that are spatially close.

Finally, the overlap density from the water dimer (Fig. 4(d))
adopts a distinctive configuration reminiscent of a lone pair

from the oxygen atom of the left water molecule. This density
distribution conveys that the orbitals responsible for dispersion
interactions predominantly involve the O–H orbital of the water
molecule on the right, interacting with the p-orbitals of the
oxygen atom in the left water monomer. Notably, the volume of
density associated with the actively interacting O–H orbital on
the right water molecule is considerably larger compared to the
non-contribution of benzene in the benzene–acetylene dimer.

Moving forward to analyze non-covalent interactions, the
NCI method allows for the visual identification of weakly
interacting regions of the space and their nature (repulsive or
attractive), as indicated by coloring (red for repulsive and blue
for attractive), with color intensity correlating to interaction
strength. However, the surface shape provides less immediate
chemical bonding information (Fig. 5).

NCI isosurfaces enable the distinction between pairwise and
many-body based on the isosurface shape.80,81 Two-body inter-
actions typically appear as disc-shaped surfaces between the
involved atoms, as observed in Ar2 and water dimer shown in
Fig. 5. In the argon dimer, the disc appears in between the two
Ar atoms, whereas in the water dimer, it shows up in between
the expected position of the lone pair and the hydrogen in the
electron-accepting molecule (the right water molecule). In con-
trast, many-body interactions present more extended surfaces
that cover the atoms involved. This phenomenon is evident in
the methane dimer and the benzene–acetylene dimer. For the
former, the surface appears in-between the H atoms pointing
towards the other molecule, while in the latter, a cone shape
typical of T-shape interactions with benzene rings appears.
These highlight the interaction with the benzene p structure.82

These observations have been derived from the analysis of many
structures over the years, providing an ad hoc link between orbitals
and NCI. However, a proper mathematical link was missing. This
also hampers more subtle analyses. For example, it is not possible
to know from the NCI picture to which extent further away entities
are contributing to the interaction. For example in the case
of benzene–acetylene, is only the C–H bond contributing to
the interaction with benzene, or also the triple bond have a

Fig. 4 o-DID contact surfaces calculated at the SCS-LMP2/aug-cc-pVTZ,
H = cc-pVTZ level. Isocontour values are enclosed in parenthesis for the
following molecular systems: (a) argon dimer (0.20), (b) methane dimer
(0.11), (c) benzene–acetylene (7.00), and (d) water dimer (50.00).

Fig. 5 NCI surfaces evaluated using the pair orbitals obtained at the SCS-
LMP2/aug-cc-pVTZ, H = cc-pVTZ level. Surfaces represented using s =
0.35 and a color scale of �0.05 o r o 0.05.
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contribution? Although the analysis of both surfaces (DID and
NCI) provides valuable information, to gain further insight we
propose to make use of their (localized) orbital decomposition
introduced in Section 2.

4.2 Individual orbital interactions

4.2.1 Pair orbital analysis in o-DID. To enhance the com-
prehensive examination of the dispersion overlap presented in
Section 4.1, we shift to a pair orbital-based analysis. Note that
these pair energies are the basis of the o-DID method and are
readily available for any energy decomposition calculation
within the Molpro program. We utilized these values to provide
in-depth quantitative information regarding the extent of orbi-
tal interactions arising from dispersion. We left the argon
dimer out of the discussion (see Fig. S7, ESI†). Due to its high
symmetry, a discussion of individual orbital contributions is of
little interest.

Fig. 6 provides a graphical representation of the interacting
LMOs for each studied system, complemented by a bar graph
illustrating the contributions (in percentage) of each pair of
LMOs involved in dispersion interactions. For the methane
dimer (Fig. 6(a)), the preeminent orbital interactions arise from
the face-to-face alignment of the C–H bonds. The cumulative
energy stemming from these sC–H interactions accounts for
approximately 71% of the total dispersion interaction energy.
The remaining 29% is attributed to the peripheral C–H bonds
interacting with the LMOs of the other monomer.

The utility of pair orbital analysis becomes particularly
evident when investigating complex interactions that may not
lend themselves to immediate chemical interpretations. This
can be illustrated in the case of the benzene–acetylene dimer
(Fig. 6(b)). Without the orbital analysis, one might intuitively
attribute the density overlap observed in Fig. 4(c) to the
interaction between sC2H2

orbital and the p orbitals of benzene
(pC6H6

). This is a valid interpretation, but the latter only
accounts for 28% of the dispersion contribution. The pair
orbital analysis reveals additional interactions that may elude
immediate chemical intuition. Specifically, the interaction
between each p orbital of C2H2 and each p orbital of C6H6

contributes, on average, approximately 4.5% to the overall
dispersion interaction. This cumulative interaction represents
a substantial 27% of the total dispersion contribution rivaling
the sC2H2

–pC6H6
interaction in significance. The substantial

pC2H2
–pC6H6

interaction explains the DID shape; not positioned
midway between the two molecules, but rather skewed toward
C2H2. Altogether, these two categories of interactions account
for 55% of the overall dispersion interaction. Albeit not as
predominant as the previously discussed types of interactions,
it is worth noting that the sC2H2

–sC6H6
still constitutes a notable

fraction, contributing approximately 18% to the overall disper-
sion interaction. The remaining interactions are of minor
magnitude and are distributed among numerous orbital pairs,
rendering them less chemically meaningful in the context of
the interaction analysis.

The pair orbital analysis also provides valuable insights into
the dispersion interaction within the water dimer (Fig. 6(c)).

Conventionally, one might interpret the dispersion interaction
as arising primarily from the interaction between the sOH

orbital and the p-orbitals of the oxygen atom in the other water
molecule. Indeed, this orbital interaction contributes signifi-
cantly, accounting for 42% of the overall dispersion interaction
energy. However, another form of interaction is uncovered.
Specifically, the sOH orbital of the upper water molecule

Fig. 6 Pair orbital analysis of (a) methane dimer, (b) benzene–acetylene,
and (c) water dimer. In benzene–acetylene, the contributions below 1%
were omitted for clarity. For ease of visualization, orbital densities are
chosen as representation and the individual orbital pair labels were
removed. The same figures have been included in the ESI,† but including
the orbital pairs labels. Isocontour values of 0.1 were used for isosurface
representations except for benzene–acetylene, where a value of 0.025
was employed.
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interacting with the two sOH LOs of the lower water molecule
collectively contributes with 20% of the dispersion energy. This
nuanced depiction provided by pair orbital analysis under-
scores the multifaceted nature of dispersion interactions within
the water dimer, extending beyond the conventional sOH –
p-orbital interaction. Overall, it shows how dispersion is a sum of
small contacts, with (almost) every bit of density contributing.

4.2.2 Quantitative orbital analysis of o-NCI. The o-NCI
analysis enables confirming the ad-hoc description of orbital
contributions to NCI. In Fig. 7(c) it is evident that the main
contributions to the pair interaction in the water dimer arise
from O–H interactions, as revealed by the pO – sO–H orbital
pairs, accounting for 85–93% of the contribution depending on
partition method used. The next significant contribution stem
from the O–H bonds of the electron-receiving monomer,
amounting to merely 8–4%. This explains the disc-shaped
NCI surface.

On the other extreme, the methane dimer interaction,
depicted in Fig. 7(a), reveals contributions from three C–H
bonds on each molecule, resulting in a highly multiatomic
interaction characterized by 6 main interactions from the closer
C–H pairs and 3 minor ones from the opposite C–H bonds,
collectively yielding 81–66% of the interaction. This finding
explains the big surface observed in Fig. 5(b).

The multiatomic contribution from the benzene ring is also
easily identifiable in Fig. 7(b). Here, we observe that the NCI
surface’s T-shape is determined by the contribution from the
three sC–H(acetylene)–pC–H(benzene) interactions, which com-
prise the main contributors (61–71%). In contrast, contribu-
tions from the intermolecular p–p interactions are negligeable,
comprising only 6–2%.

Both local and global analyses yield similar qualitative
results regarding the relative relevance of orbital pairs. How-
ever, different quantitative relative weights appear depending
on the bonding type involved. To provide guidance on the use
of s2 local or global approaches, we will compare them with
o-DID in the following section.

4.2.3 o-DID vs. o-NCI. Having assessed the orbital pair
contributions from both o-DID and o-NCI, it is also enlighten-
ing to establish a comparison between these approaches to
better understand the chemical insight they provide.

From the o-NCI perspective, it generally appears that
spatially closer orbitals have greater importance than those
identified by o-DID. A clear example is the benzene–acetylene
dimer, where all NCI contributions can be attributed to the
sC–H(acetylene)–pC–H(benzene) interaction, while o-DID reveals
a large cumulative pC–H(acetylene)–pC–H(benzene) contribution.
A similar scenario is observed in the water dimer, where
contributions also stem primarily from the electron-receiving
sO–H orbitals.

Notably, the s2-global approach exhibits close alignment with
o-DID in the methane dimer, where dispersive interactions
prevail (see inset in Fig. 7(a)). Conversely, in the benzene–
acetylene and water dimers, in which the bonding exhibits a
greater electrostatic component, the contributions from the
main orbital pairs are substantially larger for both s2 approaches.

The smaller contribution from the further (2nd, 3rd, etc.)
orbital pairs can be attributed to the fact that NCI predomi-
nantly accounts for the ‘‘local’’ contact between densities,
giving a lower weight to long-distance interaction between
densities. As far as the first group of orbital pairs, the bigger
differences between o-NCI and o-DID obtained for water dimer
and benzene–acetylene could be related to differing aims
behind each method: DID is specifically designed to reveal
dispersion, while potentially overlooking other energetic com-
ponents (e.g., polarization) that are shorter in range.

Fig. 7 o-NCI decomposition of the most relevant o-DID terms for (a)
methane dimer, (b) benzene–acetylene, and (c) water dimer. o-NCI terms
normalized for the sum of all intermolecular contributions (including the
not represented here, adding to 100%).
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To further investigate this, in the next section we will analyze
the behavior of o-DID and o-NCI alongside an energetic parti-
tioning along the dissociation profiles of the studied systems.

4.3 Potential energy surface behaviour

In order to look beyond dispersion (and in general electron
correlation effects) we make use of the Su and Li formulation of
the Kitaura–Morokuma analysis.77 The latter decompose the
interaction energy between molecular fragments (in our case
monomers) into electrostatic, exchange, repulsion and polar-
ization energy terms, solely on the basis of the reference
Hartree–Fock calculation. For the electron correlation part, we
decompose this contribution with the PNO-SCS-LMP2 scheme
into dispersion and ionic contributions. With this, we aim to
compare the behaviour of the energy values from DID and NCI
with the associated energy component from KM-EDA upon
dissociation.

In order to verify the connection between NCI and disper-
sion, we have analyzed the evolution of o-NCI in the Ar dimer.
Given the fact that the o-NCI minimum is divided by the
electron density, it is only suitable for equilibrium distances,
so we have focused on s2. Results are presented in Fig. 8 (top-
left). The long-distance behavior (marked with black dots) has
been fitted, showing a r5.5 trend, which is close enough to the
expected rate. A similar analysis has been carried out for
the dimers in our study, forcing an increasing distance and
relaxing the rest of the coordinates. Results for methane dimer
(Fig. 8 (top-right)), where the dispersion component is very
important, also lead to an exponent close to six (6.14). Instead,
it is clear that shorter-range components play an important role
in water dimer and benzene–acetylene (Fig. 8 bottom), where
the exponents are 10.37 and 12.06, respectively. An exponent
close to six (5.64) is only recovered at even larger distances.
Hence, it is expected that greater deviations are found between

o-DID and o-NCI for this case. As such, in line with our
comparative discussion of LC and NCI index results, there is
a strong agreement between the two approaches in dispersion-
dominated systems. Given that the NCI index (both in its
original and in the form of o-NCI) also includes other interac-
tions, and with a different resolution than that of LC decom-
positions, the comparison becomes increasingly difficult. This
is further confirmed by the wave function energy decomposi-
tion on the four systems, provided in S8.

5 Conclusions

In this study, we have introduced the orbital decomposition of
the non-covalent interactions (NCI) and the dispersion interac-
tions densities methods. Also, we have conducted a compara-
tive analysis of NCIs through the application of orbital
decomposition approaches. By examining four distinct dimer
systems – argon and methane dimers, the water dimer, and the
benzene–acetylene dimer – we have demonstrated the effective-
ness of these methodologies in elucidating the nature and
contributions of dispersion interactions. Visual representations
of contact surfaces highlighted distinct differences among the
studied systems, with variations in overlap density providing
insight into the contributions from specific orbital interactions.
For example, in the methane dimer, face-to-face C–H interac-
tions dominated the dispersion energy, while in the benzene–
acetylene dimer, a significant contribution came from the
interaction between p orbitals in addition to s bond inter-
actions from acetylene.

The pair orbital analysis further clarified the complexities of
these interactions, illustrating how intuitive interpretations
based solely on s and p orbital interactions close in space
may overlook substantial contributions from other orbital pairs
to dispersion. In the benzene–acetylene dimer, interactions
between p orbitals accounted for a notable fraction of the
dispersion energy, rivaling traditional s bond contributions.
The insights gained from the pair orbital analysis and o-NCI
indicate that NCIs comprise a summation of multiple small
contributions, underscoring the importance of a detailed
breakdown of interactions in orbital pairs.

Our analysis revealed that both approaches (NCI and DID)
can provide consistent results when dispersion is the dominat-
ing factor (argon and methane dimers). The analysis becomes
much more complicated when other intermolecular interac-
tions play a strong role. On the side of wave function theory,
there is not a single unique definition, while in NCI these
different forces cannot be disentangled. At the very least, we
can confirm that in the NCI index range where dispersion
forces are analyzed, other interactions are also included (see
Fig. S7, ESI†). This is the first time that an orbital decomposi-
tion has been introduced within the NCI framework, which can
be extremely useful in building bridges with other theories.

Overall, this work not only establishes a comprehensive
framework for understanding non-covalent interactions
through the lens of orbital contributions but also highlights

Fig. 8 Long-range s2 integrals behavior for the studied systems at differ-
ent intermolecular distances. Fits for long-range are added in black, and
equilibrium geometries are marked with a green line. For the water dimer,
a second fit at very long distances has been added in dark blue, while the
long-range fit in black contains both black and dark blue data points.
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the interplay between various interaction types, paving the
way for further advancements in the design and analysis of
molecular systems based on non-covalent interactions.

Data availability

The code used for o-NCI calculations is available at https://
github.com/juliacontrerasgarcia/o-NCI. The code for LC analy-
sis is provided in the Molpro program package.76
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