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Applications of the density functional method
combined with the electron–positron correlation-
polarization potential to positron binding to
hydrocarbons and water clusters†

Daisuke Yoshida, *a Toshiyuki Takayanagi, b Yukiumi Kita,c

Tomomi Shimazaki c and Masanori Tachikawa c

We present benchmark calculations using the electron–positron correlation-polarization potential (CPP)

method with the atomic polarizability model to evaluate the positron affinities of key categories of

polyatomic hydrocarbons and water microclusters. The universal model parameter of the generalized

gradient approximation for CPP is optimized based on the experimentally measured positron affinities of

the representative hydrocarbon molecules. Using this method, the positron affinities and positron

binding features of water clusters up to hexamers are investigated. The present CPP calculations

revealed reasonable size-dependence on positron binding energies and conformer-dependent

properties for each cluster size for these water clusters. The bound positrons are also trapped internally

within cavities of the three-dimensional water clusters, similar to the behavior of bound excess electrons

in water cluster anions. However, since the positronic binding energies are smaller than the electronic

binding energies in water cluster anions, the bound positrons exhibit delocalized features extending into

the electronegative oxygen atoms of the water molecules acting as the multiple hydrogen donor. Such

behavior differs from the water cluster anions, resulting in isomeric conformational dependence.

1 Introduction

The positron (e+), the antimatter counterpart of the electron, has
been utilized in practical applications across a wide range of
scientific and technological fields, for example, in studies of
antimatter physics,1 materials science,2,3 and biomedical
applications.4,5 In bulk materials, positrons are trapped by
open-volume defects and annihilated with electrons, emitting
gamma rays. Positron annihilation (lifetime) spectroscopy enables
non-invasive characterization of various types of bulk defects.2,3

Recent advances in slow positron beam techniques have enabled
the characterization of individual molecules,6–8 where the tem-
porary positron–(neutral) molecule bound states, formed by Fes-
hbach resonant positron capture, have been observed by
experimental measurements. Positrons also have the potential
to be used as probes for identifying conformational structures of

molecules.9 Various conformational effects on positron binding
properties were identified through further theoretical investiga-
tions of molecules10,11 and molecular clusters.12,13

The nature of positron (the excess positive charge) binding
to the molecule is often compared and contrasted with that of
electron binding. The excess electron attachment to neutral
molecules is a key issue that has been studied extensively due
to its relevance to radiation biophysics, atmospheric chemistry,
and interstellar chemistry. In particular, water cluster anions have
been well-studied due to their chemical significance associated
with the role of the hydrated electron.14,15 Water cluster anions
(H2O)n

� of various sizes are observed experimentally,16 and the
vertical electron detachment energies (VEDEs), which correspond
to the one-electron removal energy from the cluster anion, exhibit
systematic size-dependent trends: there are two distinct linear
correlations of VEDEs with respect to n�1/3 (indicating the mean
cluster radius), associated with different types of binding proper-
ties of the excess electrons.16–21 The electron binding features
localized on the cluster surfaces exhibit considerably lower VEDEs
than those localized internally within the clusters. The interior
electronic state appears like the bulk hydrated electron, which has
been rationalized by extrapolating to the bulk water situation.

Turning to positron binding in solvents, similar character-
ization may be possible for positron trapping by water micro-
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clusters or hydrated electrons. Recent theoretical studies using
multi-scale simulations, combining quantum and molecular
mechanical calculations extended for positronic complexes, have
addressed positron–water interactions in the hydration states of
a positronium (a hydrogen-like bound state between an electron
and a positron, Ps)22 and in aqueous amino acid complexes.23

These have provided important theoretical insights into schemes
of positrons trapped in solute cavities or cluster surfaces, as well
as their solvent effects. For fundamental excess positron–water
clusters, however, there have been no such systematic investiga-
tions, except for the water dimer.12 Thus, the size-dependent
properties of the hydrated positron are still not as well under-
stood as the hydrated electron.

To unveil mechanisms of positron trapping by molecules, it is
necessary to perform accurate calculations including the electron–
positron correlation effect that plays a crucial role in quantifying
the stability of positronic complexes. Effective methods have been
extended to different scales of the finite size systems. For few-body
or comparatively fewer multi-atomic systems, very accurate calcu-
lations can be achieved by using the explicitly correlated
method24–26 and the quantum Monte Carlo method.27–31

Molecular orbital (MO)-based calculations extended to exotic
systems containing particles distinguishable from bound elec-
trons (e.g., positrons and protons), represented by the multi-
component molecular orbital (MC_MO)32–34 and any-particle
molecular orbital (APMO)35,36 calculations, have been effectively
employed to predict the existence of positronic bound states for
various molecules. The MO calculations in combination with the
effective model potentials9,37 and the many-body quasi-particle
calculations38 have provided quantitative agreement with the
experimental measurements. However, highly accurate correlated
calculations become computationally expensive with the increasing
size of molecules. Meanwhile, the density functional theory (DFT)
extended to the positron–electron system has been widely employed
for studies of positron annihilations in bulk systems.39–45 In recent
years, DFT-based approaches, such as the correlation-polarization
potential (CPP)10,46–50 and the extended wavefunction theory (WFT)-
in-DFT embedding methods,51 have been proposed and effectively
applied to positron-containing systems. The DFT approach is thus a
practical alternative, reducing the computational cost and enabling
calculations of positronic complexes with molecular aggregates.

In the DFT-CPP method, the positron–molecule interaction
of the effective Hamiltonian is described approximately as a
combination of the molecular electrostatic and correlation-
polarization potentials.50 The short-range correlation of the
CPP model is expressed in terms of the density functional
theory: the two-component local density approximation
(LDA),40 along with the generalized gradient approximation
(GGA) correction with a gradient correction parameter,41 was
proposed for the electron–positron correlation functional. The
asymptotic long-range behavior can be represented by the
attractive polarization potential with the dipole polarizability
of the host system.52 By fitting the GGA model parameter, this
approach also provides reasonable positron binding energies
universally for small hydrocarbons and some organic heteroatom
categories.10 However, the parameter often exhibits remarkable

size dependence as the molecular size increases,50 and, hence, it
needs to be adjusted for each molecular size referencing the
experimental values.

For more practical use, the model potential, including the
model parameter determined size-independently, is useful and
applicable to theoretical predictions. Considering the propor-
tional behaviors of dipole polarizabilities of simple covalent
bonded atoms and molecular clusters, where the simple addi-
tivity rule53 is invoked, an effective approach is to construct
polarization potentials with polarizabilities decomposed into
locations of constituent atoms, as proposed in the previous
studies.9 In this paper, we demonstrate the DFT-CPP calculation
combined with the atomic hybrid polarizabilities53 and present
benchmark studies for positron binding to hydrocarbons and
water clusters. The calculations for positronic complexes with a
homolog series of hydrocarbons were performed to test the
present DFT-CPP calculation, where the size-independent GGA
parameter is determined through comparison with the experi-
mental data.54–56 Using this fitted model, positronic complexes of
small water clusters up to hexamers are calculated to figure out
the positron binding properties of small water microsolvents.

2 Theoretical method

The effective Hamiltonian for the positron–molecule complex,
in atomic units, is given by

Heff rp;R
� �

¼ �1
2
rp

2 þ V rp;R
� �

; (1)

where rp and R are the positronic and fixed atomic nuclear
coordinates, respectively, and �i=p is the three-dimensional
(Cartesian) momentum operator for a positron. Henceforth, in
this paper, all formulae are given in atomic units. For the
positron–molecule system containing nuclear charges ZI for Ith
nucleus, the one-particle (positron) effective potential V(rp; R) is
approximated by

V rp;R
� �

¼
X
I

ZI

rp � RI

�� ���
ð
re re;Rð Þ
rp � re
�� ��dre þ Vcp rp;R

� �
; (2)

where re is the electronic coordinates and re(re; R) is the
electron density. The first and second terms are the static
potentials between a positron and a host system (atomic nuclei
and bound electrons, respectively), and the third term Vcp(rp; R)
describes the electron–positron correlation-polarization inter-
actions, which is expressed by using both the short-range
correlation part Vcorr(rp; R) and the long-range part asymptoti-
cally described by the polarization potential Vpol(rp; R).

The electron–positron correlation Vcorr(rp) for the short-
range part can be represented in terms of the generalized
gradient approximation (GGA)41 (here and henceforth fixed
atomic nuclear coordinates, R, are omitted),

Vcorr rp
� �
¼ VLDA

corr rp
� �

exp �b
3

rre rp
� ��� ��

re rp
� �

qTF rp
� �

 !2
2
4

3
5; (3)

where VLDA
corr(rp) is described in terms of the local density
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approximation (LDA), and qTF rsð Þ ¼ 1:56
� ffiffiffiffi

rs
p

is the local Tho-

mas–Fermi screening length57 with a Wigner–Seitz radius rs ¼

3
�

4pre rp
� �� �� �1

3 in the atomic units. The density re(rp) repre-
sents the probabilities for electrons that coalesce with a posi-
tron at rp. The factor b is an adjustable parameter to be fitted
for targets.42,44 The original form of Vep

corr[re] was presented by
Arponen and Pajanne,39 which was formulated based on the
random-phase approximation (RPA) with the assumption of
interacting bosons, regarding a positron as a charged impurity
in a homogeneous electron gas. The interpolated general LDA
formulae Vep

corr[re, rp] for the positron density rp in the full
range of the parameter rs were proposed by Boroński and
Nieminen.40 This formalism for rp { re reproduces the above
RPA result in the limit of rp - 0. In this work, we employed
Vep

corr[re] by Boroński and Nieminen (BN), given by the following
equations in the full range.

2VLDA
corr rp

� �
¼ �1:56ffiffiffiffi

rs
p þ 0:051 ln rsð Þ � 0:081ð Þ ln rsð Þ þ 1:14

rs � 0:302ð Þ
(4a)

2VLDA
corr rp

� �
¼ �0:92305� 0:05459

rs2
0:302 � rs � 0:56ð Þ (4b)

2VLDA
corr rp

� �
¼� 0:6298� 13:15111

rs þ 2:5ð Þ2
þ 2:8655

rs þ 2:5ð Þ

0:56 � rs � 8:0ð Þ
(4c)

2VLDA
corr(rp) = �0.524 � 179 856.2768re

2 + 186.4207re (rs Z 8.0).
(4d)

A more sophisticated LDA parametrization of the electron–
positron correlation energy, derived from quantum Monte
Carlo calculations, was presented by Drummond et al.58 We
have examined this accurate correlation functional (hereafter
referred to as DLNP functional) in comparison with the BN
functional in eqn (4). This DLNP functional yields PA values
approximately 30–40% smaller than those obtained by the BN
functional, due to slight differences that arise in the low-
density region (i.e., at larger rs). To compensate for this, optimal
values of the gradient correction parameter b can be identified
from our demonstrative calculations, which suggest slightly
smaller values of b = 0.34–0.35 (see Section S1 of the ESI†).
Although the DLNP LDA functional is thus available at the
current stage, in this study, we have applied the BN functional
with the aim of comparing the impact of the present modifica-
tion for CPP with those in the previous studies10 that employed
the same functional.

The long-range interactions between an external charged
particle (e.g., an electron or a positron) and a host molecule
(or an atom) can be described by the polarization potential,
which is given in terms of the second-order perturbation for
the multipole expansion of their Coulomb interaction. This

leads to the asymptotic form as the attractive interaction
(independently of the charge sign of the external particle),

lim
rp!1

Vpol rp
� �
� �

X1
‘¼1

a‘
2r2‘þ2p

;

where ac are the static multipole polarizabilities and here rp

represents the distance from the center of mass of the molecule.
The lowest order c = 1 term gives rise to the contribution of the
induced dipole with the static dipole polarizability, associated with
the electron density perturbed by the presence of the positron.
This polarization potential combined with the local correlation
functional has been applied for electron scattering52,59,60 as well as
positron scattering.46–48,61 In recent studies using DFT-CPP, the
second-order scheme of the polarization potential with the aniso-
tropic polarizability has been utilized for investigating the influ-
ence of the conformational structures on spatial extents of bound
positrons,10 where the above adjustable GGA parameter is fixed by
reference to experimental PAs. Similar approaches combined with
ab initio calculations have been constructed based on the many-
body perturbation expansion,62,63 and also similar practical model
potential methods have been utilized by Swann and Gribakin9,64

and Mitroy and his coworkers.65–69 These are also semi-empirical
approaches with adjustable factors for the polarization potential to
improve numerical results.

In this study, we adopt the polarization potential within the
lowest-order term, approximated by a sum over the atom-
located dipole polarizabilities,

Vpol rp
� �
¼ �1

2

X
I

aA RIð Þ
rp � RI

�� ��4; (5)

where aA denotes the isotropic polarizability assigned to an
atom A fixed at RI. Although some algorithms for decomposing
the total molecular polarizability into constituents based on
atoms-in-molecules charge density analysis exist,70 in the pre-
sent calculations, we temporarily used literature values defined
by the additivity method proposed by Miller,53 because the
targets of this study, water clusters, show an overall linear
dependence of the polarizability with sizes,71 as well as the
simple hydrocarbons.

Switching of Vcp(rp) from the long-range asymptotic form to
the short-range correlation is performed regarding some numer-
ical criteria: in the original CPP scheme, these are connected at
their crossing distance rc,52 while the recent DFT-CPP calcula-
tions used the simple formula as Vcp = max[Vcorr, Vpol]. We also
employ the latter formalism for the present CPP calculations.
To avoid numerical discontinuity at switching regions by the
maximum function, we introduce an ad hoc representation by
the following two-dimensional matrix for Vcp(rp),

Vcp rp
� �

¼
Vcorr rp

� �
v12

v12 Vpol rp
� �

2
4

3
5; (6)

where the off-diagonal v12 is an arbitrary constant small enough
not to disrupt calculated potentials, and the greater eigenvalue
of eqn (6) is used for Vcp(rp). In this work, v12 is set to 100 cm�1,
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and this artificial modification for Vcp affects the calculated PAs
by a few percent compared to the use of Vcp = max[Vcorr, Vpol].

The eigenvalue of the effective Hamiltonian in eqn (1) gives
the one-positron energy ep, and its negative value corresponds
to the vertical positron affinity PA (positron binding energy) for
the equilibrium structure of the host system, namely,

PA = �ep. (7)

For accurate numerical calculations of the positron affi-
nities, it is often essential to take into account the effect of
the virtual Ps formation channel within the framework of the
many-body quasiparticle calculation,38 which enhances the
electron–positron overlap locally within the molecular system
and increases the positron binding energy beyond the mean-
field approximation. Similar effects can be observed in the
wavefunction expansion approach,12,72 where a part of the
effect associated with the virtual Ps is incorporated through
the higher-order electronic/positronic excited configurations.
In the present DFT-CPP framework, the calculation for eqn (7)
does not account for the relaxation of the electron density
induced by the presence of a bound positron. However, for
more rigorous treatments, a self-consistent field (SCF) proce-
dure would be necessary to obtain accurate numerical results
for electron–positron superpositions. Nevertheless, since the
electronic structure is not considered to be significantly dis-
rupted for systems near the threshold of breaking up into e+ + X
(where X is a host molecule), the electron density obtained from
well-established electronic structure calculations is a better
approximation for evaluating the correlation energy using the
well-designed electron–positron correlation functional in
combination with the perturbative long-range potential.

3 Computational details

The Schrödinger equation for the Hamiltonian in eqn (1) is
solved by means of the discrete-variable representation (DVR)
method73 with the particle-in-a-box basis functions.74 In this
study, we calculate the lowest energy positronic states for a
positron by the direct relaxation method. The space for the
effective potential well is taken to be cubic with a side length L
and with the origin fixed at the center of mass of a host
molecular system, i.e., the ranges of �L/2 r (x, y, z) r L/2. We
chose L = 100a0–140a0 (a0 is the Bohr radius) depending on the
molecular size, and used 512 equally spaced grid points for each
dimension. A cut off energy of 20 hartree for the potentials is
applied to avoid numerical divergence especially due to Cou-
lomb repulsions between a positron and positively charged
nuclei. The relaxation calculations were performed with an
energy convergence criterion of 10�9 hartree. These computa-
tional conditions are sufficient for the required level of accuracy.
The supporting data are available in Section S2 of the ESI.†

We selected means of the electronic structure calculations to
obtain the electron density re as reproducing molecular polariz-
abilities. The comparatively low-level electronic structure calcula-
tions, for example, the Hartree–Fock (HF) approximation, LDA, and

simple GGA functionals, are known to systematically yield signifi-
cant errors for the electrostatic properties, while the well-tuned
hybrid functionals, as well as correlation methods such as the
second-order Møller–Plesset (MP2)75 and coupled cluster (CC),76–79

can provide results in good agreement.50,80 Additionally, inclusions
of diffuse functions into the basis sets are also essential for
improving accuracy.80 In this study, the electronic structure calcu-
lations are performed by using the dispersion-corrected range-
separated hybrid functional,81 oB97X-D, with Dunning’s augmen-
ted correlation-consistent split-valence basis sets,82 aug-cc-pVDZ,
for both alkanes and aromatics. Only for the water clusters, the
single-component artificial force induced reaction (SC-AFIR)
method, implemented in GRRM-17 software,83,84 combined with
the oB97X-D/aug-cc-pVDZ calculation was used for obtaining
candidate equilibrium structures of conformers. Using these struc-
tures as starting points, the optimized structures were obtained by
the oB97X-D calculations with the aug-cc-pVTZ basis sets.82

Atomic hybrid polarizabilities (AHPs) aA assigned to ele-
ments A of constituent atoms used in this paper are as follows
(in units of a0

3): aH = 2.611 for all the molecules, aC = 7.159 for
alkanes, aC = 9.123 for benzene, aC = 12.794 only for bridgehead
C atoms of naphthalene, and aO = 4.298 for water clusters,
which are extracted from the literature.53 For water clusters
(H2O)n, the calculated polarizabilities vary with the conforma-
tional structures, while by the definition of AHP, the additivity
method gives the isotropic polarizabilities as 9.52n. The AHP
values for n = 2–6 reasonably approximate the calculated
polarizabilities of the overall conformational structures as will
be shown later, but slightly underestimate them by 3%.

All structure optimization procedures are carried out using
the Gaussian 16 program.85 Information on accessing the
optimized geometries of all studied structures is provided in
Section S3 of the ESI.† All calculations for the positronic
complexes were performed using the DFT-CPP method at the
GGA level, as described in the preceding section.

4 Results and discussion
4.1 Positronic bound states in n-alkanes and aromatics

We performed test calculations of PAs for n-alkanes (CNH2N+2 with
N = 2–16), benzene (C6H6), and naphthalene (C10H8) to determine
the universal GGA-b parameter employed in this work. These
numerical details are shown in Table 1, where the experimental
polarizabilities are retrieved from ref. 53 and 86. The oB97X-D/
aug-cc-pVDZ calculations reproduce isotropic polarizabilities
within a deviation of 3% from the experimental data54–56 for all
the presented hydrocarbons, and the additivity method for the
atomic hybrid polarizabilities (AHPs) yields consistent results with
these calculations. For the positronic ground states of n-alkanes,
b = 0.38 provides fairly consistent results with the experimental PAs
up to N = 12 but gradually underestimates them for N = 14 and 16,
while for both benzene and naphthalene, a slightly smaller value of
b = 0.36 improves agreements with the experimental PAs.

In previous DFT-CPP calculations employing centrally fixed
anisotropic polarizabilities for the polarization potential, the b
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parameter often needs to be optimized separately for different
molecular size ranges, as seen in the case of hydrocarbons
presented here.10,50,87 This drawback of size-specific features
can be overcome by the present approach, allowing the uni-
versal parameter to be successfully determined for both satu-
rated homologous and unsaturated hydrocarbons.

The size dependence of PAs for n-alkanes is shown in Fig. 1
where the calculated and experimental PAs are plotted as a
function of the number of backbone carbon atoms in n-
alkanes. The increasing trend of PAs is weakened for the
positronic ground states in the sizes of N Z 12, and in this
region, the calculations underestimate the experimental values.
This can be explained by the conformer effects that appear
particularly in large alkanes: according to the previous report by
Swann and Gribakin,9 the lowest energy conformations with all-
trans(t) shape and/or t-rich geometries tend to exhibit the
smallest PAs for each size, while energetically low-lying curved
or bent alkane chains exhibit larger PAs, contributing to higher
thermal averages that approach the experimental PA values.
Therefore, lower PAs of all-t shape alkane chains compared to
the experimental values provide rather reasonable results.

Using the same calculation conditions, we calculated the
second positronic bound states of large n-alkanes, CNH2N+2

with N = 12–16, where the experimental data are available for
N = 12, 14, and 16. These calculation results are also included in
Table 1 and Fig. 1. With the universal b parameter, we also

successfully obtained reasonable qualitative results for the sec-
ond bound states, although these PAs are slightly overestimated
compared to the experimental values for larger sizes. The
calculation results presented by Gribakin and Swann,9 which
employed a similar model potential with the exponentially cut-
off factors adjusted empirically, show better agreement with
experimental PAs. The calculated positronic wavefunctions of
the system [C16H34; e+] are illustrated in Fig. 2. The first
positronic bound state has an elliptical extent of the nodeless
wavefunction, while the second bound state exhibits antisym-
metric character with respect to the molecular center. These
closely resemble those presented in the previous paper.64

We thus obtained a range of the GGA parameters that
universally fit the PAs of hydrocarbons for different sizes. By
using the size-independent model, we will address the positron
binding to small water clusters in the following section.

4.2 Water clusters

Finally, we present benchmark calculations of PAs for small
water clusters, (H2O)n clusters with n = 2–6. According to
previous reports, an isolated water molecule, as well as typical
hydrogen inorganic species such as hydrogen halides and
ammonia, exhibit near-zero PAs despite the polar systems,
whereas the binary molecular clusters formed by the hydrogen
bond (HB) are predicted to have positron binding abilities.12

Although these previous calculations evaluated the vertical PAs
for the neutral binary clusters without the nuclear configuration
relaxations, features of the bound positrons may differ from the
excess electrons of water anions. In the anion case, the bound
excess electron tends to be located near less-screened H atoms
(protons) associated with the polar covalent O–H bond(s),
whereas in the [H2O; e+] complex, such H atoms are unfavored
in positron binding and it results in the positron unbound. For
the dimer anion (H2O)2

�, there are two stable structures that the

Table 1 Comparisons of calculation results with the experimental values
for isotropic polarizabilities aiso and positron affinities (PAs). AHP denotes
the quantity obtained by the additivity method using atomic hybrid
polarizabilities. The experimental values of polarizabilities are retrieved
from ref. 53 for all cases, but except for C10H8, which is taken from ref. 86

Molecule

aiso (a0
3) PA (meV)

Expt. Calc. AHP Expt. Calc.

n-Alkanes (first bound states)
C2H6 29.6 28.9 30.2 3 2.9
C3H8 42.5 41.2 42.6 16 16.8
C4H10 54.6 53.5 55.1 37 37.8
C5H12 67.4 65.9 67.5 67 69.3
C6H14 79.6 78.3 79.9 93 101.5
C7H16 92.4 91.0 92.4 118 127.3
C8H18 104.5 103.6 104.8 147 154.0
C9H20 117.4 116.3 117.3 178 172.3
C10H22 129.5 129.0 129.7 193 191.6
C11H24 — 141.8 142.2 — 204.0
C12H26 154.5 154.5 154.6 225 218.1
C13H28 — 167.4 167.1 — 226.6
C14H30 179.5 180.3 179.5 265 237.3
C15H32 — 193.1 192.0 — 243.6
C16H34 204.4 205.8 204.4 295 251.4

n-Alkanes (second bound states)
C12H26 154.5 154.5 154.6 5 9.3
C13H28 — 167.4 167.1 — 32.3
C14H30 179.5 180.3 179.5 45 56.2
C15H32 — 193.1 192.0 — 75.4
C16H34 204.4 205.8 204.4 75 95.8

Aromatic hydrocarbons
C6H6 70.1 69.2 70.4 132 136.0
C10H8 117.4 119.2 119.4 300 290.8

Fig. 1 Positron affinities of n-alkanes CNH2N+2. Crosses and open circles
are experimental and calculated values, respectively.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

6 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/1
8/

20
26

 8
:1

2:
31

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp00893j


12176 |  Phys. Chem. Chem. Phys., 2025, 27, 12171–12181 This journal is © the Owner Societies 2025

excess electron is located around the positively charged H atoms:
near the dangling H atoms (free from HB) of the acceptor in the
linear geometry, and in the intermediate region in the H-bridged
cyclic geometry.88 In contrast to the dimer anion, the bound
positron for the linear (H2O)2 structure is located near the
negatively charged O atom of the donor, showing the opposite
dipole-supported binding character. This stabilization is allowed
by the enhanced polarity in cooperation with partial screening of

HB-free H atoms of the donor due to electron density rearrange-
ments induced by the hydrogen bond.

Here, we applied the present DFT-CPP method for vertical
PAs of (H2O)n with up to n = 6. The optimized structures for n =
4–6 are shown in Fig. 3; we have three, five, and eight con-
formers, respectively, where the notations for n = 5 and 6 are
defined in accordance with the ref. 89 and 90. The relative
energies and electrostatic properties are given in Table 2. For
the pentamer and hexamer, low-lying equilibrium structures
within t0.1 eV in relative energy are examined, while excep-
tionally for the tetramer a higher energy conformer denoted as
‘‘trimer + 1’’ is included to consider the effect of different types
of conformational structures.

As is well-known, the trimer, tetramer, and pentamer have the
global minimum (GM) structures with the cyclic geometries,
where all water fragments behave like one-hydrogen donor and
acceptor. For cyclic tetramers, here we showed only two struc-
tures, denoted as I and II, which are identified by directions of
dangling H atoms with respect to a tetramer plane; the GM
structure has alternatively arranged ‘‘up’’ and ‘‘down’’ dangling
H atoms, and the next lowest conformer II has adjacent two up
and down dangling H atoms. In a similar manner, various
conformations differentiated by arrangements of the HB-free H
atoms exist.91 For pentamers, our calculation results of relative
energies DE are fairly consistent with CCSD(T) calculations in
the theoretical report,90 except for the ‘‘tetramer/trimer’’ struc-
ture. This lies about 0.12 eV above the GM, while the previous
report predicted 0.03–0.06 eV.90 In the case of the hexamer, it
was reported that 24 conformers exist by theoretical
calculations,89 and a three-dimensional ‘‘prism’’ structure was
obtained as the GM.89,92,93 Subsequently, the ‘‘cage’’ and ‘‘book’’

Fig. 2 Positronic wavefunctions for [C16H34; e+]. Pink and blue isosur-
faces indicate opposite phases of the wavefunction. Isosurfaces at 90, 60,
and 30% of the maximum values are shown from inner to outer.

Fig. 3 Optimized structures of water clusters, (H2O)4 (a1)–(a3), (H2O)5 (b1)–(b5), and (H2O)6 (c1)–(c8). Black and white balls show oxygen and hydrogen
atoms, respectively, and dashed blue lines indicate schematic H–O hydrogen bonds.
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structures are competitive as the next-lowest conformers, but the
order of relative energies varies with their computational meth-
ods. In the present calculations, these three conformations exhibit
almost isoenergetic, and it is difficult to differentiate these
stabilities in energy. Nevertheless, the results reproduce the
important trend that three-dimensional structures are preferential

in water microclusters for n Z 6 and that the prism, cage, and
book structures become the lowest energies, which are also
identified experimentally94 and agree with the later theoretical
calculations.89

The calculation results of PAs for all structures presented
above are included in Table 2. For the dimer, DFT-CPP provided
PA = 35 meV and the electron–positron contact density of dep =
1.95 � 10�3a0

�3, which is in agreement with the MC_CI result,
PA = 38 meV and dep = 1.58 � 10�3a0

�3.12 Also, for all (H2O)n

with n = 3–6, PAs of all presented conformations are predicted
to be positive. It was previously conjectured that PAs may
become smaller in cyclic structures compared to the dimer,12

because the polarization effect associated with the dipole–
dipole interaction scheme may be cancelled out, resulting in
a schematically less polar overall structure due to the donor–
acceptor characteristics of all H2O fragments. In comparison
with the dimer, indeed, the PA of the cyclic trimer decreases to
10 meV, and that of the cyclic GM tetramer is increased to
34 meV which is close to the PA of the dimer. In larger sizes,
however, against the early expectation, the PAs of cyclic struc-
tures increase almost linearly, at least up to the hexamer. Since
these cyclic geometries are less polar species, this size-
dependent property is analogous to the cases of hydrocarbons
represented by alkane chains as well as the aromatic hydro-
carbons as seen in the previous section, which can be inter-
preted as the dipole polarizability dependence.

Fig. 4(a) shows the correlation between PAs and cluster sizes
n. Overall, PAs tend to increase as the cluster size n increases
across the entire data. As mentioned above, the PAs of cyclic
geometries for n = 3–6 exhibit a pronounced linear relationship
with respect to n, suggesting that the trend for these cyclic
forms can be characterized simply by the dependency on dipole
polarizability, as shown in Fig. 4(b). These planar structures of

Table 2 Calculation results for the relative energies DE including the
zero-point vibrational energy correction, magnitudes of the dipole
moments m, isotropic dipole polarizabilities aiso, and positron affinities PA

Structure DE (eV) m (D) aiso (a0
3) PA (meV)

Dimer (H2O)2

0.000 2.53 19.57 35.1

Trimer (H2O)3

Cyclic 0.000 1.12 29.28 10.4

Tetramer (H2O)4

Cyclic (I) 0.000 0.00 39.18 34.1
Cyclic (II) 0.029 0.00 39.21 67.6
Trimer + 1 0.262 3.43 39.26 173.2

Pentamer (H2O)5
Puckered ring 0.000 1.00 49.20 123.8
Envelope 0.057 2.17 48.66 132.9
Tricycle 0.076 4.25 48.48 215.2
Tetramer/trimer 0.125 2.55 48.71 157.6
Tetramer + 1 (II) 0.140 2.49 49.14 212.2

Hexamer (H2O)6
Book (I) 0.000 2.42 58.73 218.7
Cage 0.001 2.19 58.00 186.1
Prism 0.002 2.66 57.60 168.1
Book (II) 0.006 2.50 58.62 205.0
Chair 0.023 0.00 59.26 180.9
Twisted boat 0.058 0.82 59.09 203.8
Pentamer planar + 1 0.070 2.73 58.78 175.9
Double envelope 0.127 1.82 58.34 140.7

Fig. 4 (a) Positron affinities as a function of the number of water molecules and (b) comparison of positron affinities of cyclic forms of water clusters
(H2O)n (red closed circles) and those of cycloalkanes CnH2n (crosses) for n = 2–6. The red solid line is the linear regression for (H2O)n, PA = 6.01aiso �
178.68, showing the coefficient of determination R2 = 0.96.
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a cyclic HB network show the lowest PAs for cases of n = 3, 4 and 5,
whereas only for n = 6 the three-dimensional structures of the
lowest energy conformations, such as prism and cage, have
smaller PAs competitive with the PA of the cyclic (chair) structure.

The bound positron densities of four conformations of n = 6;
the cage, prism, chair, and pentamer planar + 1, are illustrated
in Fig. 5. In the chair (cyclic) structure, the bound positron
density has a single density lobe surrounded by water mole-
cules. Analogous density distributions also appear in cyclic
structures of other smaller cluster sizes. Similar positron bind-
ing features are observed in the cases of cycloalkanes as well as
benzene. In comparison with the polarizability dependence of
PAs for cycloalkanes,9 as shown in Fig. 4(b), the cyclic forms of
water clusters exhibit a steeper linear relationship with respect
to the polarizability aiso. This trend suggests that local pola-
rities by polar-covalent O–H bonds contribute to enhancing
positron binding abilities.

The spatial extents of the positron densities for the repre-
sentative three-dimensional structures are seen in Fig. 5(a), (b),
and (d), and all are polar structures with the gross dipole
moments of m = 2.1–2.7 D: these have noticeable delocalized
features that are extending both inside and outside of the HB
network. In both the cage and prism structures, the majority of
positron densities are located internally in their cavities with
some portions leaking into outer regions near an O atom. Also,
in the pentamer planar + 1 structure, which consists of a
pentamer and a trimer cycle sharing a hydrogen bonded two
H2O molecules, the positronic distribution appears to extend
across these two HB cycles and slightly leaks toward the O atom
of the bridgehead double H donor H2O molecule. In the case of
water hexamer anions with prism structures, the bound excess
electron is either almost accommodated within a cavity or is
distributed outside of the prism structures, following locations

of the (dangling) H atoms (the positive end of the dipole
moment).95 Importantly, while the excess electrons in water
cluster anions tend to be attracted to the HB-free H atoms of a
double H acceptor H2O moiety,96,97 the delocalized bound
positron densities in water hexamers are located in the vicinity
of the O atoms of a double H donor H2O moiety. As shown in
Fig. 5(a), (b), and (d), these delocalized positrons appear to
align with the gross dipole moment vectors. However, since
these features are not fully dipole-supported binding, therefore
it results in a weak correlation with the magnitude of the dipole
moment, as indicated in Table 2. For larger clusters, it may be
observed that the bound positron is fully accommodated within
such three-dimensional structures or exhibit dipole-supported
binding due to the increased polarity.

The present calculations provided the reasonable size-
dependent properties of PAs for water clusters by using the
universal model parameter as well as hydrocarbons. It was also
suggested that the increasing trend of PAs may be suppressed
and eventually saturated as the size of microsolvent clusters
increases, similar to the VEDE-n�1/3 trend observed in the water
cluster anions. However, such asymptotic behavior may be
expected to appear in larger clusters, e.g., n \ 11 for
anions16,18,19 and, therefore, cannot be addressed within the
small clusters presented in this work. It is worth investigating
positron trapping by larger microsolvent clusters and the
effects of the donor/acceptor properties of solvent molecules
associated with the HB network structures. In the present cases,
which focused on non- or weakly-polar systems, long-range
correlation effects described by the polarization potentials play
a significant role in positron attachment, while for strongly-
polar systems by possessions of strong polar covalent bonds, it
may be necessary to redefine the gradient correction parameter
of CPP associated with rapid density gradients to improve
numerical results.

5 Conclusions

We have developed a density functional theory calculation
combined with the electron–positron correlation-polarization
potential (CPP) utilizing the atom-located polarizabilities
towards applications to positronic complexes with arbitrary
multi-atomic systems. The parameter of generalized gradient
approximation is determined through test calculations for
simple hydrocarbons, where both the first and second bound
states of positrons for large n-alkanes can be reproduced
reasonably by using the universal model parameter. We applied
to the case study for positron binding with small water clusters.
Positron binding of water clusters also exhibits the conformer
dependence, which shows strongly delocalization behaviors
reflecting hydrogen bonding network structures. The positron
binding properties in water clusters as well as the excess
electron state of the water cluster anions are also intriguing.
We could confirm the capabilities of the present modifications
of CPP for positronic complexes with large molecular systems,
while it is able to be more applicable for various material

Fig. 5 Examples of positron density distributions of [(H2O)6; e+] systems.
The isosurface with 75% of the maximum density is shown in each
structure. The blue arrows indicate the permanent dipole moment vectors
directing from the negative end to the positive end.
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properties by combining with more sophisticated decomposi-
tion algorithms for atomic polarizability models based on the
ab initio calculations and density relaxation calculations of both
bound electrons and an attached positron. These further
improvements will be addressed in our future work.
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