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An embedding scheme for constraint-based
orbital-optimized excitations in molecular and
bulk environments†

Yannick Lemke, ‡a Jörg Kussmann ‡*a and Christian Ochsenfeld *ab

We recently presented a novel approach to variationally determine electronically excited states based on

constrained density functional theory calculations. The constraint-based orbital-optimized excited state

method (COOX) [Kussmann et al., J. Chem. Theory Comput., 2024, 20, 8461–8473] allows the evalua-

tion of arbitrary electronic excitations and has several advantages compared to other methods like DSCF.

In this work, we present an embedding scheme for COOX where the constraint potential is drawn from

a sub-system calculation. This approach enables the accurate evaluation of specific excited states within

complex environments that are difficult to obtain with conventional methods. The validity and range of

applicability of the presented method are investigated for first exemplary calculations.

Nowadays, electronic structure methods to determine electro-
nic excitations are a crucial tool to investigate photoinduced
chemical processes and for the design of energy materials.
While many different theoretical models to evaluate electronic
excitations as well as excited state properties are available,1–8

linear-response time-dependent density functional theory (LR-
TDDFT) evolved to be the main workhorse for excited state
simulations due to its overall good accuracy in combination
with relatively low computational cost.

However, there are some well-known limitations to LR-
TDDFT like its restriction to single electron excitations only
or the poor description of charge transfer- or core-excitations
due to the linear-response ansatz. In these cases, variational
excited state methods like DSCF9–11 and improvements there-
upon like MOM12,13 or STEP14 can strongly improve the overall
accuracy, although only clearly defined orbital excitation pat-
terns (e.g., HOMO - LUMO) can be simulated. Furthermore,
these orbital-optimized TDDFT methods (OO-TDDFT) often
suffer from instabilities, i.e., a collapse of the wave function
to the ground state, which can be prevented by the squared
gradient minimization method (SGM).15 Our recently proposed
constraint-based orbital-optimized excited state method
(COOX)16,17 rectifies several of the shortcomings of DSCF-type

methods, i.e., by showing a stable convergence behavior for
arbitrary excited states while also providing accurate excited
state properties.

In this work, we present an embedding scheme for our
COOX method that draws the constraint potential from an
isolated sub-system to determine specific excited states within
a complex environment. Note that in some cases these states
can be very difficult or almost impossible to calculate with
conventional linear-response methods as a large number of
excitations have to be evaluated within the Davidson scheme.18

In the following, we will briefly recap the COOX method and
outline the new embedded COOX scheme (e-COOX). Finally, we
will analyze the validity and accuracy of our method for first
illustrative calculations.

1 Theory

The COOX method variationally determines the electronically
excited state employing the constrained DFT method
(cDFT)19–21 by optimizing the energy functional:

E[r,lc;Nc] = E0[r] + lc(Tr[WcP] � Nc), (1)

where E0[r] is the regular Kohn–Sham energy functional, lc is a
Lagrangian multiplier, P is the one-electron density matrix, and
Nc is a constant parameter.

For the COOX method, the constraint potential Wc is derived
from the static part of the excited state difference density
matrix obtained with LR-TDDFT:16

Wc = S(DPvirt � DPocc)S, (2)
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which is determined by matrix–matrix multiplications of the
molecular orbital (MO) transition coefficient matrix X:

DPocc
mn ¼

X
i 2 occ
j 2 occ

Cmi

X
a2virt

Xa
i X

a
j

 !
Cnj ; (3)

DPvirt
mn ¼

X
a 2 virt
b 2 virt

Cma

X
i2occ

Xa
i X

b
i

 !
Cnb; (4)

and the atomic orbital overlap matrix S to restore covariance.
Since the constraint is a superposition of two constraints, i.e.,
one removing an electron from the occupied molecular orbital
space and one inserting an electron into the virtual space, the
total value for the constraint parameter is Nc = 0. As discussed
in ref. 16, the COOX excited state resembles an eigenstate of the
molecular Hamiltonian as the solution to the constrained SCF
energy is also a stationary point for the unconstrained energy
functional. Therefore, the evaluation of the excited state proper-
ties does not require additional derivatives of the constraint
potential. Furthermore, the excited state wave function obeys
the Aufbau principle, so that conventional post-SCF correlation
methods or higher-order properties can be evaluated. For a
more detailed description of the COOX method, see ref. 16 and
17.

1.1 Embedded COOX for complex environments

Our COOX embedding scheme (e-COOX) aims at evaluating the
excited states of photoactive substrates in complex environ-
ments. Therefore, the constraint in eqn (2) is evaluated from
the transition coefficient X of the isolated photoactive site. If
this sub-system is well separated from the environment, i.e., if
the interactions with the environment are negligible, the
unmodified constraint of the sub-system could be used. How-
ever, realistically, the electron distributions of the active site
and the environment interact, so that the constraint needs to be
modified. Here, it is important to stress that Wc is not only a
purely spatial constraint, but also a constraint on the occupied
and virtual molecular orbital (MO) subspaces, thus ensuring
the excitation of a single electron from the occupied into the
virtual MO space,

Tr[SP0
occSDPocc] = 1, Tr[SP0

virtSDPocc] = 0, (5)

Tr[SP0
virtSDPvirt] = 1, Tr[SP0

occSDPvirt] = 0, (6)

where P0 and DP refer to the ground state density and the
excited state difference density, respectively. Due to the inter-
action with the environment, however, the orthogonality breaks
down since the MOs of the isolated sub-system are not neces-
sarily orthogonal to the MOs of the complete system. To restore
the orthogonality of Wc, the Gram–Schmidt algorithm is
applied to pure sub-system orbitals (fsub) within the basis of
the complete system. Note that individual orthogonality
between single MOs within the same subspace is not required,
but only between the occupied/virtual subspaces:

fsub
a > ftot

i , fsub
i > ftot

a , fsub
i > fsub

a , (7)

where the index i refers to the occupied orbital and a to the
virtual orbital, respectively. Thus, it is ensured that a single
electron is excited from the occupied to the virtual MO sub-
space of the complete system.

The embedding scheme is summarized as follows: 1. Eval-
uate the ground state for the complete system. 2. Perform a LR-
TDDFT calculation for the isolated photoactive sub-system. 3.
Reorthogonalize the sub-system MOs fsub with respect to the
occupied/virtual MO subspaces of the complete system
(eqn (7)). 4. Form the COOX constraint potential (eqn (2)) using
the reorthogonalized sub-system MOs and transition coeffi-
cients. 5. Run the COOX calculation for the complete system.

At this point, it should be stressed that we use the term
‘‘embedding’’ in a more literal sense than existing embedding
methods such as multi-scale quantum mechanics/molecular
mechanics (QM/MM) approaches, wherein a sub-system which
is treated at a high quantum-mechanical level of theory is
‘‘embedded’’ into an environment which is treated at a lower
level of theory: in e-COOX, the sub-system constraint is properly
embedded into the basis of the complete system, which is then
altogether treated at the high quantum-mechanical level of
theory.

To illustrate the effect of the embedding on the constraint
potential as well as the difficulty to access some excitations with
conventional linear-response methods, we investigate the
HOMO - LUMO excitation of a carbon monoxide molecule
embedded in a single C60 fullerene. Apparently, the fullerene
itself features many excited states with a lower energy than
the excitation of interest. Using the Davidson algorithm, we
would have to evaluate hundreds of roots for the complete
system, so that we opted to use the simplified TDA-TDDFT
(sTDA) algorithm22 instead. Using PBE/def2-SVP,23,24 the 455th
root can be identified as the carbon monoxide HOMO -

LUMO excitation. Due to the small volume of the fullerene
cavity, there is a significant overlap between the carbon mon-
oxide orbitals and the fullerene, i.e., the impact of reorthogo-
nalization is clearly visible from the constraint potential shown
in Fig. 1. It should be stressed that the pure HOMO - LUMO
excitation of carbon monoxide is not necessarily obtained with
any density functional, i.e., often mixed excitation patterns

Fig. 1 COOX constraint potential for the HOMO - LUMO excitation of
carbon monoxide. The pure sub-system potential (left) as well as the
embedded potential (right) are shown (sTDA-PBE/def2-SVP).
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including the HOMO�1 and LUMO+1 orbitals arise. The
e-COOX scheme yields a slightly lower excitation energy of
7.50 eV compared to the isolated system (7.55 eV) which is in
line with a reduced difference in the orbital energies. Using the
unmodified sub-system constraint, however, produces a wrong
trend by increasing the excitation energy (7.71 eV). This results
from the missing orthogonality of the occupied and virtual
constraint potentials with respect to the MOs of the complete
system. The projection of the virtual part onto the occupied
subspace and the occupied constraint onto the virtual subspace
should vanish but instead considerably overlap with the suppo-
sedly orthogonal subspaces (Tr[SP0

occSDPvirt] = 0.002 and
Tr[SP0

virtSDPocc] = 0.847). Drawing the constraint potential from
the complete system, i.e., the 455th excitation from the sTDA
calculation, one should expect a better result than using the plain
sub-system constraint. However, due to the packed nature of our
artificial test system, the strong overlap of the carbon monoxide
orbitals with those from the fullerene cage results in a higher
electron delocalization and thus leakage into the environment. An
unscaled COOX calculation will result in a double excitation, so
that a rather large scaling factor for the virtual part of the
constraint potential16 is obtained which in turn slightly over-
compensates and therefore results in only 0.89 electrons transi-
tioning. As a result, the excitation energy is far too low at 4.5 eV.

Although this test system is highly artificial, it clearly
illustrates how the e-COOX approach solves several issues.
First, the computational overhead to execute a LR-TDDFT
calculation for a large system to construct the COOX constraint
is strongly reduced, and secondly, the identification of the
desired target state is easier and clear. Finally, the embedded
sub-system constraint does not suffer from any contamination
like an unphysical charge-transfer character due to the use of
approximate functionals, which in turn ensures accurate
results and a stable convergence of the COOX calculation.

2 Illustrative calculations

All presented methods have been implemented using our
FermiONs++ program package.25–27 The def2-SVP and def2-
TZVP basis sets24 have been employed, except for PBEh-3c.28

Tight integral thresholds (Wint = 10�10) and an SCF convergence
threshold of Wscf = 10�7 for the norm of the commutator [F,P]�
have been used throughout. Two-electron integrals were eval-
uated with an improved RI-Coulomb integral engine29 using
the universal auxiliary basis ‘‘def2-universal-jfit’’30 and the sn-
LinK method31–33 with a gm4 grid.34 For all COOX calculations,
an electronic temperature of 1000 K has been chosen. For all
DFT calculations, the gm5 grid34 has been employed and the
libxc,35,36 DFT-D3,37–39 and gCP28,40 libraries have been used
where required. The PyMol program41 was used to generate
depictions of molecular structures and difference density plots.

2.1 Uracil: solvation effects

In order to investigate the validity of our proposed embedded
COOX scheme, we first analyze the first two singlet excitations,

i.e., the n - p* (S1) and p - p* (S2) excitations, of the uracil
molecule in solvation. This system has been investigated by
Lange and Herbert42 to analyze the impact of spurious charge-
transfer (CT) contamination in LR-TDDFT calculations. Here, a
growing hydration shell introduces an increasing number of CT
excitations at a similar or lower energy level compared to the
valence excitations of the isolated uracil molecule. Therefore,
this system presents an ideal test case for our new embedding
scheme.

As a proof of concept, we first analyze the impact of a single
water molecule at different distances from the uracil molecule
on the S1 and S2 states using PBE043/def2-TZVP. The results
obtained with LR-TDA-TDDFT and ADC(3) (computed with
Q-Chem 5.144) are compared to the complete COOX calculation
and the embedded COOX scheme (e-COOX) using the unmo-
dified (non-orthogonal) and reorthogonalized constraints
obtained from the isolated uracil molecule as shown in
Fig. 2, where only the difference to the corresponding excitation
energy of the uracil molecule is shown. Note that the minimum
energy for the ground state is obtained for a distance of 3 Å, so
that the largest deviations can be seen for the more strained
configurations with a smaller distance, where the TDA-TDDFT
amplitudes for the complete system are likely less reliable. This
is illustrated for the S2 state when using the scaled constraint
potential (eqn (14) in ref. 16), for which the full COOX calcula-
tion shows a wrong trend, i.e., an increased excitation energy
at small distances (see Fig. S2 in the ESI†). The figures contain-
ing the absolute excitation energies are found in the ESI†
(Fig. S3 and S4).

We also investigate the influence of a full hydration shell
similar to that described in ref. 42, although we generated the
geometries using the Quantum Cluster Growth algorithm45 of
the CREST program46 instead of using molecular dynamics
snapshots. The resulting structure is shown in Fig. 3. Since the
observed double excitation character is small for both consid-
ered states (o20%), we use the unscaled constraint potentials
throughout this section. In Table 1, we compare the results for
uracil within a water shell containing 100 solvent molecules
obtained with our proposed e-COOX method compared to
sTDA-TDDFT and COOX calculations of the complete system.

Fig. 2 Energy differences [eV] of S1 (n - p*, left) and S2 (p - p*, right)
states of uracil for different distances to a single water molecule. The
difference is relative to the excitation energy of the isolated uracil mole-
cule. The results for TDA-TDDFT and ADC(3) are shown compared to
COOX results obtained from the complete system (full) and the embedded
sub-system constraints without (non-ortho) and with reorthogonalization
(ortho) using PBE0/def2-TZVP.
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The precise state ordering of n - p* and p - p* is highly
method-dependent, with LR-TDDFT42 and CC247 predicting the
p - p* state to fall below the n - p* state whereas EOM-CC
methods predict the n - p* state as S1

48 (at least for the
respective geometries used in these studies). Nevertheless, the
methods agree on a substantially larger solvatochromic shift for
the n - p* state, which is shown in Table 2. Most COOX
calculations follow the trend of LR-TDDFT and CC2, i.e., the
p - p* state appears below the n - p* state, though energetic
differences are generally small. While the calculations using
constraints from the complete system generally show good
agreement with higher-level methods regarding the solvato-
chromic shift, it should be stressed that, especially in the case
of PBE, the assignment of the sTDA roots in question (31st and
56th, respectively) becomes increasingly difficult – in contrast,
the sub-system roots considered for e-COOX are always S1 and
S2 (S1 and S3 for PBE) regardless of the size of the hydration
shell. Furthermore, although the complete system calculations
yield satisfactory excitation energies, the constraint potentials
are considerably contaminated by charge-transfer contribu-
tions from the solvent. For scaled constraint potentials, the S1

state using B3LYP/TZVP failed to converge, while the S2 calcula-
tion converged only after 44 iterations. This again indicates the

general problem of linear-response TDDFT, as the solvated
system produces an S1 state with a significant long-range
charge-transfer character for the B3LYP/TZVP calculation in
contrast to the PBEh-3c results, which features a significantly
larger amount of exact exchange. This is illustrated by the
corresponding constraint potentials in Fig. S5 and S6 in the
ESI† for S1 and S2, respectively. Since PBEh-3c employs a
smaller basis set, we also analyzed the constraint potential for
BHandHLYP49/TZVP with 50% of exact exchange, which yields a
similar constraint potential to PBEh-3c. Considering e-COOX,
which besides the previously mentioned case of B3LYP with
scaled constraint potentials showed fast convergence, the sol-
vatochromic shifts are on the same order as sTDA results and
appear to be much less dependent on the choice of the
functional than for the regular COOX calculations in the
complete system as well as the underlying linear-response
TDDFT calculations.

Compared to the more dense fullerene/CO test system,
the impact of reorthogonalization instead of using the unmo-
dified, i.e., non-orthogonal, sub-system constraint is smaller.

Fig. 3 CREST-optimized hydrated uracil with 100 water molecules.

Table 1 e-COOX S1 and S2 excitation energies [eV] of uracil within an explicit hydration shell of 100 water molecules using different functionals and a
def2-TZVP basis. Numbers within parentheses indicate the number of the root in the sTDA calculation for the complete system, and the label ‘n.o.’ refers
to e-COOX using the unmodified sub-system constraint (non-orthogonal)

Functional

S1 (n - p*) S2 (p - p*)

sTDA COOX e-COOX [n.o.] e-COOX sTDA COOX e-COOX [n.o.] e-COOX

PBE 4.40 (31) 5.15 5.33 5.71 4.68 (56) 5.29 5.31 5.69
B3LYP 5.31 (7) 5.78 5.94 6.34 5.32 (8) 5.80 5.97 6.32
PBE0 5.37 (5) 6.17 6.07 6.45 5.36 (4) 5.86 6.04 6.48
PBEh-3c 5.86 (2) 6.88 6.55 6.97 5.83 (1) 6.63 6.14 6.79

CC2a 5.37 5.20
EOM-CCSDt(II)b 5.75 5.96

a Ref. 47, aug-cc-pVDZ basis set, QM/MM embedding. b Ref. 48, 6-31G(d) basis set, QM/MM embedding.

Table 2 Solvatochromic shift [eV] of the lowest n - p* and p - p*
excited states of uracil within an explicit solvation shell of 100 water
molecules using different functionals and a def2-TZVP basis

Functional S1 (n - p*) S2 (p - p*)

PBE/TZVP
sTDA 0.57 �0.09
COOX 0.28 0.12
e-COOX 0.83 0.52
B3LYP/TZVP
sTDA 0.70 0.06
COOX 0.28 �0.14
e-COOX 0.84 0.38
PBE0/TZVP
sTDA 0.70 0.07
COOX 0.55 �0.32
e-COOX 0.83 0.29
PBEh-3c
sTDA 0.87 0.13
COOX 0.83 0.13
e-COOX 0.92 0.29
Reference
CC2a 0.43 �0.20
EOM-CCSDt(II)b 0.44 0.07

a Ref. 47, aug-cc-pVDZ basis set, QM/MM embedding. b Ref. 48, 6-
31G(d) basis set, QM/MM embedding.
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The deviation from orthogonality with the occupied/virtual
subspaces of the complete system is larger for the S2 state,
which in turn is reflected in a larger deviation in the excitation
energies.

We also present the results for three hydration shells con-
taining 25, 50, and 100 water molecules in Table 3. In concert
with the findings of ref. 42, the number of low-lying excited
states below S1 and S2 of the isolated uracil molecule increases
with the size of the hydration shell. As expected, the most
artificial CT excitations below the target excited state energies
occur for the pure PBE functional, while the addition of exact
exchange clearly suppresses the delocalization effect of approx-
imate functionals. Additional results obtained with LR-TDA-
TDDFT and COOX using a constraint from a complete system
and the unmodified sub-system constraint are shown in the
ESI† (Tables S1–S3).

2.2 Chlorophyll

As a fundamental part of photosystems I and II, chlorophyll is
the focus of many research works, both theoretically and
experimentally. Here, as a proof of concept regarding its
applicability to large systems, we test our e-COOX method to
analyze the impact of explicit solvent molecules on the Q-band
gap (Qx–Qy) of the chlorophyll a chromophore. Due to the
multi-reference character of these states, the scaled COOX
variant has been employed. To generate the solvated complex
structures, we used CREST45,46 to grow different solvation
shells containing 25, 50, and 100 acetone molecules. The
system with 100 solvent molecules are shown in Fig. 4.

The most accurate theoretical results to date were obtained
with DFT/MRCI, where gas phase calculations determine an
energy gap for the Q-band of 0.23 eV.50 It should be stressed,
however, that the results strongly depend on the solvent and
experimental values range between 0.09 and 0.28 eV.51,52 The
results for different solvation shells and methods are shown in
Table 4.

Here, e-COOX again yields results closer to the experimental
values than the competing methods, particularly sTDA. The
COOX calculations using the constraint formed from the com-
plete system again show the flaws resulting from charge-
transfer contamination of the TDA-TDDFT calculation.

The excitation energies for the individual states for both Q-
and B-bands are shown in Tables S4 and S5 in the ESI.† Note
that in the case of the difficult Bx and By states, COOX does not
appear to offer a significant improvement over other conven-
tional single-reference methods.53

2.3 Green-fluorescent protein

As a further example for the scalability of e-COOX, we evaluate
the energy difference between the neutral A- and anionic B-
form of wild-type green fluorescent protein (GFP) by explicitly
considering the environment,54 using a QM/MM embedding
scheme with the Amber03 force field55,56 and the TIP3P water
model.57 To better accommodate the anionic form in particu-
lar, we again use the scaled COOX constraint potentials in
both cases.

In contrast to previous works, we evaluate the excitations
within a larger QM-region (chromophores and all residues and

Table 3 e-COOX S1 and S2 excitation energies [eV] of isolated uracil and within an explicit hydration shell using different functionals and a def2-TZVP
basis. Numbers within parentheses indicate the number of the root in the sTDA calculation for the complete system

Functional

S1 (n - p*) S2 (p - p*)

Gas phase 25 H2O 50 H2O 100 H2O Gas phase 25 H2O 50 H2O 100 H2O

PBE 4.87 (1) 5.81 (8) 6.20 (23) 5.71 (31) 4.45 (3) 5.37 (17) 5.47 (29) 5.69 (56)
B3LYP 5.46 (1) 6.43 (4) 6.92 (7) 6.34 (7) 4.89 (2) 6.06 (3) 6.14 (2) 6.32 (8)
PBE0 5.58 (1) 6.62 (4) 7.04 (4) 6.45 (5) 5.12 (2) 6.18 (1) 6.21 (1) 6.48 (4)
PBEh-3c 6.00 (1) 7.14 (2) 7.60 (2) 6.97 (2) 5.43 (2) 6.53 (1) 6.72 (1) 6.79 (1)

Fig. 4 CREST-optimized solvated chlorophyll a model system with 100
acetone molecules.

Table 4 e-COOX Q-band gap (Qx�Qy) energy differences [eV] of chlor-
ophyll a within an explicit acetone solvent shell using different functionals
and a def2-SVP basis. The label ‘n.o.’ refers to e-COOX using the unmo-
dified sub-system constraint (non-orthogonal). The best theoretical esti-
mate for the gap in the gas phase is 0.23 eV50

Functional

Gas phase 25 Solv. 50 Solv.
100 Solv.

COOX e-COOX e-COOX e-COOX
e-COOX
[n.o.] COOX sTDA

PBE 0.26 0.05 0.00 0.10 0.13 �0.06 �0.13
B3LYP 0.22 0.09 0.09 0.12 0.22 0.14 �0.06
PBE0 0.20 0.05 0.04 0.07 0.25 0.12 �0.04
PBEh-3c 0.16 0.12 0.14 0.17 0.16 0.11 0.07
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water molecules within 8 Å) containing 1182 and 1213 atoms
for the neutral and anionic systems, respectively. The sub-
system constraint is determined from the isolated chromo-
phore within a QM/MM embedding setup. Note that the QM/
MM approach in this case requires cutting through covalent
bonds, i.e., using hydrogen as link atoms. In the large QM
region, link atoms are placed between Ca–COOH for residues
within the chain and Cb–Ca for residues not within the chain;
for the chromophore, we placed link atoms along the COOH–Ca

bond of Phe64 and the Ca–COOH bond of Val68.
If link atoms are used within the QM/MM scheme, the sub-

system constraint embedding has to first discard basis func-
tions of link atoms and be renormalized. Thereafter, the
reorthogonalization within the basis of the complete system
is applied. In these cases, it is obviously important to ensure

that the link atoms are spatially well separated from the region
of the electronic excitation.

The results using COOX as well as TDA-TDDFT and
CASPT254 using a QM/MM scheme with a small QM-region
containing the chromophore only (52/51 QM-atoms) are shown
in Table 5 (Fig. 5, left). The structures provided in ref. 54 have
been used.

Here, in general, the COOX result improves on those
obtained with TDA-TDDFT, where B3LYP/TZVP in particular
reproduces the bathochromic shift of the experimental results
accurately. It should also be noted again that the linear-
response results are blue-shifted and too close to the gas-
phase results, including those obtained with CASPT2.

As mentioned, to improve the description of the environ-
ment, we also evaluated the excitation energies within a

Table 5 Excitation energies [eV] of the neutral and anionic forms of GFP obtained with COOX for the isolated chromophore with QM/MM embedding
using different functionals and CASPT2a

GFP Exp.a

PBE/TZVP PBE0/TZVP B3LYP/TZVP PBEh-3c
CASPT2(16,14)a

TDA COOX TDA COOX TDA COOX TDA COOX ANO-S-PVDZ

Neutral 3.05 3.49 2.40 3.63 3.15 3.56 2.99 3.88 3.83 3.53
Anionic 2.63 3.38 2.19 3.49 2.82 3.45 2.64 3.66 3.04 2.82
D 0.42 0.10 0.21 0.14 0.33 0.11 0.35 0.22 0.79 0.71

a Ref. 54, ANO-S-PVDZ basis set, Amber99 force field, 40/39 atom QM-region containing the chromophore with link hydrogens placed between
Ca–COOH of Phe64 and N–Ca of Val68.

Fig. 5 Hydrated green-fluorescent protein (GFP) in the anionic B-form. On the left, the sub-system from which the constraint is constructed is
highlighted and the right shows the complete QM-region used in the e-COOX calculation. Counterions are not displayed for clarity.
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QM/MM scheme with large QM-region as shown in Table 6
(Fig. 5, right).

The constraint is obtained from QM/MM calculations of the
chromophore only containing 52 and 51 QM-atoms for the
neutral and anionic systems, respectively. Again, the e-COOX
results using B3LYP/TZVP nicely reproduce the experimentally
obtained results, but in general the deviation from the results
obtained with the small QM-region are small.

One important aspect, however, is that the electrostatic
environment is also crucial for the determination of the sub-
system constraint. Employing a constraint with the small QM-
region only within the gas-phase, we observe the constraint
spilling into the link region of the Phe64 residue (see Fig. S7 in
the ESI†) and the results are severely blue-shifted and in most
cases deliver a wrong or vanishing energy difference between
the neutral and anionic forms. The results are shown in the
ESI† (Table S6).

2.4 X-Ray absorption spectrum of liquid water

As a final example, we show an illustrative calculation of the
X-ray absorption spectrum (XAS) of liquid water. High-level
coupled-cluster studies of this system indicate a substantial
charge-transfer contribution from the first and even second
solvation shell upon core excitation, particularly in the main-
and post-edge region of the spectrum,58 making this system
especially well suited for demonstrating the importance of
selecting a sensible sub-system for the e-COOX approach.

We again used the Quantum Cluster Growth algorithm of
CREST45,46 to place a solvent shell of 100 water molecules
around a central water from which the O 1s core-electron will
be excited. For illustrative purposes, we limit our calculations to
this single geometry; note that an in-depth investigation of this
system would require the generation of multiple snapshots
from a (path integral) molecular dynamics simulation as was
done, e.g., in ref. 58. For the XAS computation, we adopted our
methodology from ref. 17, i.e., we computed broken-symmetry
solutions followed by a spin-purification procedure. The scaled
scalar-relativistic zero-order regular approximation (ZORA)
Hamiltonian59–61 with the effective potential developed by van
Wüllen62 was applied for the description of relativistic effects,
and Coulomb integrals and energies were computed without
the application of density fitting. For a good balance between
accuracy and computational feasibility, we used the aug-pcX-2
basis set63 on the central water molecule, the aug-pcseg-2 basis

set64 on all solvent molecules within a 5 Å radius, and the
smaller pcseg-2 basis set64 for all remaining molecules. We
then computed e-COOX X-ray absorption spectra from core–
valence separated (CVS-)TDA amplitudes using the PBE0 func-
tional, with the sub-system consisting of (i) only the central
water molecule (35 CVS-TDA roots) and (ii) the central water
and four closest solvent molecules (120 CVS-TDA roots). The
obtained line spectra were artificially broadened using Voigt
profiles with a half width at half maximum (HWHM) of 0.2 eV
for both the Gaussian and Lorentzian components.

The spectra are shown in Fig. 6 alongside the XAS of the
isolated monomer and the experimental spectrum from ref. 65,
where we have applied a manual offset to align the computed
spectra on the pre-edge peak at B535 eV. We would like to
stress again that the computed spectra are obtained from a
single CREST-optimized structure and that quantitative agree-
ment with the experimental data is therefore not to be expected.
Indeed, we found that we need to apply relatively large offsets of
up to �3.3 eV to align the spectra, which does not match our
observations from ref. 17, where COOX@PBE0 was shown to
yield very accurate core excitations with average errors well
below 1 eV, and reproduced the carbon and oxygen XAS of
formaldehyde accurately without the need for a manual offset.
As stated above, a more in-depth analysis using a multitude of
molecular dynamics snapshots is certainly desirable, but well
beyond the scope of this work.

Table 6 Excitation energies [eV] of the neutral and anionic forms of GFP
obtained with e-COOX for a large QM-region using an embedded con-
straint constructed from the isolated chromophore using QM/MM
embedding

GFP Exp.a
PBE PBE0 B3LYP

PBEh-3cTZVP TZVP TZVP

Neutral 3.05 2.38 3.16 3.01 3.35
Anionic 2.63 2.27 2.89 2.72 3.07
D 0.42 0.11 0.27 0.29 0.28

a Ref. 54.

Fig. 6 (a) Experimental and (b)–(d) computed X-ray absorption spectra of
liquid water. The experimental spectrum is adapted from ref. 65 and
computed spectra are obtained using e-COOX@PBE0/aug-pcX-2/aug-
pcseg-2/pcseg-2 (see the text for further details). Line spectra broadened
with Voigt profiles with a HWHM of 0.2 eV for both Gaussian and
Lorentzian components.
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Considering Fig. 6, there is a clear effect of embedding even
when including only the central water molecule in the sub-
system; most notably, the post-edge peaks appear red-shifted by
nearly 2 eV compared to the monomer in a vacuum. In addi-
tion, we computed the ‘‘charge-transfer number’’ as defined in
ref. 58, i.e., the Löwdin charges of the relaxed e-COOX differ-
ence density

DPe-COOX = Pe-COOX � P0 (8)

on the central water molecule:

Dq ¼
X

m2central H2O

S1=2DPe-COOXS1=2
� �

mm
(9)

These are shown for both e-COOX calculations by the color
of the line spectra in Fig. 6. Evidently, not including the first
solvation shell within the sub-system only recovers a moderate
amount of charge-transfer from the environment, whereas for
the larger sub-system which includes the first solvation shell,
stronger charge-transfer character in the main- and post-edge
region is observed in accordance with the coupled-cluster
results from ref. 58.

3 Conclusions

We presented a new COOX embedding scheme to evaluate specific
excited states within complex environments that make these states
difficult to determine within conventional approaches. The e-COOX
method constructs the constraint potential from the transition
coefficients of the isolated photoactive sub-system and its MOs,
which are reorthogonalized with respect to the occupied and virtual
orbital spaces of the complete system.

It has been shown for first illustrative examples that the
embedded sub-system constraint yields a correct description of
the electronic excitation within the full complex. In contrast, a
conventional linear-response approach may require the evalua-
tion of a large number of roots to obtain the state of interest.
Depending on the chosen functional, LR-TDDFT often pro-
duces contaminated excitations, e.g., a mixture of multiple
orbital rotations due to near-degeneracy, so that a clear identifi-
cation or correlation with the excitation in the isolated system
is difficult. Using examples such as uracil in water and chlor-
ophyll a in acetone, it became apparent that it is often advanta-
geous to draw the constraint from the isolated chromophore, as
potential charge-transfer contamination in the full system
negatively impacts the COOX constraint potential. Within the
e-COOX embedding scheme, however, these effects are avoided
while the variational optimization of the excited state electronic
structure is performed within the full system, i.e., a relaxation
with the electrons of the environment is ensured. In cases
where charge-transfer interactions with parts of the environ-
ment, e.g., the first solvation shell, are indeed desired, it is
advisable to consider the respective solvent molecules as part of
the sub-system to prevent a bias towards too little charge-
transfer character, as we have demonstrated for the X-ray
absorption spectrum of liquid water.

To illustrate the advantages of e-COOX, we also applied our
method to larger systems like the aforementioned chlorophyll a and
the green-fluorescent protein. These systems have been investigated
by many research groups and represent a significant challenge to
theoretical methods due to their size and complex environment. As
has been shown, our embedding scheme allows specific electronic
excitations to be accurately targeted at a low computational cost. For
example, using a hybrid functional with the def2-TZVP basis, excita-
tion energies for the largest GFP system in this work containing 1213
atoms can be obtained within a day on a single compute node.

Apart from the kind of application presented in this work, it
should be straightforward to apply our e-COOX scheme to any
condensed system, e.g., also for crystalline structures. Further-
more, e-COOX can also provide a pathway for more complex
excitation patterns such as two-photon–two-electron excita-
tions. The application of e-COOX to these more challenging
excitations will be investigated in future works.
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