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Concepts and tools for integrating multiscale
dynamics into reaction kinetics

Toyin Omojola *ab

Concepts are introduced for quantitatively incorporating multiscale dynamic processes into reaction

kinetics during heterogeneous catalysis. Across the active sites, catalyst surface, grain, pellet, and reactor

bed, these concepts allow for the coupling of reaction, diffusion, and dynamics. Open catalytic cycles

that lead eventually to closed catalytic cycles while incorporating active site ensemble evolution and

transformation are proposed. Modified, periodic, aperiodic (chaotic) and complex catalyst surfaces are

examined and quantitatively incorporated into conventional kinetic models that utilize the mass-action

law. Quantifying dynamics requires examination of the changes of adsorption and desorption with

coverage of species over modified, periodic, aperiodic and complex surfaces. Population balance

models allow the integration of particle size, and shape dynamics into reaction kinetics. The oscillation

theory predicts dynamics in catalyst pellets where bubbles are nucleated, transported, and compete with

liquid heat and mass transport. Modulation of the feed using sinusoids, step responses, pulses, and

ramps provide dynamics at the reactor bed scale. To bring these concepts together, a particle-resolved

transient kinetic model quantifies and incorporates dynamics at various scales (grain, pellet, and reactor

bed) into reaction kinetics. Integration with first principles-based kinetic Monte Carlo simulations (pore

scale integration) and computational fluid dynamics (reactor scale integration) brings a holistic

quantitative view of the influence of chemical and particle dynamics on reactor performance. System

dynamics incorporated in stochastic-deterministic models allow for simulations of state-transitions

during flow. Exampes are drawn from metal catalysis and zeolite catalysis and a case-study is provided

for methanol-to-olefin conversion over zeolite catalysts.

1. Introduction

Dynamic processes are common at all scales in heterogeneous
catalysis. On the catalyst grain surface, spatio-temporal patterns
are observed.1,2 The design and control of such patterns can be
used to modulate catalytic activity, product selectivity, and catalyst
lifetime. Steady-state rate multiplicities have been observed dur-
ing carbon monoxide oxidation.3 Dynamic processes are also
prevalent during induction periods in catalysis.3,4 The distribution
and concentration of vacancy sites in catalyst supports can change
under reaction conditions and impact catalytic performance.5,6

The growth of larger nanoparticles from small nanoparticles
(Ostwald ripening) or nanoparticle disintegration into single
atoms are common dynamic phenomena that can change nano-
particle activity and selectivity.7,8 Quantifying these processes for
optimum catalytic activity is difficult due to the interwoven

kinetics, diffusion, and dynamics. Currently, simple reactor
models3,9,10 that use power-law kinetics, Langmuir–Hinshelwood
Hougen-Watson kinetics, Eley-Rideal kinetics, or mass-action law
do not incorporate such nuanced descriptions of dynamics.
Consequently, the aim of this work is to produce a theoretical
framework and a computational tool that allows for the integra-
tion of dynamics, reaction, and diffusion across multiple scales to
yield a realistic model of heterogeneous catalytic processes.

Currently, the evaluation of such processes occurs using non-
linear coupled partial differential equations that connect surface
kinetics, anomalous diffusion, and surface dynamics on single
crystals.1,11 Such non-linear dynamic processes occur both under
steady-state12 and under transient conditions.4 Most solutions have
focused on simple crystals or reactions with a limited number of
steps. Solving non-linear coupled partial differential equations with
many reaction chemistries and for complex solids leads to signifi-
cant computational expenses. To circumvent these expenses, mea-
sures are necessary to decouple the multi-scale nature of
heterogeneous catalysts where the connection between reaction,
diffusion, and dynamics can be investigated at each scale.

Steady-state or transient experiments can be used to deter-
mine the kinetics of chemical transformations in a packed bed
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reactor.13–15 After hydrodynamic considerations, a fixed bed
reactor model can be applied to extract kinetic parameters.16 In
addition to this experimental data, a microkinetic model17 or a
rational kinetic model can be developed for catalyst, or reactor
design respectively. In these kinetic models, a rate-limiting
step, which may change with reactor length and process
conditions,18 is employed. This can be compared to model-
free kinetic models.19 In addition to kinetics, the mobility and
diffusion of species across scales can be studied using quasi-
elastic neutron scattering experiments.20 This methodology in
combination with molecular dynamic simulations can be used
to obtain estimates of self-diffusion coefficients, activation
energies of diffusion, or the modes of diffusion.21 The experi-
mental investigation and numerical modelling of coupled
reaction-diffusion systems is standardized.

Quantification of dynamics is, however, more complex and
is dependent on the changing nature of the working catalyst. At
the pore scale, the nature, location, and quantity of active sites
could change even without deactivation and under steady-state
conditions.12 The catalyst surface could be modified uniformly
at equilibrium, change periodically or non-periodically, or be a
complex superposition of these physical processes. On the
catalyst pellet scale, the nucleation of bubbles and liquid heat
and mass transport lead to oscillation even when steady state is
observed on the overall reactor. Finally, on the catalyst bed
scale, the reactor could be operated dynamically with various
forms of transient feed (sinusoids, step, ramps, and pulses).
There is a hierarchy amongst the various specialized subsys-
tems i.e., pore, grain, pellet, reactor bed, and reactor. There
exists, however, limited approaches on how to measure and
quantify such dynamic processes and combine them into
standardized kinetic formalisms.

This article investigates the integration of reaction, diffusion
and dynamics into standardized formalisms of kinetics. The
aim is to develop a framework that integrates multiscale
dynamics into reaction kinetics for the realistic modelling of
heterogeneous catalysis. To decipher this conundrum, the state
of the working catalysts should be investigated. Specifically, the
transient state of heterogeneous catalysts should be under-
stood and controlled. New concepts are introduced for quanti-
fying dynamics across multiple scales (active site, surface,
grain, pellet, and bed) into reaction kinetics have been
proposed. These concepts are then unified within a framework
using a particle-resolved microkinetic model that can be incor-
porated into a kinetic Monte Carlo simulations framework as
well as computational fluid dynamics framework and used with
a systems model for developing a realistic nodel of heteroge-
neous catalysis. Examples are drawn from metal catalysis and
zeolite catalysis and a case-study with methanol-to-olefin con-
version is presented.

2. Theoretical concepts

Nanoparticles, which function as catalytic materials, are very
small and agglomerate leading to instabilities during catalysis.

This challenge is solved by dispersing the nanoparticles on an
adequate support to increase its surface area.22 The catalyst
support may function through strong metal support interac-
tions or through their interfacial areas.

At the catalyst grain level, the nanoparticle size, shape, and
morphology affect catalytic functions.23 Once the catalyst has
been synthesized, the catalyst is characterized through operando
or in situ methods. For catalysts that have been pre-reduced from
the manufacturer, a second activation is usually conducted in
the laboratory. During this second activation period which may
occur in the presence or absence of one of the reacting species
under a slow linear temperature ramp, phase changes occur, and
consequently new sites are exposed. The kinetics of activation
is usually described by a competition between reaction and
diffusion based on the core–shell model.22 Adsorbed species
and vacant sites are transient during catalyst activation, equili-
bration, and induction periods.

The parameters governing catalyst synthesis, catalyst activation,
and process equilibration affect the kinetics and performance of
the catalyst when tested in packed bed reactors. However, there are
so many variables governing these three processes that we do not
possess ultimate guiding factors governing the catalyst pre-history.
At pseudo-steady state (PSS) under continuous flow, the surface
concentration of vacant sites and adsorbed species stays quasi-
constant. In steady-state modelling, the coverage of adsorbed
species is related to the coverage of vacant sites (eqn (1))

yi = KiPiyV (1)

where yi is the coverage of specie i, Ki is the adsorption
equilibrium constant of specie i, Pi is the partial pressure of
specie i, and yV is the coverage of vacant sites.

Thereafter, the steady-state approximation is evoked such
that adspecie coverage remains constant (eqn (2)).

dyi
dt
¼ 0; yi � constant (2)

Law of mass action is applied to elementary steps in steady-
state kinetic modelling.13 It determines the equilibrium pres-
sures and concentrations for a reaction for which we can
calculate the standard free energy. This leads to the equilibrium
constant. The equilibrium coverage is given by the requirement
that the Gibbs free energy of adsorption is zero. The equilibrium
coverage of an adsorbate changes (in the absence of competitive
adsorption) with respect to the adsorption strength of a molecule
on a particular surface, system temperature via the entropy term
in the standard adsorption Gibbs energy in the equilibrium
constant, and on molecular pressure.24 Adsorbates interact and
on an ordered surface will, during their motion on the surface,
attempt to minimize their free energy. If the thermal fluctuations
are small enough compared with the corrugation of the potential
energy surface, but large enough that the adsorbates can slowly
diffuse around, then adsorbate structuring on the surface will
occur.25 The adsorbates can then form periodic structures
(to minimize their mutual repulsion), islands (to maximize their
mutual attraction), undergo phase separation, or form various
other types of short-range or long-range ordering.
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At equilibrium, the principle of microscopic reversibility,
and of detailed balance hold. For the microkinetics of several
coupled elementary surface processes, the steady-reaction condi-
tion assumption is held where the rate constant and reactant and
product pressures are no longer time dependent. The coverages
are still, however, time dependent. Thereafter, the steady-state
approximation is evoked where the rate of change of all coverages
is zero. It has been shown that not only one set of coverages could
correspond to steady state. There could be multiplicities, which
could result in potential energy and cost savings.26 The steady-
state approximation turns the microkinetic model from a set of
time-dependent coupled nonlinear differential equations to a
time-independent algebraic root-finding problem, which is sim-
pler to solve, and which can sometimes be solved analytically.

The simplicity makes it attractive. The concept of steady-state
approximation allows for the declaration of a rate-determining
step when all other steps are equilibrated.25 The assumption of a
rate-determining step is made alongside that of the steady-state
conditions assumption, the steady-state approximation and the
adsorbate-adsorbate noninteraction assumption, which makes
the kinetic equations become solvable. Honkala and co-workers
show, however, that when such assumptions are relaxed during
the investigation of ammonia synthesis, the comparison between
experiment and model becomes less agreeable.27

The steady-state approximation enables one to formulate an
overall rate equation for a system of coupled reactions in terms
of elementary steps. For open systems close to equilibrium, the
steady-state approximation is evoked. Under these conditions,
the rate of entropy production is at minimum. In systems far
removed from equilibrium, self-organization on a supramole-
cular scale could be observed. Such systems have a low entropy,
but a high rate of entropy production.13 General characteristics
of systems far from equilibrium include low entropy, high
entropy production, and deviation from equilibrium larger
than a critical threshold value.13 The system requires a con-
tinuous supply of either energy or matter to keep the entropy
low and to maintain its large deviation from the state of
equilibrium. Far from equilibrium, the excess rate of entropy
production may become negative, and the system may become
unstable. It will not converge to a steady state because the
excess rate of entropy production will not become a minimum.
Oscillations of the reaction may result. Essential for the occur-
rence of oscillations is that the mechanism contains autocataly-
tic steps and there is a continuous input of reactant, which keeps
the entropy low and the reaction system far from equilibrium. In
addition to temporal oscillations, spatial oscillations may be
observed provided the reaction is carried out in a thin layer.
Oscillating surface reactions occur where the concentration of
surface vacancies usually plays an important role. Although
different mechanistic reasons for the occurrence of oscillations
exist, autocatalytic steps are always involved.13 The autocatalytic
feature is exhibited by surface reconstruction to allow preferen-
tial adsorption, the presence and absence of subsurface sites
leading to the creation of new active sites for preferential
adsorption. Autocatalysis could also result from the generation
of free sites.13 A continuous supply of material and energy,

autocatalysis, and dynamics is required to reduce the induction
period of methanol-to-olefin conversion over ZSM-5 catalysts.4

Aperiodic cycle orbits on the (surface methoxy species, dimethyl
ether) phase space projection is observed on the third site
ensemble.

According to eqn (1) and (2), the steady state coverage
remains time-invariant. The coverage of adspecies could, how-
ever, change because, first, the ratios of adsorption/desorption
with respect to time as laboratory-scale processes rarely
approach true equilibrium as experienced over a long period of
time in industry. This is possibly due to the formation of ordered
modified surfaces, ordered periodic surfaces, aperiodic (chaotic)
surfaces, or complex surfaces. Second, the coverage of adspecies
could change because the fraction of vacant sites changes. The
fraction of vacant sites changes either due to deactivation
(fraction of vacant sites reducing with time) or dynamics (fixed
site-interconversion and dynamic site-interconversion) or struc-
tural changes due to dealumination or desilication as experi-
enced in zeolites. There are also conditions, for instance, during
selective oxidation of alkanes over mixed metal oxide catalysts,
where oxygen interacts with vacant sites and continuously or
dynamically creates electrophilic and nucleophilic species on the
catalyst surface, although on the reactor bed level, gas-specific
steady-state is observed.28,29 After a long period of time, during
industrial conditions, the adspecies may realize some steady
state. However, under laboratory conditions, such a steady-state
of adspecies may require a long time on stream to attain even
when gas-specific steady-state is observed. In essence, dynamic
conditions could exist on the catalyst surface although steady-
state is observed with respect to gas-phase species. Conse-
quently, eqn (1) and (2) become:

yi = Ki(t, yV)PiyV(t) (3)

dyi
dt
¼ f yj ; yV; t
� �

(4)

Ki t; yVð Þ ¼ k ads i

k des i

These equations are applicable to transient phases i.e.,
during catalyst activation, equilibration (induction period) or
systems far from equilibrium to which the steady-state approxi-
mation cannot be applied. Various dynamic forms (excluding
deactivation) are explored according to eqn (3) and (4) and their
integration into reaction kinetics is investigated. Dynamics at
the reactor scale is considered through the educt pressure
variation in sinusoids, ramps, pulses, square waves, and steps.
Dynamics is next considered at active sites, catalyst surface,
catalyst grain (nanoparticle), catalyst pellet, and reactor bed.

An industrial reactor bed is made up of many catalyst pellets
packed to minimize pressure drop across the bed. The pellet
itself consists maybe of an egg-shell nature, egg-yolk nature,
uniform catalyst, a monolith or of catalyst grains coerced by
cohesion. This catalyst particle (or grain) consists of many
surfaces. Combined ab initio density functional theory calcula-
tions and operando surface characterization can help to
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decipher the most important surface structure obtained after
synthesis, activation, and equilibration.30 On the most important
surface, several site configurations and site ensembles exist. In
addition, not all surfaces are periodic as terraces, kinks, and ledges
may occur and this affects the concentration of vacant sites.

Some approximations have been made in this work when
including dynamics into kinetics to simplify solutions. The
solution to the incorporation of dynamics into kinetics comes
from solving coupled non-linear partial differential equations
in situations where the steady-state approximation does not
hold. This applies to catalyst activation, equilibration periods,
induction periods, and systems that are far from equilibrum
where minimum entropy and maximum rate of entropy pro-
duction is obtained on the catalyst surface. The actual site-
distribution prior to steady-state catalysis can be acquired
using particle-resolved transient microkinetic models in combi-
nation with spectroscopic techniques.

2.1. Active site dynamics

Dynamics occur across the active site in pores and surfaces,
grain (consisting of many catalyst surfaces), pellet, and reactor
bed. These catalyst particle dynamics are then integrated with
the process operation of the reactor for modifying global
catalytic functions such as activity, selectivity and lifetime.
Although deactivation is a form of dynamics itself and a
theoretical treatment has been presented in ref. 31, the discus-
sions and concepts are restricted to catalytic processes, which
are not subject to deactivation. Dynamics at the active site, and
surfaces (pore), grain (consisting of many catalyst surfaces),
pellet, and reactor bed level are discussed.

A useful starting point for the incorporation of active site
dynamics into reaction kinetics is to revisit the concept of
closed catalytic cycles where the original active site (static site)
is regenerated. The influence of facile adsorption is decoupled
from changes due to electronic or geometric factors. The tradi-
tional concept of a catalytic cycle, based on static sites, is given in
Fig. 1.15 The main idea is that at the end of each catalytic cycle,
the active site remains the same. Nitrous oxide is first chemi-
sorbed, and then decomposition leads to the release of nitrogen
with the O atom still adsorbed to the catalyst surface. Several
molecules of nitrous oxide now give rise to several O atoms,
which diffuse on the surface, and recombine leading to the
release of molecular oxygen while the active sites on the catalyst
surface remain the same. Although uncommon in heteroge-
neous catalysis,3 a simple reference catalytic cycle based on
Eley–Rideal mechanism has been provided in Scheme 1.

The closed catalytic cycle concept leads to a converged and
unchanged active site at the end of the catalytic cycle
(Scheme 1). For dynamic active sites, another concept is neces-
sary where adsorption leads to a change in the nature of the
active sites. The active site dynamics concept leads to changes
in the active sites present on catalyst surface (Fig. 2 and
Scheme 2). The open catalytic cycle inserts an artificial break
point in the closed catalytic cycle to showcase the dynamics of
active sites. The open catalytic cycle converges to a closed

catalytic cycle (Fig. 4) albeit with depiction of active site
dynamics between ensembles.

In the revised concept of an open cycle, the adsorption process
of A (A*) on the original active site (OAS) is decoupled from
electronic or geometric modifications leading to the formation of
an active site complex (A’). In step 2 of Scheme 2, a change in the
structure of sites occurs without the influence of adsorption of a
particular specie. Structural changes could also occur under the
influence of adsorption. Subsequent reactions occur where B
reacts with (A’) to form (AB’). Following diffusion, desorption

Fig. 1 Schematic illustration of the catalytic cycle of reaction events for
the decomposition reaction of N2O (closed catalytic cycle). Image repro-
duced from ref. 15.

Scheme 1 A closed catalytic cycle representing Fig. 1. * represents one
site-ensemble. At any point, the site density, Z* is fixed and yA + yAB + yV = 1.

Fig. 2 A proposed open catalytic cycle.
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occurs such that a modified active site (MAS) is obtained, which
may be involved in the next catalytic cycle (Fig. 3 and Scheme 3).
Eventually, one or multiple open catalytic cycles lead to a closed
catalytic cycle (Fig. 4 and Scheme 4).

Sustained periodic transformation of sites could occur
under the influence of adsorption. In the absence of charge
transport, the chemical and energy transformation provided
by the adsorption, desorption, and reaction of species is given
by the material and energy balance which couples reactivity and
diffusivity. The added change in particle sizes and shapes is
given by the population balance model. The coupled partial
differential equations give the variation of the particle shape,
size, and material and energy balance occurring during a
catalytic chemical transformation. The inclusion of the popula-
tion balance model is particularly suited for surface science
experiments (Section 2.4). For determination of chemical
kinetics in an isothermal packed bed reactor, in the absence
of charge transport, then only the material balance is necessary.

In Schemes 2–4, the original active or modified site could be
quantified conventionally using chemisorption at ambient
temperature,32 steady-state isotopic kinetic analysis,33–36 and
non-steady state kinetic data obtained from a temporal analysis
of products reactor.37–39 For open catalytic cycles, the original
active sites change on each catalytic turnover to several modified
active sites (MAS), namely: MAS, MAS2 and MAS3 and so forth. A
titration of MAS, MAS2, MAS3 is required for each catalytic turn-
over. The conventional approach is to use the turnover frequency
to determine catalytic activity at steady state. Boudart10 defined
the turnover frequency as the molecules converted by catalytic
active site per second. Consequently, in one second, it is the
number of molecules converted by a catalytic active site, with an

implicit assumption that the active site stays the same (Fig. 1).
This definition is referred to as ‘‘static turn-over frequency’’.
However, the titration of these sites can be obtained by transient
microkinetic models that couple active site chemistry to disper-
sion and convection in the reactor.

For dynamic active sites, the static turn-over frequency is the
original turn-over frequency defined based on the original
active site. In the absence of deactivation, during active site
dynamics, with the turn of each catalytic cycle, the active sites
change. Consequently, per second, the number of molecules
converted by the modified catalytic active site should be deter-
mined. The modified turn-over-frequency could be greater or
smaller than the static-turn-over-frequency. Where deactivation
is the cause of dynamicity, then the modified turn-over fre-
quency would be smaller than the static-turn-over frequency.
Fig. 2–4 are exemplified for 1–3 site ensembles. Various site
ensembles are present on the catalyst surface.40–42 These site
ensembles are activated at different temperatures. At any

Scheme 2 An open catalytic cycle of reaction events that considers
active site dynamics on an active site ensemble. * and ’ represent
different site-ensembles. The site densities, Z* and Z’ are not fixed and
yA,* + yV,* = 1, and yA,’ + yAB,’ + yV,’ = 1; rA,* = rA,’.

Fig. 3 A series of consecutive open catalytic cycles.

Scheme 3 A proposed series of consecutive open catalytic cycles onto
which the same reactants and products are formed on an active site
ensemble. In steps 2, 7, and 12 of Scheme 3, a change in structure of sites
occurs without the adsorption of species, but by dynamic site intercon-
version. *, ’, D, 1 represents different site-ensembles. The site densities,
Z*, ZD,Z1, Z’ are not fixed but interconvert and yA,* + yV,* = 1, yA,’ + yAB,’ +
yV,’ = 1; yA,D + yAB,D + yV,D = 1; rA,* = rA,’; rA,’ = rA,’; rA,D = rA,1 (no closure).
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reaction temperature, an independent or a few site ensembles
may dominate the catalyst surface. This site ensemble will have
catalytic reactions with the slowest steps in comparison to the

reaction on other site ensembles under steady-state conditions.
A particle-resolved transient microkinetic model can provide
surface coverages with each catalytic turn-over such that a
dynamic turn-over frequency can be calculated.

The identification of various active sites in open catalytic
cycles leading to a closed catalytic cycle that helps to portray the
nature of active site dynamics and a hierarchy amongst active
site ensembles. With these cycles, the interdependence of each
site ensemble can be investigated. Descriptions of site dynamics
and site-interconversions are shown in Fig. 2–4. Site hierarchy
could be obtained using sensitivity analysis. We observe how
several open catalytic cycles lead to a closed catalytic cycle. Half-
way catalytic cycles can also be defined if site interconversion is
limited to a few of the active site ensembles, for instance the
most significant site ensembles. Consequently, open catalytic
cycles and half-way catalytic cycles have been introduced.

During the conversion of methanol-to-olefins using step
response cycles, site interdependence, cooperation/competition,
non-linear dynamics and interconversion have been identified.4,43

First, site-specificity across six site ensembles was identified over
static active sites between 300–723 K using the fixed site models
that couple reaction and diffusion across scales.43–45 A dynamic
site-interconversion mechanism is responsible for reducing the
induction period of dimethyl ether conversion over ZSM-5
catalysts.4 This requires three site ensembles at 573 K. Surface
methoxy species generated in the first site ensemble reacts with
the educt leading to an autocatalytic generation of surface meth-
oxy species on the second and third site ensemble. In the second
step, surface methoxy species react competitively with adsorbed
water over the second site ensemble to give methanol, and on the
third step, surface methoxy groups react with water to give
methanol. This water is generated over the first site ensemble.
In general, the dynamic site-interconversion across three site
ensembles requires the flow of dimethyl ether and water leading
to methanol and an autocatalytic generation of sites. A continuous
flow of educt and energy, autocatalysis, non-linear dynamics. site-

Fig. 4 A proposed series of consecutive open catalytic cycle leading to a closed catalytic cycle.

Scheme 4 A series of consecutive open catalytic cycles leading finally to a
closed catalytic cycle during which reactants and products are formed on
an active site ensemble. In this simplified scheme, in steps 2,7, 12, and 17,
change in structure of sites occurs without adsorption of species, but by
dynamic site-interconversion. *, ’, D, 1 represents different site-ensembles.
The site densities, Z*, ZD, Z1, Z’ are not fixed and yA,* + yAB,* + yV,* = 1, yA,’ +
yAB,’ + yV,’ = 1; yA,D + yAB,D + yV,D = 1; rA,* = rA,’; rA,’ = rA,D; rA,D = rA,1; rA,1 =
rA,* (closure achieved). MAS, MAS2, and MAS3 could work independently or
cooperatively to restore OAS to close the catalytic cycle.
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interconversion over three site ensembles at 573 K is required to
reduce the induction period of methanol conversion.

ySMSsite1
+ CH3OCH3-ySMSsite2

+ ySMSsite3
(5)

ySMSsite2
+ yH2O,site2 - CH3OH + 2HZ (6)

ySMSsite3
+ H2O - CH3OH + HZ (7)

CH3OCH3 + H2O - 2CH3OH (gas)

ySMSsite1
+ yH2O,site2

- 3HZ (surface)

Furthermore, static site models have been compared to
dynamic site models for the temperature-programmed desorption
of methanol, and dimethyl ether over ZSM-5 catalysts. No distinc-
tion is made between desorption under static site models and
dynamic site models at full coverage.43 The influence of dynamics
is prevalent at partial coverages and with surface vacancies
present.

2.1.1. Summary of active site dynamics. For the material to
behave as a catalyst, the catalytic cycle should close. The closed
catalytic cycle concept does not allow the depiction of site
dynamics, site interconversion, and site cooperation. As depicted
in Fig. 1, static active sites are used. Active site dynamics, site
cooperation, and site interconversion can be depicted in the open
catalytic cycle concept. Nonetheless, as shown in Fig. 4, the
material still retains the form of a catalyst when the open catalytic
cycles lead to the closed catalytic cycle albeit with active site
transformation or evolution. On a catalyst grain, various surfaces
exist, with each surface having similar or different site configura-
tions. Furthermore, terraces, kinks, or ledges may occur on the
catalyst surface10 which break periodicity and affects the concen-
tration of vacant sites. Ab initio thermodynamic calculations and
operando spectroscopy can help predict the most important sur-
face and site configuration on the catalyst grain.30,46 This helps
narrow down the complexity of the transient microkinetic model
so that only the most important surfaces with the most important
sites are considered. Various forms of fixed- and dynamic site-
interconversion models can then be considered. During methanol
conversion, the active site ensembles of ZSM-5 catalysts cooperate
and interconvert to portray the catalytic function.4 ZSM-5 catalysts
are site-specific as they exhibit site-specific scaling relations,45

site-specific volcano plots, site-specific binding maps,43 and site-
specific activity maps.44

2.2. Catalyst surface

The active sites exist on a particular catalyst surface. In the
absence of a catalyst support, this catalyst surface could be
porous or non-porous. Various configurations of active sites exist
on the surface as well as diverse site ensembles, which are
activated at different temperatures and exposed at different
initial coverages. In this work, the discussion is limited to
catalysts where surface behaviour is similar to bulk behaviour,
or where bulk diffusion is so fast that specie transport through
the bulk does not limit surface reaction where there are limiting

active site species on the surface, or in the final case where bulk
diffusion is slow such that it does not limit surface reaction
because there is an abundance of active site species on the
surface. The discussion is also limited to phase-pure catalysts.

From microcalorimetry data, the variation of the heat of
adsorption with coverage can be determined. This variation
shows, in many cases, a very high heat of adsorption at low
coverage, which drops down to a constant value at intermediate
coverage values and finally drops to close to zero at maximum
coverage. The heat of adsorption could also maintain a systema-
tic drop with an increase in coverage until maximum coverage.
The behaviour of the heat of adsorption with coverage shows the
binding of molecules as coverage is increased and gives insights
into the behaviour of the catalyst surface. With each drop of the
heat of adsorption with coverage, the surface behaves differently
from the original surface and the final surface, highlighting the
non-uniformity of surfaces. It gives a key indication of the
number of site ensembles present on the catalyst’s surface.

The adsorption of methanol, and dimethyl ether over SAPO-34
catalysts are different from each other (Fig. 5). The adsorption
heat changes with temperature and amount adsorbed (coverage).
For methanol adsorption on SAPO-34 catalysts, there is one
predominant surface, although the data shows the heat of adsorp-
tion systematically dropping with coverage evincing multiple sites.
For dimethyl ether, one predominant surface exists. This analysis
has been made in the absence of competing reactions.

During heterogeneous catalysis, the differential heat of adsorp-
tion will vary as a function of the independent specie, most
abundant species, temperature and time where equilibrium is
not reached. The goal for surface dynamics modelling is to obtain
functional dependencies of the ratios of adsorption/desorption
constant as a function of coverage, and time. Four cases occur: (1)
where the ratio of the adsorption/desorption is invariant with
coverage, (2) ratio of the adsorption/desorption vary periodically
with coverage, (3) ratio of the adsorption/desorption vary non-
periodically with coverage, and (4) a complex behaviour of the
three cases above. As shown in eqn (3), the fraction of vacancies
could also change with time. For instance, steaming changes the
structure of a zeolite catalyst and with the formation of extra-
framework Aluminum sites48 changes the fraction of vacant sites,
which ultimately alters catalyst activity and product selectivity.
Other methods of determining the number of site ensembles
include temperature-programmed desorption studies (initial cov-
erage variation) or temperature-programmed surface reaction
studies (initial coverage variation).

A framework for conceptualizing the catalyst grain surface
consisting of various site ensembles is given below (Table 1).
A homotattic patch model has been considered. The catalyst
surface is divided into various patches. Accurate attention has
been paid to whether the active sites change their nature with
adsorption for a particular surface patch area which remains
constant with time. The next analysis shifts to the considera-
tion of the catalyst patch changing while the total surface area
(summation of each patch) remains the same. Finally, the case
where the total surface area of the patch changes is considered.
Ultimately, the change in the nature of the particle surface
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could be related to population balance models earlier described
to investigate the dynamics of particle shape and size. A dis-
ordered surface (initial condition), an ordered steady surface, a
periodic, aperiodic, or complex surface patch are considered.
This refers to the order in which adsorbed molecules form on
the active sites present on the catalyst surface. Under the
influence of a chemical potential or a concentration gradient,
the molecules result in patterns i.e. ordered surfaces which do
not change with time or aperiodic chaotic surfaces. It is expected
that the ratio of the adsorption/desorption constant changes
during the process (far away from equilibrium) until ordered
modified surfaces or ordered periodic surfaces are formed.

2.2.1. Disordered surface. Due to the feed concentration,
temperature, and velocity distribution in a reactor, some local
chemical potential is developed along the catalyst bed length.
This local chemical potential, which in exothermic reactions,
may vary significantly across the bed length in a reactor lead to
severe concentration gradients and hot spots in the absence of
bafflers for heat transfer which restore the reactor to steady-
state (gas-specific, and heat-specific). First, there is a disorder of
adsorbed molecules on the catalyst surface before this chemical
potential is applied. The application of the local chemical
potential may lead to some order on the catalyst surface. Tran-
sient experiments where reactivity and diffusion couple across the
surface of the catalyst grain may lead to spatio-temporal oscilla-
tions and can be resolved with particle-resolved transient micro-
kinetic models across the catalyst grain surface. This spatial order
has also been observed under operando chemical studies during

the conversion of short-chain hydrocarbons or the oxidation of
carbon monoxide.49 Understanding the formation of ordered
surfaces due to specie coverage, the influence of the local
chemical potential, and the ensuing electronic effects is critical
in going beyond the standard model of catalysis.

Below, we consider various forms of ordered surfaces. The
surface models developed can be used in typical surface science
experiments where the hydrodynamics of the test cells have
been defined and uniform cell temperature is ensured. They are
integrated into kinetic models through the modulation of the
ratio of adsorption/desorption with coverage.

2.2.2. Towards an ordered surface. The Langmuir model
assumes a uniform surface characterized by constant energy of
adsorption. The concept of biographical heterogeneity appeared
over 80 years ago. Taylor50 examined metallic hydrogenation
catalysts using X-rays. A terrace-ledge-kink model of heterogeneous
catalytic surfaces was proposed.10,51–53 The Langmuir model can
be derived from kinetic or statistical mechanical considerations.

2.2.2.1. Kinetic considerations. From kinetic considerations,
we obtain:54

f (y) = 1 � f0(y) (8)

where f (y) and f0(y) represent, respectively, the fraction of
surface that is vacant and the fraction of the vacant surface
that is covered. The fraction of molecules adsorbed of the total
number of molecules striking a surface is:

Fig. 5 (Top) Methanol, and (bottom) dimethyl ether calorimetric curves at 25 1C, 60 1C, and 100 1C over SAPO-34 catalysts. Vertical lines indicate the
saturation amount where the differential heat of adsorption occurred. Dotted lines show the acid site density of 1.0 mmol g�1 of the SAPO-34. Images
reproduced from ref. 47.
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X(T, E) = exp(�E/kBT) (9)

where kB is the Boltzmann constant, and E is the activation
energy. The rate of adsorption is:

ra = ka exp(�E/kBT) f (y)p

ka ¼
s

2pmkBTð Þ1=2

where ‘‘s’’ is the orientation factor to account for the fact that
not all potentially successful encounters are successful. The
rate of desorption is given by:

rd = kd f 0(y)exp(�E0/kBT) (10)

where kd is the rate constant and E0 is the activation energy of
desorption.

Equating the rate of adsorption to the rate of desorption,
we obtain:

f 0 yð Þ
f yð Þ ¼ K0 exp Q=kBTð Þ½ �p (11)

K0 ¼
s

kd 2pmkBTð Þ1=2
(12)

Q is the negative of the heat of adsorption and is given by
(E0 � E). When one adsorption site is required for each
adsorbate molecule: f (y) = 1 � y and f0(y) = y and thus:

y ¼ Kp

1þ Kp
; K ¼ K0 exp Q=kBTð Þ½ � (13)

2.2.2.2. Statistical mechanical considerations. Following sta-
tistical mechanical considerations, Fowler and Guggenheim55

derived the isotherm assuming the molecules to be locally
adsorbed on a square array of sites on a uniform surface without
mutual interactions. The equation derived from statistical
mechanical considerations is of the same form as for chemical
kinetics, but ‘‘K’’ has a more fundamental definition as the ratio
of partition function of the adsorbed molecule to that of the
gaseous molecules at infinite separation, with K0 given as:

K0 ¼
h

2pmkBTð Þ1=2

" #3
qV

kBT

� �
(14)

and qV being the vibrational partition function.
The Langmuir isotherm can also be expressed in terms of

enthalpy and entropy functions:56

y ¼ 1

1þ b0=pð Þ exp �Q=kBTð Þ

p ¼ b0
y

1� y

� �
exp �Q=kBTð Þ

(15)

b0 ¼ eDs
�=kB ; Ds* represents all entropy changes excluding con-

figurational entropy.

2.2.2.3. Homotattic surface patch model. The homotattic
patch model is developed for the derivation of the fundamentalT
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equations for the overall isotherm of a surface with biographical
heterogeneity. This fundamental equation is the adsorption inte-
gral equation.57 The homotattic patch model uses different
patches of different heats of adsorption to account for surface
heterogeneity. The Langmuir isotherm for a single patch is
integrated between selected upper and lower limits of the heat
of adsorption for a given distribution of the adsorption heat. The
homotattic patch model consists of sites grouped in patches where
each patch contains a sufficiently large number of sites that can be
regarded as a separate thermodynamic entity. The adsorption
integral equation is used to represent such heterogeneity.

The Langmuir equation for a homogeneous surface when
summed over n patches is given as:54

ym pð Þ ¼
Xn
i

Kp

1þ Kp
(16)

Following statistical mechanical considerations:55

K ¼ h

2pmkBTð Þ1=2

" #3
qV

kBT

� �
exp

Q

kBT

� �
(17)

ym in this equation is the overall isotherm for the entire surface,
and K may be regarded as the ratio of the adsorbate to gas
phase partition functions for the ith patch. H is Planck’s
constant, T is temperature, kB is Boltzmann’s constant, Q
is the heat of adsorption, qV is the vibrational partition func-
tion. The summation sign is replaced by an integration sign
when the number of patches is large.

Eqn (16) and (17) can be rewritten differently if the heat of
adsorption varies from patch to patch (heterogeneous surface).
The adsorption integration integral is then given as:

ym pð Þ ¼
ðQ2

Q1

yli p;Qð Þd Qð ÞdQ (18)

d(Q) is the fraction of surface with heat between Q and dQ. yli(p, Q)
is the local isotherm which varies with the partial pressure and
the heat of adsorption. Eqn (18) is written for a static and rigid
homotattic patch.

However, when the surface is dynamic, general temporal
variations in the fraction of surfaces, d, may be important.
These temporal variations may be due to changes in the surface
area of each patch, while the total surface area is conserved or
not conserved. The dynamic surface where the fraction of
surface with heats between Q and dQ is considered such that:

ym p; tð Þ ¼
ðQ2

Q1

yli p;Qð Þd Q; tð ÞdQ (19)

yli(p, Q) is still represented by the Langmuir isotherm for a
homotattic patch. Effects of lateral interactions i.e., induced
heterogeneity can be used to modify yli(p, Q). d(Q, t) represents
the temporal variation of the fraction of surfaces in each
homotattic patch, which is also dependent on the heat of
adsorption.

Eqn (19) can be solved either by using the observed adsorbed
integral equation to obtain solutions of the site-energy-
distribution (class-I solutions) or by obtaining the site-energy

distribution that corresponds to the overall adsorption integral
equation (class-II solutions). In class-I solutions, various iso-
therms have been observed.54 They include: the Freundlich
isotherm,58 generalized Freundlich isotherm,59 Langmuir–
Freundlich isotherm, Toth isotherm,60–62 Temkin–Pyzchev iso-
therm/Shlygin–Frumkin isotherm,63–66 Radke–Prausnitz–Jaro-
neic isotherm,67,68 Marczewski–Jaroniec isotherm,69 Knowles–
Moffat isotherm,70,71 Dubinin–Radushkevich isotherm,72–75

Dubinin–Astakhov isotherm,76 Freundlich–Dubinin–Radush-
kevich isotherm.77 The variation with adlayer formation and
restructuring that evolves with time cannot be considered in
class-I solutions. They can be considered in class-II solutions
where the site-energy distribution is assumed, and the adsorp-
tion integral equation is produced for inclusion in statistical
rate equations used in kinetic modelling (statistical mechanics
approach).

The site energy distributions are generally grouped into four
categories:54 positive exponential, negative exponential (simple,
truncated, modified, and hyperbolic), constant, Gaussian/skewed-
Gaussian (normal, log-normal, sinusoidal, Maxwell–Boltzmann,
g-type). The site-energy distribution along with the adspecie cover-
age representing each component of the site energy distribution
can be used to obtain the temporal variation of coverage. In
eqn (19), a temporal variation of coverage is obtained for each
homotattic patch and in eqn (18), a steady-state variation of
coverage is obtained. In all cases, eqn (18) and (19) are the
consequences of statistical mechanics considerations and can
be used in kinetic Monte-Carlo simulations as these nuanced
descriptions of each homotattic patch cannot be approximated by
the mean-field approach used in microkinetic models.

Considering the skewed-Gaussian site-energy distribution,
specifically the positive sinusoidal function that varies with
time, eqn (19) can be modified as:

yi p; tð Þ ¼ sin2
pQ
2Qi

� �ðt
0

d Q; tð Þf tð Þdt (20)

where Qi is a general parameter characterizing the distribution.
f (t) is a function that regulates the amplitude and phase
behaviour of the sinusoidal wave representing the dynamic
site-energy-distribution. In this case, the site-energy distribution
is continuously modulated by a sinusoidal wave to describe
aperiodic or periodic surfaces. The overall isotherm representing
the dynamic adsorption integral equation is then modified as:

ym p; tð Þ ¼
ðt
0

d Q; tð Þf tð Þdt
ðQ2

Q1

sin2
pQ
2Qi

� �
dQ (21)

But ym represents one site for one specie.
We now consider how the surface heterogeneity can be used

in kinetic models (of the mean-field) approach. Using the mass
action formalism for a simple adsorption reaction:

A + * " A*, where * is denoted as a static active site, we
obtain:

yA,v = KAPAyV (22)

where yV is the fraction of vacant sites available. For a homo-
geneous surface, onto which a local Langmuir isotherm is
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observed, we note that from statistical consideration:

ym pð Þ ¼
ðQ2

Q1

yli p;Qð Þd Qð ÞdQ (23)

This is equivalent to eqn (24) for a homogeneous surface. As
the heat of adsorption stays constant: ym(p) = yli(p) = yA(p)

yA ¼ KAPAyV or yA ¼
KAPA

1þ KAPA
;

where yV ¼ 1� yA
(24)

We consider two scenarios for the temporal variation of the
fraction of active sites on each patch in the homotattic patch
model for dynamic surfaces.

2.2.2.3.1. Ordered modified surfaces. We represent yA,B as
the coverage of A on the modified surface, B. We note that for a
multi-component specie in which the surface changes, the
adsorption constant will be dependent on the ith surface patch.
This definition requires methods of measuring sublayer cover-
age which may be representative of adlayer or restructuring
function. The physical description necessitates adsorption on
changed surfaces. While the standard model uses

yA,v = KA,vPAyV (25)

where yA,v is the coverage of A on vacant sites. The coverage of A
on surfaces that are modified by species B will be given as:

yA,B = KA,BPAyV (26)

where yV is modified accordingly to yV = 1 � yA � yB � yA,B (in
the case of competitive sorption on both surfaces).

If two pseudo surfaces are involved, namely the ‘‘clean’’
surface and the ‘‘modified’’ surface, with site conservation on
both surfaces and in the case of non-competitive sorption on
the ‘‘clean’’ surface we have:

yv,s = 1 � yA,v � yB,v (27)

On the ‘‘modified’’ surface, we have:

yv,ss = 1 � yA,B � yB,B (28)

We assume that there is no competition between surfaces
such that each surface behaves independently. Thus, the
adsorption constants are defined with respect to adsorption
on a ‘‘clean’’ surface and ‘‘modified’’ surface. This distinction
allows for variation of the adsorption constants with time on
stream, as the proportion of modified surface varies with

reaction progress. The time integral
Ð t
0df tð Þdt here is due to

modified patches which evolve with reaction progress and used
to define yA,B. This analysis above of clean and modified
surfaces can be used to treat different active site-behaviour
due to parallels between modified surfaces and modified sites
(or different kinds of active sites) on a particular surface.

For a first order reaction of A on a vacant site which assumes
dynamic surfaces, the rate is given as:

r = kaKA,vPAyV = kaKA,vPAyV (29)

For the reactions of A on surfaces modified by B, the rate is
given as:

r = kaKA,BPAyV = kaKA,BPAyV (30)

The coverage of the vacant sites is related to the coverage of
adspecies on the clean and modified sites. The site-energy
distribution (eqn (18) and (19)) are then reflected in the coverage
of the vacant sites (eqn (29) and (30)), thereby influencing the
activity, selectivity and lifetime of the catalyst particle. Former
considerations of the adsorption integral equations were based
on invariant static patches. Temporal or periodic variation in
patches has been considered by differing patch surface areas
while the total surface area is conserved and the evolution of the
modified surface. The rate constants (ka) could be evaluated to
include active site and surface dynamics. KA,B is the ratio of
adsorption/desorption constants on surfaces modified by B
(when B is the most abundant surface intermediate; MASI).

2.2.2.3.2. Ordered periodic surfaces. With a sinusoidal tem-
poral coverage variation belonging to the skewed Gaussian or
Gaussian distribution and a modulating time distribution:

ym p; tð Þ ¼
ðt
0

d Q; tð Þf tð Þdt
ðQ2

Q1

sin2
pQ
2Qi

� �
dQ (31)

The time-dependent
Ð t
0d tð Þf tð Þdt is due to varying patch

surface areas, which allowing for a conserved total surface area
should be used to define yA,B. At each time (i.e., time = ti where
i = 1, 2, 3. . .), different surfaces are exposed due to the periodic
reconstructions of the surface with reaction progress. As differ-
ent surfaces are exposed, the quantity of available sites would
evolve with reaction progress.

Using classical kinetics, the variation of adsorption con-
stants with time can be obtained for periodic surfaces. The
ratio of adsorption constants with desorption constants are
evaluated far from equilibrium, for transient processes. To treat
such processes, it is required to obtain the variation of adsorp-
tion/desorption with coverage for transient processes. When
the adsorption (derived far from equilibrium) behaves in a
periodic manner, the surface behaves periodically. Transient
processes are required to evaluate adsorption/desorption with
coverage as a function of time or temperatures (for instance, in
a temperature-programmed experiment).

2.2.2.3.3. Chaotic surfaces. Chaotic (aperiodic) surfaces
exist as an intermediate between ordered modified surfaces
at equilibrium and periodic surfaces. At equilibrium, the
surfaces of the grain exhibit uniform behaviour i.e., fixed and
invariable adsorption constants. This equilibrium could be
destabilized under discrete regions of educt flow, or in the
presence of another educt, which triggers surface reconstruc-
tions. These complex flow patterns on the particle surface and
of the added reactant, lead first to chaos. Under chaos, cyclic
aperiodic patterns begin to emerge. At steady-state, the acyclic
periodic patterns change to ordered periodic surfaces.

Using classical kinetic formalism, chaos occurs when the
adsorption/desorption behaviour of species varies non-
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periodically with coverage. Consequently, this extends ordered
periodic surfaces with a time or temperature (as independent
variables) dependence.

2.2.2.3.4. Complex surfaces. Complexity ensues on catalyst
surface grains where ordered modified surfaces at equilibrium,
periodic surfaces and chaotic surfaces interact. In solving such
complexities, each catalyst surface should be independently con-
sidered and a cascade of scales on the catalyst surface should be
treated. This cascade involves the interaction between the educt
and atoms on the surfaces. Grain-dependent surface dynamics and
spillover was observed using in situ scanning electron microscopy
of catalytic NO2 hydrogenation on platinum.78

With the classical kinetics formalism, the adsorption/
desorption behaviour of species varies in a complex pattern
encompassing equilibrium surfaces, ordered periodic surfaces
and chaotic surfaces. Such complex patterns are difficult to
treat. A useful way forward is to find the most dominant surface
property on the crystal grain and obtain the variation of the
adsorption/desorption constant with coverage while time or
temperature are varied. Such complex patterns can be envisioned
in coverage-dependent temperature-programmed desorption
experiments or coverage-dependent microcalorimetry studies.

2.2.3. Summary of catalyst surface dynamics. Surface
dynamics could be due to specie mobility, or changing surfaces
with coverage (disordered, equilibrium, periodic, chaotic, and
complex). The mobility of adsorbed species on the catalyst
surface is denoted in kinetic models by surface diffusion or
anomalous diffusion. The adsorption of gas-phase species on
surfaces (ordered modified surfaces or ordered periodic sur-
faces) is given by adsorption equilibrium constants. Dynamics
in catalysis leads to transient adspecie concentrations which
should be resolved at each spatial resolution. Particle-resolved
transient microkinetic models can be used for providing a
molecular basis for each site ensemble present on a particular
catalyst surface. These site ensembles/configurations could be
repeated or varied across the catalyst surface. Nonetheless, it is
expected that the surface with the active site ensemble that has
the rate-determining active site ensemble/surface for catalytic
transformations should be considered.

To incorporate surface dynamics into reaction kinetics, the
variation of adsorption/desorption should be provided for pristine

surfaces, and for working catalysts obtained at different time on
streams. Specifically, the variation of the heat of adsorption with
coverage should be investigated. Studies should be conducted for
investigating the change in adsorption/desorption behaviour with
coverage of specie i, and specie j (where j is the most abundant
specie), as well as with time or temperature. Methods for quanti-
fying the number of surface vacancies are necessary as inputs into
the initial and boundary conditions of equations used to incor-
porate dynamics into reaction kinetics.

Cao et al.79 presented a model of the different stage that the
surface passes during a redox cycle at 700 1C at 4% oxygen in a
H2/O2 atmosphere and total pressure of 20 Pa. One complete
redox cycle takes about 30 min. This surface behaves closely as
a complex surface with a combination of modified surfaces and
aperiodic transitions. The heat of adsorption and the fraction
of active surfaces change with time. Incorporating this dynamic
behaviour into kinetics requires an understanding of the
changes in adsorption properties of the material with time as
well as the determination of the fraction of the surface with the
distinct properties. This information is fed into eqn (31) and
used to determine the dynamic coverages which can be incor-
porated into a microkinetic model. Von Boehn et al.80 studied
methanol oxidation at vanadium oxide films on Rh(111) from
UHV to 10�2 mbar and observed VOx islands at 10�4 mbar. This
presents a case of modified surfaces as the oxygen sticking
coefficient is low on the V-oxide islands but high on the
metallic Rh(111) surface.

The dynamics of elementary processes occurring on a surface
under thermal conditions have been explored in the treatise by
Zhdanov.81 Chemical dynamics has been explored extensively
under statistical mechanical consideration. The transition state
theory has been used to calculate the pre-exponential factors of
the dynamics of molecular processes on surfaces (Tables 2 and 3).
The activation energy and pre-exponential factors are strongly
dependent on the surface coverage. The activation energy of
diffusion is ca. 30% of the activation energy of desorption such
that, in most cases, catalytic reactions are not limited by surface
diffusion. Nørskov and co-workers estimate that this value is
closer to 10–15%.24 This means that surface diffusion is typically
fast such that the reaction kinetics is limiting, and the mean-field
approach can be applied. However, where diffusion is limiting,
islands and pattern formation can be observed.13,81

Table 2 Normal pre-exponential factors (NPF) for various surface processes. Reproduced from ref. 81

Process NPF Dimension Ref. 82 Ref. 83 Ref. 84

Molecular desorption n s�1 1013 1013 1013–1019

Associative desorption k0 cm2 s�1 10�1–10�8 10�3 10�4–104

n s�1 1011–1019

Bimolecular reaction, Langmuir–Hinshelwood mechanism k0 cm2 s�1 10�1–10�8 10�3 10�4–104

n s�1 1011–1019

Monomolecular reaction n s�1 1010–1013 1013 1012–1013

Surface diffusion D0 cm2 s�1 10�2–10�5 10�2 10�2–10�4

Molecular adsorption k0 cm3 s�1 10�11–10�15 10�10 10�10–10�17

s0 1–10�7

Dissociative adsorption k0 cm3 s�1 10�13–10�17 10�10 10�10–10�17

s0 1–10�7

Bimolecular reaction, Eley–Rideal mechanism k0 cm3 s�1 10�13–10�17 10�10 10�6–10�17
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The influence of catalyst surface dynamics has been explored
by Boudart.10 Two sets of data are useful: (1) microcalorimetry
data showing heat of adsorption with changes in coverage
and, (2) temperature-programmed desorption or temperature-
programmed surface reaction data at different initial coverages.
In Fig. 5, microcalorimetry data of SAPO-34 during the adsorption
of methanol and dimethyl ether is explored. The data presented
has a lot of variability. However, previously, we studied the
desorption of methanol, and dimethyl ether over ZSM-5 catalysts
of different initial coverages.41 We observe that various active site
ensembles are made visible when increasing the initial coverage.
The microcalorimeter over metal surfaces can reveal the change in
the heat of adsorption with different crystallographically distinct
planes. Moreover, data on the formation of modified surfaces,
periodic surfaces, chaotic, and complex surfaces can be gleaned
from transmission electron microscopy studies.

2.3. Catalyst grain

Different site configurations and ensembles are present on a
catalyst surface. Various surfaces are present on a catalyst grain.
Chemical modelling should integrate the behaviour of different
sites on a particular surface (ordered, periodic) and different
surfaces on a particular grain in the simplest case where the total
surface area (summation of all surface patches stay constant).
Chemical dynamics is important, but the grain/particle size and
shape could change. The catalyst grain is usually studied in
operando characterization studies. Particle size and morphology
change under the influence of a chemical potential, with result-
ing effects on catalyst activity and selectivity.85,86 A single study87

exists where particle morphology is integrated into the kinetics
of carbon dioxide conversion to methanol over ternary catalysts

(Cu/ZnO/Al2O3). However, the dynamics of particle size, and
particle morphology should be incorporated alongside chemical
dynamics in description of the reactivity of the particle. Such a
description should reflect the kinetics described not only during
operando characterization but during experiments in the
laboratory-scale reactor. The dynamics of different morphologies
of catalyst grains can be investigated using population balance
models. Huang et al.88 used operando TEM to show that struc-
tural dynamics leading to particle sizes of a certain size range is
determined by a balance between particle sintering and particle
splitting during hydrogen oxidation reaction on copper. Struc-
tural and morphological changes were observed using operando
TEM for Pt Nanoparticles during CO oxidation.49

The variation in particle size and shape can be simulated
using population balance models, which can be coupled to the
material balance equations for isothermal systems. Such a
description is required for surface science experiments after a
particular hydrodynamic regime has been identified for the test
cell and a suitable cell model has been chosen and isothermal
conditions are chosen. In general, when a species has an
additional variable such as particle size or particle shape, the
partial differential equation corresponding to plug flow by
including derivatives with respect to time and residence time
is given as:89

@f t; a1; . . . amð Þ
@t

þ @f t; a1; . . . amð Þ
@t

þ
Xm
i¼1

@ Gif t; a1; . . . amð Þð Þ
@ai

¼ h t; a1; . . . am; fð Þ
(32)

where t = z/u, with z being the axial position along the tube and
u being the mean flow velocity, a is an intrinsic variable, f is the

Table 3 Transition-state theory estimates of pre-exponential factors. Reproduced from ref. 17

Reaction and conditions Estimates

Molecular adsorption r = A[exp � (Ea/kBT)]PAy*
A + * - A*
Mobile transition state A = 103 Pa�1 s�1

Immobile transition state A = 101 Pa�1 s�1

Dissociative adsorption r = A[exp � (Ea/kBT)]PA2
(y*)2

A2 + 2* - 2A*
Mobile transition state A = 103 Pa�1 s�1

Immobile transition state A = 101 Pa�1 s�1

Langmuir–Hinshelwood reaction r = A[exp � (Ea/kBT)]yA*yB*
A* + B* - C* + D*
Mobile surface species with rotation A = 108 s�1

Mobile surface species without rotation A = 1011 s�1

Immobile surface species without rotation A = 1013 s�1

Eley–Rideal reaction r = A[exp � (Ea/kBT)]PAyB*

A + B* - AB*
Mobile transition state A = 103 Pa�1 s�1

Immobile transition state A = 101 Pa�1 s�1

Molecular desorption r = A[exp � (Ea/kBT)]yA*

A* - A + *
Similar freedom for adsorbed and transition states A = 1013 s�1

More rotational and translational freedom for transition states A = 1016 s�1

Associative desorption r = A[exp � (Ea/kBT)](yA*)2

2A* - A2 + 2*
Mobile adsorbed and transition states with full rotational freedom A = 108 s�1

Mobile adsorbed and transition states without rotation A = 1011 s�1

Immobile adsorbed and transition states A = 1013 s�1

Immobile species with more rotational and translational freedom for transition state A = 1016 s�1
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concentration, t is the time, h is the forcing function (e.g. a
source term such as chemical reactivity) that can be a function

of f and t, m is the number of intrinsic variables, Gi ¼
dai

dt
is the

rate of change of a with respect to time. G is usually referred to
as the ‘‘growth rate’’ in the population balance model litera-
ture, irrespective of whether the G is the true growth rate (e.g.,
the growth of a crystal) or not (e.g., the aging of a cell). h (t, a1,
. . ., am, f) is the source term including reaction rates. Accurate
finite difference numerical schemes for solving such homoge-
neous and linear nonhomogeneous population balance models
with constant growth rates and transient growth rates along-
side chemical dynamics models are given in ref. 89.

2.4. Pellet

Pellet dynamics occur as a competition between nucleation
rates and gas transfer from the active sites outside the pores of
the catalyst with heat transfer from the bulk of the liquid phase
to the active sites of the catalyst particle.90 The theoretical
treatment of pore dynamics has been given in the archived
literature.91–100 Further work is, however, required to investi-
gate the transient nature of this process even when global
steady-state is experienced at the reactor level. To incorporate
dynamics at pellet scale into reaction kinetics, the kinetics of
multiphase systems need to be investigated. Moreover, in three-
phase reactive systems, transport needs to be considered when
incorporating pellet dynamics into reaction kinetics.

2.5. Reactor

On the reactor scale, the catalyst bed can be exposed to certain
forms of dynamics. Reactor dynamics have been documented
since the 1970s and has been treated extensively elsewhere.101 A
reactor could be operated under steady-state or transient flow
even when start-up and shut-down procedures are excluded.
Transient operations require the use of step responses, sinu-
soids, temperature and concentration ramps, pulse responses,
and temperature-programmed methods.102–108 It is important
to note that the transient operation of reactors is independent
of the behaviour of adsorbed species on the catalyst surface. A
reactor could be operated under steady-state conditions yet the
behaviour of species on the catalyst surface could follow
dynamic patterns (ordered periodic surfaces). This is possible
under conditions far from equilibrium where entropy is low
and the rate of entropy production is maximum.13

3. Computational methodology for
integrating multiscale dynamics into
reaction kinetics

The computational framework for integrating multiscale
dynamics into reaction kinetics can be distinguished into
various levels.

A. Electronic scale (length: Angstrom, time: femtosecond):
adsorption, changes in surface electronic structure, and

activation energy can be determined using density functional
theory calculations. Active site ensembles should be defined.

B. Atomic/molecular scale (length: nm, time: ps, ns): Surface
diffusion, associative and dissociative reactions, and competi-
tion between adsorption and desorption are computed using
molecular dynamic (MD) simulations, and Kinetic Monte
Carlo/Dynamic Monte Carlo. Active sites and catalyst surfaces
should be defined.

C. Mesoscale (length: mm–mm, time: ms–s): surface coverage,
pore diffusion, and interparticle transport are treated using
continuum models, reaction-diffusion equations, and compu-
tational fluid dynamic simulations. Site models, kinetic
models, and reactor models should be defined.

D. Macro-scale (length: cm or more, time: 4 s): catalytic
activity and selectivity at the reactor level; reaction kinetics,
flow analysis through comparison with experiments. Site
models, kinetic models, and reactor models should be defined.

E. System: site models, kinetic models, reactor models
should be integrated using system models. System models
incorporate educt flow and product flow with balancing feed-
back and reinforcing feedback. The input function is registered
in the educt flow through a pulse sequence, step function, ramp
function, sine function. Dynamics due to state transitions (i.e.,
catalyst state or change in concentration of species) can be
informed using system models. These include, but are not
limited to autocatalytic functions, site-cooperation and inter-
dependence, and non-linear dynamics.

3.1. Electronic scale using density functional theory
calculations

This work focuses on system dynamics, where educt and
product flows as well as feedback loops can be integrated into
kinetic calculations. Integration of dynamics into electronic
structure calculations is at the forefront of contemporary
catalysis research and beyond the scope of this study. Static
density functional theory calculations (derived at 0 bar, 0 K,
crystal geometry) can provide information on rate constants
which can be incorporated at other scales. Alternatively, kinetic
parameters (and rates) can be obtained from fitting experi-
mental data to kinetic model according to specific criteria such
as the Boudart’s criteria.109 Provided the data are obtained
under intrinsic kinetic conditions, the rate parameters are
determined under intrinsic conditions. These kinetic para-
meters may differ from static density functional theory calcula-
tions and there is an extensive literature to bridge (pressure
gap, materials gap, temperature gap) these two calculations.

3.2. Atomic/molecular scale using kinetic Monte Carlo
simulations

Diffusion or reaction-diffusion in the pores (5.5 Å) of the ZSM-5
catalysts can be described by stochastic simulation algorithms.
At these length scales, configurational diffusion applies.
Dynamic Monte Carlo simulations or Kinetic Monte Carlo
simulations have been used to describe diffusion in the
pores.110–114 The stochastic simulation algorithm allows the
gap between the atomic scale and macroscopic kinetics to be
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bridged. The stochastic simulation algorithm can be co-joined
with continuum models. Kinetic parameters for the stochastic
simulation algorithm can either be calculated by determining
initial and the transition states of a process, energies of these
states and their partition functions. Kinetic parameters can
also be derived from experimental results. The rate constants in
dynamic Monte Carlo simulations are not the same as those in
macroscopic rate equations, although they are related to each
other.115 In ZSM-5 catalysts, non-uniform site ensembles exist.
Site ensembles are a collection of Brønsted acid sites associated
with T sites in the unit cell of the crystal. This definition is used
in continuum models and is quite different from site definition
in stochastic models. Over metals, the definition of hollow site,
top sites and bridge sites in dynamic Kinetic Monte Carlo
simulations differs from the concept of site-ensembles, which
is a collection of sites. For uniformity, the unit cell of ZSM-5
catalysts should be examined and site ensembles for
desorption and reactivity should be defined. Various algo-
rithms are used in dynamic Kinetic Monte Carlo simulations,
including Variable Step Size Method, the Random Selection
Method, and the First Reaction Method.116 These should be
integrated with continuum models described below.

3.3. Mesoscale and macroscale level using continuum models

A framework for integrating dynamics at multiple-scales into
reaction kinetics is through particle-resolved transient microki-
netic models for transient processes. In this model, coupled non-
linear partial differential equations are solved at each scale.
Active site dynamics is incorporated through the source terms
of the partial differential equations. At the pore scale, active site
dynamics, pore diffusion, and reactivity can be integrated. As a
transient process is investigated, dynamics at the catalyst surface
is incorporated into the non-linear partial differential equations
by assuming that surface concentrations, and vacancies vary
with astronomical time. Consequently, the steady-state approxi-
mation cannot be evoked under transient conditions. However,
under steady-state processes, the steady-state approximation
should be evoked provided that the site-distribution is obtained
just before steady-state kinetic investigations (after catalyst
activation). This is particularly important as workflow deter-
mines performance.117 After the initial activation, equilibration
process or induction period, a portion of the catalyst should be
subjected to X-ray photoelectron spectroscopy to obtain site-
distribution under operando conditions. The common practice
is to insert the catalyst into the reactor and activate and
equilibrate before carrying out steady-state kinetic studies or
performance evaluation. However, site distribution for an equili-
brated catalyst is different for a pristine catalyst. The steady-state
approximation applied to both forms differ. At the grain scale,
population balance models can be incorporated into particle-
resolved transient microkinetic models to understand the cou-
pling between reaction, diffusion, and dynamics. At the pellet
scale, particle visualization methods using particle image velo-
cimetry should be combined with computational fluid dynamics
to obtain a nuanced understanding of the dynamics at the pellet
scale.118 The fundamental understanding obtained at the pores

(active site, catalyst surface), grain, and pellet level can be
incorporated into a reactor bed that allows transients, which
are specified as initial and boundary conditions.

3.3.1. Particle-resolved transient microkinetic models.
The design equations for the particle-resolved transient micro-
kinetic models are given below. The initial and boundary
conditions for step response and temperature-programmed
desorption studies have been given previously:4

3.3.1.1. Cylindrical pore
3.3.1.1.1. Single pore

@Ci

@t
¼ Di;pore;z

@2Ci

@z2
þDi;pore;r

@2Ci

@rpore2
þ 1

rpore

@Ci

@rpore

� �
� Ri;pore;g

(33)

@yi
@t
¼ Ri;pore;s (34)

where Ci is the concentration of gas-species in the pore, z is the
pore length, t is the time, rpore is the pore radius, Ri,pore,g is the
gaseous rate of reaction in the pore, Ri,pore,s is the surface rate of
reaction in the pore, i is the coverage of specie i, L is the maximum
length of the catalyst pore, Di,pore,r is the diffusion coefficient
obtained from quasi-elastic neutron scattering studies. It is
assumed that Di,pore,z B Di,pore,r. Specie balance is written exclu-
sively for the gas phase and the adsorbed species without the use of
parameters derived for equilibrium concentrations, as the induc-
tion period is investigated under transient conditions. Active site
and surface dynamics are incorporated through the source terms.

3.3.1.1.2. Pore network. Pore network models have been
used extensively for modelling porous catalysts. Mathematical
models of porous structures include the dusty gas model, the
random pore model, as well as stochastic pore networks and
fractals. Such models have been reviewed extensively in ref. 31,
119 and 120.

3.3.1.2. Catalyst grain

eg
@Ci

@t
¼ 1

rg2
@

@rg
rg
2Di;grain;g

RgTs

@Pi;g

@rg

� �
� uirgRi;grain;g (35)

@yi
@t
¼ Di;grain;s

rg2
@

@rg
rg
2@yi
@rg

� �
� uiRi;grain;s (36)

where eg is the grain porosity, t is the time, rg is the grain radius,
Ri,grain,g is the gaseous rate of reaction in the grain, Ri,grain,s is
the surface rate of reaction in the grain, Ts is the surface
temperature, Pi,g is the pressure of gas specie i, ui is the
stoichiometric coefficient of specie i. yI is the coverage of specie
i in the grain or pellet, L is the maximum length of the catalyst
pore, Di,grain,s is the anomalous surface diffusion on the surface
of the grain. Di,grain,g is the dispersion coefficient in the grain.
rpore is the pore density. rg is the grain density.

The effective diffusivity of each component is calculated
using Bosanquet’s formula, and correcting for the porosity
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and the tortuosity factor of the mesopores:9

De;i ¼
e
t

DKiDij

DKi þDij

� �
(37)

where DKi is Knudsen diffusivity, Dij is the bulk diffusivity. A
tortuosity, t, of 4 and a porosity, e, of 0.5 is used in this study
according to ref. 121.Shape and size dynamics are incorporated
through the population balance models (section 2.3).

rg = erpore (38)

3.3.1.3. Spherical pellet

ep
@Ci

@t
¼ 1

rp2
@

@rp
rp

2Di;pellet;g

RgTs

@Pi;p

@rg

� �
� uirpRi;pellet;g (39)

@yi
@t
¼ Di;pellet;s

rp2
@

@rp
rp

2@yi
@rg

� �
� uiRi;pellet;s (40)

where ep is the pellet porosity, t is the time, rp is the pellet radius,
Ri,pellet,g is the gaseous rate of reaction in the pellet, Ri,pellet,s is the
surface rate of reaction in the pellet, Ts is the surface temperature,
Pi,p is the pressure of specie i in the pellet, yi is the coverage of
specie i in the pellet or bed, R is the radius of the pellet, Di,pellet,s is
the anomalous surface diffusion on the pellet, Di,pellet,g is the
dispersion coefficient in the pellet. rp is the particle density.

rp = rg(1 � ep) (41)

3.3.1.4. Cylindrical bed

eb
@Ci

@t
¼ Di;bed;z

@2Ci

@z2
þDi;bed;r

@2Ci

@rbed2
þ 1

rbed

@Ci

@rbed

� �

� u
@Ci

@z
� uiGtSv 1� ebð ÞRi;bed;g (42)

@yi
@t
¼ Di;bed;s

@2yi
@z2
� uiRi;bed;s (43)

where Ri,g is the rate of transformation of species in the gaseous
phase and is a function of the concentration (Ci,g) of specie i in
the gaseous phase, mol m�3; eb is the bed porosity; u is the

superficial gas velocity, z is the bed length, t is the time, Gt is
the concentration of active sites per unit surface area of
catalyst, Sv is the catalyst surface area per unit volume, Ri,s is
the rate of transformation of adsorbed species and a function
of the surface coverage (yi,s) of specie.

3.4. Integrated models with system dynamics

The induction period of methanol conversion has been investi-
gated using a combination of techniques (TPD, step response,
TPSR) in a temporal analysis of products reactor, diffusion experi-
ments using quasi-elastic neutron scattering technique, and
particle-resolved transient microkinetic modelling.4,40–45,122–128 A
system model with connections between reaction, diffusion, and
dynamics across multiple scales (pore, grain, pellet, and reactor
bed) is required. This system’s model will integrate deterministic
models that utilize the continuum equations for the particle to
reactor scales, and stochastic models that can be used to simulate
smaller times scales (pores). Indeed, diffusion and kinetics in the
pores of zeolites have been investigated using dynamic Monte
Carlo simulations or stochastic models.111–113,129 Stochastic-
deterministic-dynamic models can be used to integrate dynamics
from the pore scale to the grain scale (Fig. 6).

In these stochastic-deterministic-dynamic models, rate con-
stants can be obtained from density functional theory calcula-
tions or from experiments through fitting. For the latter,
experimental data can be integrated into the dynamic Monte
Carlo simulations where they are used directly in stochastic-
deterministic models to extract reaction constants. This leads
to a multiscale model that incorporates experiments, and
system dynamics for the pore, pore network, crystal grain,
pellet, reactor bed, reactor, and process plant.

In previous work, we compared the reductionist approach to
the holistic approach to studying the conversion of methanol-
to-olefins over ZSM-5 catalysts. Dimethyl ether is shown to be
the key surface oxygenate following a comparison of its
desorption behaviour to methanol.41,43,126 Dimethyl ether led
to the formation of propylene over ZSM-5 catalysts under step
response conditions.40,42,122 The methoxymethyl mechanism
gives the best comparison to step response data.122 Using the
reductionist approach, methanol conversion over ZSM-5 cata-
lysts should be explained by dimethyl ether transformation
since it is the key surface oxygenate. We observe this not to be

Fig. 6 Concert between experiment and multiscale model for integrating dynamics into reaction kinetics. * DFT – density functional theory calculations.
PR-TKM: particle-resolved transient kinetic model, KMC: kinetic Monte Carlo simulations, CFD: Computational fluid dynamics simulations; PS – process
simulations.
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true during methanol conversion.42 Methanol conversion
requires different site densities compared to dimethyl ether.
Also, we observe that extra reaction steps are needed to describe
the conversion of methanol over ZSM-5 catalysts. Moreover,
methanol produces more water compared to dimethyl ether
over ZSM-5 catalysts. Such properties including more water
formation, higher site densities, and extra reaction steps
require an integrated and holistic approach to methanol-to-
olefin conversion.4,40–45,127 Recently, using a dynamic site
interconversion mechanism, reduction in induction period
over ZSM-5 catalysts was predicted.4 Site-interdependence,
cooperation, and specificity have been observed.43–45

3.5. Machine learning models

Machine learning (ML) models are not the focus of this work.
They are, however, increasingly used in catalyst and reactor
design. ML combined with experiments and computational
modelling creates avenues for rapidly screening heterogeneous
catalysts, finding descriptors of catalyst performance, and
aiding catalyst synthesis. For instance, the NixGay system is
difficult to model using DFT alone because each composition
exhibits several stable structures at reducing potential, with
each structure having many exposed surface facets. Neural
networks accelerate this search process and reduces the number
of DFT calculations by focusing on distinct bulk composition,
surface facets, and adsorption sites.130 The costs of quantum
mechanical approaches scales with system size. Consequently,
quantum mechanics (QM) applications are limited to small
catalytic systems. To overcome this limitation, ML is used to
develop interatomic potential (mathematical function for com-
puting the potential energy of a system of atoms) trained with
data generated by QM. The machine-learned interatomic poten-
tials (MLPs) can speed-up simulations by several orders of
magnitude while keeping accuracy close to QM methods.131 In
catalyst dynamics, the identification of equilibrium structures
and high-energy structures is crucial for transition state geome-
tries. The identification of these structures remains elusive when
an ensemble of TS configurations exists. By integrating advanced
enhanced sampling techniques with active learning strategies, it
is possible to construct ML potentials for a wide variety of rare
events from phase transitions to chemical reactions and catalytic
processes.132–137

In reactor modelling, ML has emerged as a promising
alternative to the numerical discretization of partial differential
equations.138 Biermann139 used artificial neural networks as
surrogate models for micro-kinetic rate evaluation to accelerate
particle-resolved CFD simulations of a catalytic reactor. They find
a difference of less than 1% in computed mole fractions on using
a global reaction neural network with embedded thermodynamic
and stoichiometric information as a surrogate for UBI-QEP micro-
kinetic model available in literature. The surrogate models per-
form 19 times faster than the conventional models. Machine
learning models e.g., based on a global reaction neural network
(GRNN) architecture should profound increase in speed in extract-
ing kinetic models from a large amount of reactor data.140

4. Conclusions

The aim of this paper is to develop a framework that integrates
multiscale dynamics into reaction kinetics. The conventional
power-law, Langmuir-Hinshelwood-Hougen-Watson, and Eley.-
Rideal expressions do not allow for the incorporation of
dynamics and are thus limited in the description of the observed
kinetic behaviour. The dynamics of site transformation, surface
modification, along with changes in grain sizes and shape, as
well as pellet and reactor dynamics have been integrated into
reaction kinetics using novel concepts. Chemical transformation
during transient processes is quantified using non-linear
coupled partial differential equations that describe the connect
reactivity, diffusion, and dynamics across scales. Open catalytic
cycles, which lead eventually to a closed catalytic cycle have been
introduced. Temporarily opening the catalytic cycle allows for
incorporation of active site dynamics, evolution, and active site
transformation. In zeolites, temporarily opening the catalytic
cycles before closing the catalytic cycle allows for active site
transformation where during the induction period, slow-site
transformation occurs. In zeolites, hierarchy across scales exists.
Site interdependence, specificity, and autocatalysis allow for
non-linear active site dynamics across various site ensembles.
A homotattic patch model gives the variation of the heat of
adsorption with specie coverage including temporal and spatial
fluctuations by accounting for adsorption/desorption behaviour
over pristine surfaces, modified surfaces, periodic surface, aper-
iodic (chaotic) surfaces, and complex surfaces. Population bal-
ance models allow for the integration of particle shape, and size
dynamics. Pellet dynamics ultimately requires the consideration
of multiphase systems to allow for bubble nucleation, liquid
mass and heat transport as well as reaction kinetics over catalyst
particles. Ramps, pulses, sinusoids, square waves, and step
responses are ways to initiate dynamics into the reactor.

These models are integrated using particle-resolved transi-
ent microkinetic models which incorporate the nuanced form
of dynamics at multiple scales (grain, pellet, reactor bed) into
reaction kinetics. These models are applicable to transient
phases i.e., durnig catalyst activation, equilibration period, or
induction period or systems far from equilibrium to which the
steady-state approximation cannot be applied. These particle-
resolved transient microkinetic models can then be integrated
with first-principles based kinetic Monte Carlo simulations (for
pore modelling) and computational fluid dynamics simulations
(for reactor modelling) to describe evolution of species from the
pores to the reactor and can be used alongside principles in
system dynamics for a more realistic model of the heteroge-
neous catalytic system.

5. Notes

These concepts and tools were developed independently by the
author during the investigation of the mechanism required for
the reduction of the induction period of methanol conversion
over ZSM-5 catalysts;4,141,142 a subject of the author’s PhD
thesis at the University of Bath, UK.
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