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Origins of crystallisation-induced dual emission
of terephthalic and isophthalic acid crystals†

Ljiljana Stojanović, *ab Michael Dommett c and Rachel Crespo-Otero *d

Metal-free organic crystals with room-temperature phosphorescence (RTP) present an innovative

alternative to conventional inorganic materials for optoelectronic applications and sensing. Recently,

substantial attention has been directed towards the design of new phosphorescent crystals through

crystal engineering and functionalisation. In this paper, we investigate the excited-state deactivation

mechanisms of two simple organic molecules: terephthalic acid (TPA) and isophthalic acid (IPA) using

embedding models based on multiconfigurational MS-CASPT2 calculations. These molecules exhibit

prompt and delayed fluorescence and RTP in the solid state. We explore intramolecular internal

conversion pathways using high-level quantum chemistry methods in both solution and crystalline

phases. We analyse deactivation mechanisms involving singlet and triplet states, quantifying direct and

reverse intersystem crossing rates from the lowest triplet states, as well as fluorescence and

phosphorescence rates. Additionally, our study examines singlet exciton transport in single crystals of

TPA and IPA. Our findings clarify the mechanisms underlying the prompt and delayed fluorescence and

RTP of crystalline TPA and IPA, revealing distinct differences in their deactivation processes. Notably, we

explain the enhanced fluorescence and phosphorescence in IPA compared to TPA, emphasising how

the positioning of the carboxylic group influences electronic delocalisation in excited states,

(de)stabilising delocalised pp* states along the reaction coordinate, thereby significantly impacting

deactivation mechanisms.

1 Introduction

Room-temperature phosphorescence (RTP) has generated
significant interest among experimental and computational
scientists due to its wide range of applications, including its
use in highly emissive materials for organic light-emitting
diodes (OLEDs), anti-counterfeiting, photovoltaic devices, and
bioimaging.1 Since efficient phosphorescence requires a sub-
stantial triplet population, these materials have traditionally
been designed using inorganic and organometallic compounds
that promote intersystem crossing (ISC) via strong spin–orbit
coupling (SOC) and charge-transfer mechanisms. In contrast,
organic molecules, due to their relatively small triplet popula-
tions and competing nonradiative pathways, typically exhibit

phosphorescence only at cryogenic temperatures and under
inert conditions in solution. However, recently RTP has been
achieved in several purely organic crystals composed of mole-
cules with relatively simple structures. These organic materials
are significantly more cost-effective and environmentally
friendly than their inorganic and organometallic counterparts.

Efficient triplet formation can be achieved in RTP organic
crystals in compounds where the presence of heteroatoms
facilitates intersystem crossing rates between relevant singlet
and triplet states.2 A second requirement for organic RTP is to
establish a restrictive crystalline environment that suppresses
large-amplitude molecular vibrations and reduces the rate
of internal conversion to the ground state via conical inter-
sections3 or vibrational wavefunction overlaps.4 Depending on
the energy gaps and SOCs, RTP can compete with both prompt
fluorescence (PF) and delayed fluorescence (DF).5 DF can occur
through reverse intersystem crossing (rISC), which is crucial in
thermally activated delayed fluorescence (TADF) chromophores.6

Two of the simplest organic crystals exhibiting RTP are the
two isomers of benzenedicarboxylic acid in the crystalline
phase: terephthalic acid (TPA) and isophthalic acid (IPA).7,8

These isomers differ in the relative positions of their substitu-
ents (Fig. 1). Transient photoluminescence spectroscopy of TPA
and IPA in ethanol solution and disordered amorphous states
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reveals negligible luminescence quantum yields (below 0.6%).
Upon crystallisation, both crystals exhibit dual emission, attrib-
uted to fluorescence and phosphorescence. The TPA crystal
shows prompt deep blue emission at 388 nm with a lifetime of
hti = 0.53 ns and an emission efficiency of 8.4%. Additionally, a
delayed fluorescence (DF) peak at 392 nm (slightly red-shifted
compared to the prompt emission) and a shoulder at 511 nm,
attributed to weak RTP, are observed. The experimental RTP
lifetime is not determined on the millisecond timescale, sug-
gesting longer lifetimes. The IPA crystal exhibits more efficient
crystallisation-induced emission at 380 nm, with a quantum
yield of 15.3%, attributed to prompt fluorescence. In addition
to fluorescence, a long green afterglow lasting several seconds
was observed, with distinct emission peaks at 384 nm and
506 nm, corresponding to DF and RTP, respectively. The
measured lifetimes of prompt fluorescence, DF, and RTP in
IPA are 1.81 ns, 9.6 ms, and 290 ms, respectively.7

Previous studies have investigated the mechanisms of
fluorescence and phosphorescence in TPA and IPA.7,9 Shuai
et al. found the crystalline phase induces a change of ordering
of the lowest-lying singlet and triplet states of IPA and TPA
in comparison with the vacuum where the S1 state is a np*,
the higher pp* state becomes the lowest according to the
CASSCF(8,8)/CASPT2/AMBER level of theory. This change
induces higher luminescence yields and larger intersystem
crossing rates in the crystal.9 Gong et al. performed a similar
optimisation of TPA and IPA in both the vacuum and crystalline
phases based on QM/MM (TD-M06-2x/UFF) computations. They
found that the energy gap between the closest-lying S1 and T2

states decreases while the spin–orbit coupling simultaneously
increases in the crystal compared to the vacuum, leading to
higher populations of the triplet state in the crystalline
environment.7 Here, we evaluate the impact of using different
levels of theory on predicting the ordering of states and

consider the competition between various radiative and non-
radiative mechanisms.

While some aspects of the luminescence of TPA and IPA
have been explored both experimentally and computationally,
the precise mechanisms of excited state relaxation in solution
and the crystalline phase have yet to be fully understood. There
are still many open questions about the competition between
different nonradiative and radiative decay pathways and the
origin of DF. Our study aims to fill this gap by systematically
investigating the molecule-centred excited state relaxation
pathways using high-level computational methods. In addition
to these pathways, we also analyse the dimer-centred mechan-
isms and exciton transport mechanisms in both crystal envir-
onments. Our calculations provide critical insights into the
excited state relaxation mechanisms of TPA and IPA, enhancing
the current understanding of their behaviour in solution and
crystalline phases.

2 Computational details

We evaluated the performance of several methods for predict-
ing excited states in IPA and TPA across vacuum, solution, and
crystal environments. First, we optimised the ground states
using the DFT method with B3LYP, PBE0, and oB97XD func-
tionals, and then computed the vertical excitations of the first
five singlet and triplet states with the time-dependent DFT (TD-
DFT) method10–14 at the corresponding ground state minima.
We also explored the resolution of identity coupled cluster
method to the second order (RI-CC2)15–18 and the multi-state
complete active space second-order perturbation theory19–21

((MS-)CASPT2/CASSCF(14,11)) with the aug-cc-pVDZ basis set
for describing the lowest-lying singlet and triplet states. For the
RI-CC2 calculations, the ground state geometries were opti-
mised at the CC2 level of theory, while for the CASPT2 compu-
tations, the oB97XD/aug-cc-pVDZ ground state geometries were
used. Solvent effects were considered by applying the polarisa-
ble continuum model (PCM) in the (TD-)DFT and CASPT2/
CASSCF calculations, while the conductor-like screening model
(COSMO) was used in the RI-CC2 computations. Ethanol was
chosen as the solvent to facilitate comparison with available
experimental results (dielectric permittivity er = 24.55).

The performance of the excited state methods for the pre-
diction of vertical excitations in the crystal environment was
evaluated using QM/MM techniques. To represent the crystal
environment, we first refined the experimental crystal struc-
tures of TPA and IPA (retrieved from the Cambridge Crystal-
lographic Database, with CCDC codes 1269122 for TPA22 and
1108748 for IPA23) by performing periodic boundary condition
DFT calculations as implemented in Quantum Espresso.24

The PBE-D2 functional, including a dispersion correction, was
employed with a plane-wave cutoff of 30 Ry and a Monkhorst–
Pack k-point grid of (1 � 2 � 1), chosen based on the unit cell
shape. The projector augmented wave (PAW) pseudopotential
was used to model the nuclei and core electrons, while the
valence electrons were treated explicitly.25,26 The optimisations

Fig. 1 Structures of IPA and TPA molecules (upper panel). The crystal
structures of of IPA and TPA crystals, with designated unit cells, are
represented in two different perspectives in the bottom panels.
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were carried out by relaxing the structure within the unit cell
while keeping the cell dimensions fixed at their experimental
values. Clusters consisting of 123 TPA and 120 IPA molecules
(2214 and 2160 atoms, respectively) were extracted from the
optimised supercells. The QM/MM simulations included one or
two central molecules in the QM region, with the surrounding
molecules treated using MM. The QM region was relaxed, while
the MM region remained fixed at its optimised lattice positions.
For TD-DFT optimisations in the solid state, the ONIOM(QM:
MM)method27,28 was applied, with the QM region treated at the
(TD-)oB97XD/6-311G(d,p) level of theory. For MS-CASPT2/
CASSCF(14,11)/aug-cc-pVDZ calculations in the solid state, the
QM/MM simulations were performed using the Molcas code for
the electrostatic embedding QM calculations and the Tinker
code for the MM part considering CM5 point charges. In the
(TD-)DFT calculations, the MM region was described using the
OPLS-AA force field, with ESP and CM5 charges derived from
HF/3-21G calculations on a single molecule. The RI-CC2/aug-cc-
pVDZ calculations were done only using electrostatic embed-
ding with CM5 charges. While the calculations with TDDFT and
CC2 methods were done using the geometries optimised with
the same method, MS-CASPT2 calculations considered the
oB97XD/6-311G(d,p) ground-state structures. All (TD-)DFT com-
putations were performed with the Gaussian 16 program,29

CASSCF and CASPT2 computations with the Molcas code,30

and RI-CC2 computations were performed with the Turbomole
v7.0 code.31

To investigate the excited state relaxation mechanisms in
solution and crystal phase, we optimised the excited states
minima (S1, T1, T2) and S1–S0 and T1–S0 minimum energy
crossing points in both environments. The excited states (S1,
T1, and T2) were optimised at the CASSCF(14,11)/aug-cc-pVDZ
level of theory because the TD-oB97XD/6-311G(d,p) does not
not predict correctly the types and ordering of all excited states
of TPA and IPA. The S1–S0 minimum energy conical intersec-
tions (MECIs) optimisations were first carried out in solution
and crystal phase at the SA-2-CASSCF(14,11)/6-31G(d) level of
theory, using the branching plane update method32 as imple-
mented in Molcas code. The obtained S1–S0 MECI geometries
are reoptimised at the extended multistate CASPT2 level (XMS-
CASPT2).33,34 The minimum energy crossing point between the
ground and T1 states was optimised based on T1 states optimi-
sation and S0–T1 energy gap criterion. In the solid state, the
optimisations were done at the QM/MM level as described
above.30 The active spaces comprised of twelve p orbitals and
2p-orbitals of carboxyl group oxygen atoms for IPA and TPA
(Fig. S1, ESI†), were used in all optimisations and single point
computations. The single-point CASPT2 computations were
based on configuration state functions obtained at the SA-6-
CASSCF(14,11)/aug-cc-pVDZ level.35 They were done without an
IPEA shift and applying an imaginary shift of 0.1 a.u., which
improves the convergence in the case of possible intruder
states.36

Linearly interpolated pathways (LIIC) between S0 and S1–S0

MECI geometries in the solution and crystal were created and
six lowest-lying singlet and triplet excited states were computed

at the MS-6-CASPT2/CASSCF(14,11)/aug-cc-pVDZ level at the
obtained geometries. The spin–orbit couplings (SOCs) between
relevant singlet and triplet states were computed at the excited
states minima in solution and crystal and along the LIIC
pathway in the crystal, as implemented in the Molcas code.
The method relies on the computation of matrix elements of
one-electron spin–orbit part of the Hamiltonian in the atomic
mean field approximation37,38 in the basis of the CASSCF wave
functions. The SOCs between singlet and triplet pairs are
obtained from the computed components corresponding to
transitions between a singlet and three spin triplet components
defined with quantum numbers ml A {�1, 0, 1} as

Sa HSOj jTbh ij j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ml2�1;0;1

Sa HSOj jTmlb

� �
2

r
.

Furthermore, to examine the effect of hyperfine interactions
between singlet and triplet states on the excited-state deactiva-
tion mechanisms (in particular on the reverse intersystem
crossing), we computed the hyperfine Hamiltonian matrix
between excited states,39 as implemented in the Q-Chem pro-
gram package.40 The matrix elements of the complete hyperfine
Hamiltonian, including spin–spin dipole, Fermi contact, and
orbital response term are evaluated in the basis of the TD-DFT
excited states.39 The excited-states were computed with the
oB97XD functional and aug-cc-pVDZ basis set.

To investigate the dimer-centred relaxation mechanisms in
the crystal phase, we optimised the S0 and S1 geometries of the
dimers with the shortest centroid distances (p–p stacked
dimers) applying the QM/QM0 approach as implemented in
the fromage code.41,42 The QM (dimer) is represented by the
algebraic diagrammatic construction ADC(2)43,44/aug-cc-pVDZ
method and QM0 (environment) region was simulated at the
second order (SCC-)DFTB method, employing the mio-1-1 set of
Slater–Koster parameters parametrised for the tight-binding
SCC-DFTB Hamiltonian.45,46 For the point charges in the
environment, we used the ESP charges obtained at oB97XD/
6-31G(d) and PBE/6-31G(d) levels of theory, respectively. The
DFTB calculations were performed with the DFTB+ program,45

and the ADC(2) computations with the Turbomole program.
The lowest lying singlet and triplet states of the optimised
dimers were computed at the ADC(2)/aug-cc-pVDZ level of
theory.

We estimated the fluorescence and phosphorescence rates
in vacuum and crystal applying Fermi’s golden rule for the
transition between initial (i) and final state (f) states:

kif ¼
Z2DE3

3e0p�h4c3
Ci m̂j jCfh ij j2; (1)

where DE is the vertical energy difference between states, e0 is
the vacuum permittivity, h� is reduced Planck constant, c is the
speed of light in vacuum, Z is the refractive index of the
medium (1.51 for TPA) and m̂ is the electric transition dipole
moment operator. The expectation values of this operator are
computed between eigenstates of the Hamiltonian including
the spin–orbit term as implemented in Molcas, allowing to
estimate the transition dipole moments between the ground
state and singlet and triplet excited states.
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The rates of the nonradiative electron transport (ET) pro-
cesses (ISC, rISC and exciton transport) are estimated applying
the Marcus semiclassical theory in the Condon approxi-
mations as

kET ¼
2p
�h

Habj j2 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plkBT
p exp�

DG0 þ l
� �2
4lkBT

 !
; (2)

where T is the absolute temperature, kB is the Boltzmann constant,
l is the reorganisation energy and DG0 is the change of the
adiabatic Gibbs free energy during the ET process. Hab is the
electronic coupling term between the diabatic states involved in

the process. The term Fk ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4plabkBT
p exp�

DG0 þ l
� �2
4lkBT

 !

represents the vibrational density of states in the final state at
the geometry of the initial state weighted by Franck–Condon
factors in the limit of high temperatures.47

The reorganisation energy for (r)ISC was computed as lab E
ETb

(RminSa
) � ETb

(RminTb
) for the ISC and lab E ESb

(RminTa
) �

ESb
(RminSb

) for rISC (for clarification, for example ETb
(RminSa

) is
the energy of the Tb state evaluated at the minimum of the Sa

state). The Hab couplings correspond to the SOCs computed as
described above. For the energy difference between the states
(DEab) we used the difference between the energies of adiabatic
states at the geometry at which the rates are computed (DEab =
DEad

ab). The estimation of (r)ISC rates is done based on
the MS-6-CASPT2/CASSCF(14,11)/aug-cc-pVDZ energies and
CASSCF(14,11)/aug-cc-pVDZ spin–orbit couplings. We note
that the energy gaps between singlet and triplet states corre-
late with the exchange interaction between those states,
i.e. stronger exchange correlation induces larger gaps (ESI,†
Section S2), and decreases the intersystem crossing rate. For
this reason, an adequate treatment of electronic correlation
using a high-level multiconfigurational methods, like CASPT2,
is often necessary for the reliable prediction of DEST and
consequently of the ISC rates.

In the case of exciton transport, the DEad
ab = 0 as the exciton

hopping occurs between donor and acceptor molecules with
identical geometries. The intramolecular reorganisation energy
induced by the exciton transfer (lab) is computed considering
one molecule (M1) going from the fully relaxed ground state S0

to the electronically excited state S1 and a neighboring molecule
(M2) evolving in the opposite way as

lexc ¼ lM1
S1
þ lM2

S0
: (3)

The exciton couplings (Hab = Jab) mediate the exciton trans-
port process between the diabatic states (eqn (2)). The exciton
transport rates are computed for the dimers with the centroid
distances smaller than 10 Å, isolated from the optimised crystal
structures. The Jab of isolated dimers were computed applying a
diabatisation method based on the transition dipole moments of S1

states of isolated molecules and S1 and S2 states of dimers,48 as
implemented in the fromage code.41 This method takes into
account the short-range (exchange, orbital overlap, charge-transfer)
and long-range Coulomb interactions. Both reorganisation energies

for the exciton transport and exciton couplings are computed based
on the TD-oB97XD/6-311+G(d,p) excited states.

3 Results and discussion
3.1 Light absorption and emission

3.1.1 Vacuum and solution. The performance of several
single-reference and multi-reference methods for the descrip-
tion of TPA and IPA excited states in vacuum, ethanol solution,
and crystal phase is examined. The five lowest-lying singlet and
triplet states of both molecules are computed by applying the
TDDFT (with B3LYP, PBE0, and oB97XD functionals), RI-CC2,
and MS-CASPT2 methods at the ground state geometries opti-
mised at the same level of theory. The excitation energies,
oscillator strengths and types of states in vacuum/solution
and crystal phase are given in Tables 1 and 2, the reported
characters correspond to the MS-CASPT2 excited states. The
excitations computed at other levels of theory were reordered to
match the MS-CASPT2 excited states. In a few cases, the natures
of the highest-lying excitations computed with the TD-DFT and
RI-CC2 methods differ from the MS-CASPT2 ones, as high-
lighted in the comments in Tables 1 and 2. The transition
densities are shown in the ESI† (Section S3).

We first compare the performance of three functionals,
B3LYP, PBE0, and oB97XD, for the prediction of excited states
in vacuum. The bright S4 state energies in vacuum computed
applying these functionals deviate from each other by less than
0.3 eV in both molecules, whereas the energies of other
states are predicted to be higher at the TD-oB97XD level. The
calculations with TD-oB97XD show that, when using the PCM
model for ethanol, the energies are shifted by approximately
0.1–0.3 eV, except for the highest singlet state considered (S5),
where the shift exceeds 0.5 eV. In Table 1, the vertical excita-
tions obtained with RI-CC2 and MS-CASPT2 were calculated
considering ethanol as the solvent, using the COSMO and PCM
approaches, respectively. Comparing the excited state energies
in the solution, we notice that the MS-CASPT2 S1 pp* state has
B1 eV and 0.6 eV lower energy compared to the TD-oB97XD
and RI-CC2 energies, respectively. The dark np* states (S2 and
S3) energies are overestimated for B0.5 eV at the TD-oB97XD
level, whereas the RI-CC2 predicts their excitation energies
closer to the MS-CASPT2 values.

The experimental absorption spectra in ethanol of TPA and
IPA featured two bands,7 at 200 nm (6.20 eV) and 240 nm
(5.17 eV) for TPA and at 210 nm (5.90 eV) and 230 nm (5.39 eV)
for IPA. In the case of TPA, the MS-CASPT2/PCM reproduces
well the first and second bright excitations at 4.92 eV and
6.16 eV. The TD-oB97XD/PCM and RI-CC2/COSMO methods
overestimate the energies of the bright singlet states and triplet
excitations. The MS-CASPT2/PCM method reproduces well the
first two bright excitations, the computed vertical excitation
energies of bright S4 and S5 states are 5.20 eV and 5.34 eV in
IPA, assignable to the first peak in the absorption spectrum
with the maximum at 5.39 eV. The higher bright states con-
tributing to the second absorption peak at 5.90 eV are not
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among the first five singlet states. These values are in very good
agreement with the positions of the peak maxima (5.39 eV and
5.90 eV).

3.1.2 Crystalline phase. Table 2 presents the excitation
energies obtained in the solid state. To assess the impact of
using different point charges in the electrostatic embedding

Table 2 Vertical excitation energies (eV) and oscillator strengths (in parentheses) of the first five singlet and triplet states of TPA and IPA molecules in
crystal computed at several levels of theory. The 6-311+G(d,p) basis set is used in all DFT computations, whereas the aug-cc-pVDZ set is used in RI-CC2
and CASPT2(14,11) computations. the TD-oB97XD results with the 6-31G(d) basis set are designated by asterix

oB97XD* oB97XD(CM5) oB97XD(ESP) RI-CC2 CASPT2 Exp.

TPA
S1 (pp*) 4.82 (0.04) 4.72 (0.04) 4.69 (0.04) 4.68 (0.03) 3.97 (0.08) 3.90c

S2 (np*) 5.35 (0.37) 5.23 (0.42) 5.23 (0.42) 5.39 (0.00) 4.74 (0.29)
S3 (np*) 5.45 (0.00) 5.46 (0.00) 5.55 (0.00) 5.41 (0.12) 4.80 (0.00)
S4 (pp*) 5.49 (0.04) 5.50 (0.01) 5.59 (0.01) 5.53 (0.42) 4.83 (0.07)
S5 (pp*) 6.79 (0.00) 6.68 (0.00) 6.64 (0.00) 7.02b (0.00) 6.14 (0.38)
T1 (pp*) 3.31 3.29 3.30 3.88 3.23
T2 (pp*) 3.86 3.81 3.77 4.32 3.75
T3 (pp*) 4.67 4.63 4.61 6.01 4.49
T4 (np*) 5.04 5.07 5.17 4.95 4.75
T5 (np*) 5.06 5.09 5.19 5.44 4.79

IPA
S1 (pp*) 5.08 (0.02) 4.98 (0.02) 4.96 (0.02) 3.69 (0.00) 3.93 (0.10) 4.00c

S2 (np*) 5.56 (0.00) 5.53 (0.06) 5.52 (0.07) 4.13 (0.00) 4.57 (0.00)
S3 (pp*) 5.72 (0.08) 5.56 (0.08) 5.56 (0.01) 4.17 (0.00) 5.26 (0.00)
S4 (pp*/np*) 5.60a (0.01) 5.61a (0.02) 5.74 (0.01) 4.54 (0.00) 5.72 (0.18)
S5 (pp*/np*) 6.31a (0.71) 6.10a (0.73) 6.08 (0.71) 4.66b (0.02) 5.97 (0.00)
T1 (pp*) 3.46 3.43 3.44 3.68 3.29
T2 (pp*) 4.27 4.19 4.20 4.00 3.85
T3 (pp*) 4.54 4.47 4.46 4.08 3.96
T4 (np*) 4.99 4.89 4.88 4.15 4.47
T5 (np*) 5.13 5.14 5.26 4.36 5.11

a S4 and S5 states of IPA show less np*/pp* mixing according to the oB97XD and RI-CC2 results, compared to the CASPT2 ones. They are predicted
as pp* at the oB97XD level, and as np* and pp* at the RI-CC2 level. b S5 states of both IPA and TPA are predicted as np* at the RI-CC2 level. c Photon
energies used in the photoexcitation spectra for TPA and IPA crystals as reported in ref. 8.

Table 1 Vertical excitation energies (eV) and oscillator strengths (in parentheses) of the first five singlet and triplet states of TPA and IPA molecules
in vacuum computed at several levels of theory. The 6-311+G(d,p) basis set was used in all DFT calculations, whereas the aug-cc-pVDZ set was used in
RI-CC2 and CASPT2(14,11) computations

B3LYP PBE0 oB97XD oB97XD/PCM RI-CC2/COSMO CASPT2/PCM Exp.

TPA
S1 (pp*) 4.52 (0.02) 4.67 (0.03) 4.84 (0.04) 4.98 (0.03) 4.56 (0.02) 4.02 (0.04)
S2 (np*) 4.51 (0.00) 4.67 (0.00) 5.06 (0.00) 5.30 (0.00) 4.76 (0.00) 4.80 (0.00)
S3 (np*) 4.57 (0.00) 4.73 (0.00) 5.11 (0.00) 5.32 (0.00) 4.80 (0.00) 4.88 (0.00)
S4 (pp*) 5.02 (0.43) 5.16 (0.43) 5.33 (0.41) 5.52 (0.12) 5.39 (0.55) 4.92 (0.44) 5.17c

S5 (pp*) 6.20 (0.00) 6.44 (0.00) 6.72 (0.15) 6.01 (0.84) 6.71 (0.14) 6.16 (0.08) 6.20c

T1 (pp*) 3.26 3.18 3.33 3.44 3.73 3.36
T2 (pp*) 3.68 3.75 3.94 4.20 4.24 3.97
T3 (pp*)b 4.46 4.46 4.62 4.48 4.78 4.07
T4 (np*)b 4.17 4.27 4.65 4.89 5.63 4.69
T5 (np*)b 4.23 4.33 4.70 4.90 5.82 4.76

IPA
S1 (pp*) 4.72 (0.02) 4.87 (0.02) 5.01 (0.02) 4.79 (0.05) 4.68 (0.01) 3.94 (0.005)
S2 (np*) 4.77 (0.00) 4.91 (0.00) 5.21 (0.00) 5.12 (0.00) 4.92 (0.00) 4.60 (0.00)
S3 (np*) 4.80 (0.00) 4.94 (0.00) 5.23 (0.00) 5.18 (0.00) 4.94 (0.00) 4.61 (0.00)
S4 (pp*) 5.32 (0.09) 5.46 (0.09) 5.60 (0.09) 5.24 (0.50) 5.70 (0.12) 5.20 (0.09)
S5 (pp*) 5.48a (0.00) 5.76a (0.00) 6.20 (0.75) 6.74 (0.00) 6.12 (0.84) 5.34 (0.82) 5.39c

T1 (pp*) 3.40 3.29 3.43 3.33 3.88 3.06
T2 (pp*) 3.99 4.05 4.22 3.91 4.45 3.64
T3 (pp*) 4.22 4.28 4.50 4.62 4.61 4.04
T4 (np*) 4.39 4.47 4.78 4.72 4.68 4.33
T5 (np*) 4.41 4.50 4.80 4.78 5.41 4.37

a S5 states of IPA are predicted as np* at the B3LYP and PBE0 level. b T3–T5 states of TPA have different order at the B3LYP and PBE0 level.
c Experimental excitation energies taken from ref. 7.
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with the TD-oB97XD method, we performed calculations with
both CM5 and ESP charges. The energy differences in all cases
were smaller than or around 0.1 eV. Given this minor effect, the
CASPT2 and CC2 calculations were conducted using only CM5
charges. As observed in solution (Table 1), the absorption
energies of singlet states calculated with TD-oB97XD and RI-
CC2 in the crystal significantly deviate from those obtained
with MS-CASPT2. For both TPA and IPA, TD-oB97XD tends to
overestimate the singlet energies. In contrast, RI-CC2 over-
estimates the singlet energies for TPA and underestimates
them for IPA. However, the TD-oB97XD and RI-CC2 energies
for the low-lying triplet states are in relatively good agreement
with the values from MS-CASPT2.

Table 3 shows the emission energies obtained after relaxa-
tion in S1. While the MS-CASPT2 emission energies are close
to the experimental emission maxima, deviating by only 0.3–
0.4 eV, the TD-oB97XD energies are overestimated by more
than 1 eV. In contrast to the results reported by Ma et al., we do
not observe a change in the S1 state type from pp* to np* upon
crystallisation in the Franck–Condon region.9 According to our
CASPT2 results, the S1 states of TPA and IPA in vacuum,
solution, and crystal phases possess pp* character, while the
higher S2 and S3 states exhibit np* character. However, we
found that the np* state becomes the lowest-lying state along
the internal conversion coordinate, as will be discussed below
(Section 3.2). These differences from previous works are attrib-
uted to the different active spaces employed. Our CASSCF/
CASPT2 simulations considered a [14,11] active space (9p and
2n orbitals), while the smaller[8,8] active space used in the work
by Ma et al. comprised 6p and 2n orbitals. This suggests that
including a larger number of p orbitals in the active space
enabled the identification of a lower eigenvalue of the Hamil-
tonian, corresponding to the pp* state, whereas the energies of
two quasi-degenerate np* states are predicted to be very close at
both levels of theory (approximately 4.8 eV, ref. 9 and Table 2).

Based on this benchmark, we conclude that the MS-CASPT2
method with the selected active space ([14,11]) reproduces the
absorption and emission properties of TPA and IPA well
(Table 3). In Section 3.2.1, we will present the deactivation
pathways connecting the ground state minimum with the
optimised minimal energy conical intersections (S1–S0 MECI).
These pathways were obtained applying the MS-CASPT2 method,
which, apart from the good performance in description of

absorption and emission, is suitable for the excited states simu-
lations in the vicinity of the conical intersection, due to multi-
reference character of the wave function.

3.1.3 Crystal structure and exciton transport. The crystal
structures of TPA and IPA crystals are given in Fig. 1. Both
crystals are characterised by CQO� � �H–O hydrogen bonds
between in-plane monomers. In the TPA crystal, each monomer
is bonded with two CQO� � �H–O hydrogen bonds with the
average length of 1.53 Å, creating linear chains of hydrogen
bonded molecules. In the case of IPA, the zig-zag molecular
chains are formed by CQO� � �H–O hydrogen bonds, with the
average lengths of 1.66 Å. in both crystals, these chains create
molecular planes with the distance of B3.4 Å, interacting with
the adjacent planes through p� � �p interactions between mole-
cules. The other O� � �H interactions between the molecules
belonging to adjacent planes, between oxygen atoms from the
CQO groups and hydrogen atoms from the C–H and O–H
groups, have substantially larger lengths (between 2.5 and
2.7 Å7) and are weaker compared to the in-plane hydrogen
bonds and p� � �p interactions.

To get an insight into intermolecular interactions and
exciton transport mechanisms in TPA and IPA crystals, we
isolated dimers from an optimised supercell with centroid
distances smaller than 10 Å, and computed the exciton cou-
plings between the lowest-lying bright states of monomers at
the TD-oB97XD/6-311+G(d,p) level. At this level of theory, the S1

and S2 states of monomers at the optimised crystal structures
are quasi-degenerate and the exciton couplings are very small.
The exciton coupling are computed between the bright S2 (pp*/
np*) states, while the close-lying S1 (np*) are dark states. The S2

pairs of monomers combine in and form S3 and S4 states of
isolated dimers. The dimers with the largest exciton couplings
are the face-to-face slip-stacked dimers with the centroid dis-
tances E3.75 Å, interacting through p� � �p interactions between
the p densities localised on phenyl rings and densities belong-
ing to carboxylic groups (Fig. 2). Their interaction yields rela-
tively weak couplings of 12 meV in both molecules. Other
isolated dimers are mainly side-to-side dimers, including the
dimers with the intermolecular CQO� � �H–O bonds, and have
negligible exciton couplings (o5 meV). The reorganisation
energies for the exciton transport computed using eqn (3) is
382 meV for TPA and 277 meV for IPA. Upon reorganisation
from the FC region to the excited state minima, the transition
density changes from mixed pp*/np* at optimised crystal
geometry (Fig. 2) to pure pp* state in TPA, whereas in IPA the
S1 state has also a mixed pp*/np* at its minimum (Fig. 6).

The exciton couplings are much smaller than the classical
barrier for exciton hopping (l/4), indicating that the S1 excitons
mostly remain localised on a single site during exciton diffusion
in crystals. The exciton diffusion mechanism can be represented
as a series of hopping events between isolated molecules. In this
context, the exciton hopping rates for this mechanism can be
evaluated based on the Marcus theory (eqn (2)). Applying the
computed exciton couplings and reorganisation energies for IPA
and TPA, the estimated exciton hopping rates for these molecules
are 2.7 � 1010 and 8.3 � 109 s�1, respectively. This will compete

Table 3 Emission energies (eV) of the lowest-lying singlet state (S1) in TPA
and IPA molecules in crystal computed at the TD-oB97XD/6-311+G(d,p)
and CASPT2(14,11)/aug-cc-pVDZ levels of theory. Oscillator strengths are
given in parentheses

oB97XD(CM5) oB97XD(ESP) CASPT2 Exp.

TPA
S1 (pp*) 4.40 (0.06) 4.28 (0.05) 3.61 (0.08) 3.20a, 3.6b

IPA
S1 (pp*) 4.70 (0.03) 4.68 (0.03) 2.96 (0.14) 3.26a, 3.46b

a Experimental emission energies taken from the ref. 7. b Experimental
emission energies taken from the ref. 8.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
Ju

ne
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

0/
16

/2
02

5 
7:

38
:5

0 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp00603a


This journal is © the Owner Societies 2025 Phys. Chem. Chem. Phys., 2025, 27, 14469–14481 |  14475

with the vibrational relaxation to S1 in the picosecond scale (rates
around 1012 s�1) followed by other processes such as fluorescence
and ISC. Due to a smaller reorganisation energy, the exciton
hopping rate in IPA are B4 times larger than in TPA. We note
that the thermal effects, which can significantly affect the exciton
couplings and exciton diffusion rates and mechanism, are
neglected here.

3.2 Excited state mechanisms

In this section, we analyse different mechanisms associated
with the excited state relaxation of TPA and IPA. Our main focus
is understanding the competition of different pathways in the
solid state.

3.2.1 S1–S0 MECI. To better understand nonradiative decay
to the ground state, we examined the internal conversion
processes for TPA and IPA molecules in ethanol and crystal
phases. To examined the lowest energy internal conversion
pathways, we optimised the S1–S0 minimum energy conical
intersections (MECI) between S0 and S1 states in the solution
and crystal phase (Fig. 3). All optimised S1–S0 MECI geometries
correspond to the np* type structures with the additional defi-
ciency of electronic density in from the p-orbital of O-atom from
the OH-group. The conical intersection structure involves out-of-
plane motions of carboxyl group proton and bond alternation of
CQO and CPh–CCarb bonds, i.e. the CQO bond elongates by
B0.25 Å, while the CPh–CCarb bond contracts by B0.15 Å with
respect to the ground state values. Apart from this, the lone pair
orbitals of oxygen atoms in carboxyl group rotate such that their
axes lie in the COO-plane, and their interaction decreases their
distance (by B0.2 Å) with respect to the standard distance.
Similarly, +OQC–O angle decreases to 80–901 from 1201.

In the S1–S0 MECI structures optimised in the solution, the
+HOCO is close to 901, while the rest of the molecule is planar.

On the other hand, in the solid state, the more favourable CI
structures involve the bending of the COO-plane with respect to
the rest of the molecule, while the H-atom dihedral motion
is less activated (+HOCO is 601 in IPA and 53.51 in TPA).
A similar type of MECI structure was found in a phenyl-
derivative dicarboxylic acid.49

The XMS-CASPT2 method is an appropriate choice for the
optimisation of conical intersections, due to the multireference
character of the wave function near these intersections. We also
optimised the S1–S0 MECI using less computationally expensive
single-reference methods, TD-DFT and ADC(2). These methods
predicted the minimal energy crossing structures involving
benzene ring puckering, which are much higher in energy
compared to the CASPT2-optimised structures. Additionally,
we optimised the S1–S0 MECI of dimers bonded through
CQO� � �H–O hydrogen bonds at the TD-DFT and ADC(2) levels
of theory to investigate whether internal conversion occurs
through an intermolecular proton transfer mechanism. The
obtained S1–S0 MECI structures involve geometry changes in
only one of the molecules.

3.2.2 Nonradiative decay to S0. Fig. 4 shows the PES of IPA
and TPA along the internal conversion coordinate at CASPT2/
SA-6-CASSCF(14,11)/aug-cc-pVDZ level of theory in the solid
state. At the FC geometry, the oscillator strengths of S1 pp*
increase compared to the values in solution (from 0.05 to 0.10
in IPA and from 0.04 to 0.08 for IPA). The second bright state of
IPA in the crystal occurs at 5.72 eV, B0.4 eV above the bright
state in the solution, while in the case of TPA the second bright
state can be found at 4.74 eV, B0.45 eV below the bright
excitation in the solution. The maximum excitation energy used
in the experiment for both crystals is B3.5 eV (365 nm),7 which
corresponds to the first excited states (3.93 eV at the CASPT2
level, and 3.69 at the RI-CC2 level in IPA and 3.97 eV at the
CASPT2 level in TPA).

The S1–S0 MECI for IPA lies at B5.2 eV, B1.2 eV above the
vertical excitation, and for TPA at B6.0 eV, B2 eV above the

Fig. 2 TD-oB97X-D/6-311+G(d,p) transition densities of the S1 states of
IPA and TPA computed at the optimised crystal geometry for an isolated
molecule in vacuum (panel a). The isosurfaces corresponding to the
0.001 Å3 density isovalue are represented. Structures of IPA and TPA
dimers with the largest exciton couplings are presented in panel b. The
electronic couplings and centre of masses distances between monomers
are designated.

Fig. 3 Structures of conical intersections of IPA and TPA optimised at
XMS-CASPT2[14,11]/6-31G(d) level in vacuum and crystal environment.
The geometries are represented in top and side views. The lengths of the
C–O bonds, distances between O atoms, and +HOCO dihedral angles (a)
in the carboxyl group are designated.
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vertical excitation, and they are not classically accessible after
the excitation to S1 state. The excitation of the second bright
state of TPA at 4.74 eV (S2) would also not enable the internal
conversion to the ground state. The excitation of high-energy
bright states of IPA and TPA with energies close to 6 eV
(B200 nm), would enable internal conversion, but that would
require the application of vacuum UV radiation, not used in the
experiment.7 The crystal environment increases the energy
barriers to the S1–S0 MECI with respect to solution in 0.4 eV
for IPA and 0.8 eV for TPA. From the transition state theory, we
can obtain that the fractions of nonradiative rates between the
solid state and solution are in the order 10�7 for IPA and 10�14

TPA respectively. This is in line with the restricted access to the
conical intersection (RACI) model, where the crystal environ-
ment blocks the access to the conical intersections associated
with the S1–S0 nonradiative transitions explaining the enhance-
ment of solid-state luminescence for these systems.3,50,51

We should notice that for both S1–S0 MECI, T1 gets almost
degenerate with S0 and S1 providing an additional nonradiative
pathway to the ground state, which can be activated by provid-
ing larger excitation energies.

The excitation to the S1 state is followed by a relaxation to
its minimum, where fluorescence and intersystem crossing
can get activated. According to the PES and the spin–orbit
couplings along the reaction coordinate (Fig. 4 and 5), the
mechanisms involving triplet states are also possible. In the
vicinity of the FC region, up to the (CQO) distance of B1.3 Å,
where the T1 and T2 states are close-lying to the S1, the S1/T1

and S1/T2 couplings have small values (below 5 cm�1), indicat-
ing the possibility for slow intersystem crossing. The S1/T1 and
S1/T2 SOCs values significantly increase further along the IC
coordinate for rCO 4 1.3 Å, but in this region the S1 state energy
is higher than the vertical excitation, and the probability for its
population via tunneling is relatively small.

3.2.3 Prompt fluorescence. A fraction of the population of
S1 can decay to the ground state radiatively and both crystals
show PF.7 As mentioned in Section 3.1.2, the MS-CASPT2/aug-
cc-pVDZ predicts well the values for fluorescence and emission
energies. Using the Einstein equation, we estimated fluores-
cence rates of 1.7 � 108 and 9.9 � 107 s�1 for IPA and TPA
corresponding to fluorescence lifetimes of 6 and 10 ns
(Table 4). These values, particularly for TPA, are overestimated
compared to the experimental values of 2 and 1 ns. This
discrepancy might be related to the absence of excitonic effects
in the calculations that could affect the oscillator strengths and
the lack of consideration of vibrational effects.

3.2.4 Role of triplet states. To fully understand the
mechanisms operating in these systems, we need to explore
the role of triplet states in more detail. Our previous study
showed that triplet states can be affected differently than
singlet states in a solid-state environment.52 Experimentally,
in addition to PF, both systems show DF and RTP, which are
directly linked with the population of triplet states. Fig. 6 shows
the energy of the three lowest-lying singlet and triplet states
computed at the optimised S0, S1, T1, and T2 geometries of TPA
and IPA in crystal environment at the MS-CASPT2 level of
theory. Possible decay pathways including radiative an nonra-
diative are highlighted in the figure, the details of the corres-
ponding mechanisms are explained in the next sections. We
note that the RI-CC2 method predicts similar excited state
transition densities and energies at the (RI-)CC2 optimised

Fig. 4 CASPT2/SA-6-CASSCF(14,11)/aug-cc-pVDZ energies of the lowest-lying singlet and triplet states along the LIIC pathway connecting S0 and MECI
geometries in the crystal in IPA (panel a) and TPA (panel b) in a diabatic representation.

Fig. 5 Spin–orbit coupling matrix elements (SOC in cm�1) between
relevant adiabatic singlet/triplet excited states computed along the linearly
interpolated pathways for nonradiative relaxation for IPA (left) and TPA
(right) in the crystal. The couplings between the states with large energy
gaps are not shown.

Table 4 Fluorescence (Fl), phosphorescence (Ph), most important
(reverse) intersystem crossing (rISC) rate constants (kf and kP, k(r)ISC, and
kexc) computed at 300 K in the IPA and TPA crystals. Section S7 in the ESI
shows all calculated constants

kf (s�1) kP (s�1) kISC (s�1) krISC (s�1)

TPA 9.9 � 107 0.5 9.1 � 106 (S1/T4) 202 (T3/S2)
IPA 1.7 � 108 9.9 1.8 � 1011 (S1/T1) 523 (T2/S1)
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geometries (ESI,† Section 8). According to the PES along the
reaction coordinate which corresponds mainly to the CQO
bond stretching, in both systems the lowest-lying excited states
in the FC region are the pp* states. They cross the higher np*
singlet and triplet states at rCQO B 1.3 Å in IPA and rCQO B
1.35 Å in TPA. For the larger CQO lengths, the np* states
become more stable (Fig. 5).

The most striking difference between TPA and IPA is related
to the nature of the most stable excited states. In IPA, the
lowest-lying excited states are np* states at the S1 and T2, and
mixed np* and pp* states at the T1 geometry. Their geometries
are non-planar, with signatures of distortions occurring at the
conical intersection –CQO bond stretching and out-of-plane
bending of carboxyl group with respect to the phenyl ring. In
TPA, the lowest-lying S1, T1, and T2 states are pp* states. The
geometries at their minima are planar structures and do not
feature CQO elongation.

3.2.4.1 Intersystem crossing. We explore possible intersystem
crossing mechanisms from the S1 minima. In TPA, the energy
gaps between S/T pairs (DE) at the S1 geometry are 0.62 eV for
the S1/T1 and 0.22 eV for the S1/T2 pair. Since these states are
pp* states, the spin–orbit couplings between S1/T1 is small
(B4 cm�1) and B0 cm�1 for S1/T2 pair. The estimated ISC
rates, based on the eqn (2), are negligible for the S1/T1 transi-
tion and zero ISC rate for the S1/T2 transition (Table 4, para-
meters used for the computations of all rates are given in the

ESI†) at the S1 geometry. The ISC S1 (pp*) and T1/T2 (pp*) states
are negligible along the reaction coordinate for the CQO
lengths below 1.32 Å, as the gaps between states remain
significant and spin–orbit couplings are close to zero. However,
there is the possibility for the transition from the S1 pp* state to
the higher-lying np* triplet state along the reaction pathway.
The S1 pp* state crosses with the 13np* triplet state at rCQO =
1.32 Å. The minimum of the 13np* state occurs at rCQO E
1.36 Å (Fig. 6), after the crossing between pp* and np* states
along the reaction coordinate (Fig. 4). At this geometry, the
13np* state (T3) is 0.2 eV above the S1 vertical excitation. The
first two triplet states are pp* states, whereas the first two
singlet states are np* and pp*, respectively. The calculated ISC
rate for the S1/13np* transition at the minimum of the S1 state
is 1.6 � 105 s�1. However, the spin–orbit couplings between
these states increase along the reaction coordinate. The ISC
rate computed applying the spin–orbit couplings in the vicinity
of the crossing point between states (rCQO E 1.3 Å) is 9 �
105 s�1, indicating that a part of the population can be
transferred to the 13np* state, and subsequently to the lower-
lying T1 and T2 pp* states.

In IPA, two triplet states are in the vicinity of the S1 state at
its minimum (Fig. 6). The S1 geometry features significant
CQO stretching (rCQO = 1.44 Å) and out-of-plane motions of
carboxylic group (Fig. 6). As a consequence, the S1, T1, and T2

states are np* states at this geometry. The S1 and T2 states are
mostly represented by a single np* configuration, while the T1

Fig. 6 Energy levels of the lowest-lying singlet and triplet states of IPA (panel a) and TPA (panel b) in crystal computed at the S0, S1, T1, T2, and T3 (for
TPA) states minima at the MS-CASPT2/CASSCF(14,11)/aug-cc-pVDZ level of theory. Possible fluorescence (full line), phosphorescence (dashed line), and
(reversed) intersystem crossing (dotted line) transitions are designated. Optimised geometries of IPA (panel c) and TPA (panel d) molecules in S0, S1, T1, T2,
and T3 states given in two perspectives. The lengths of the CQO bond from the carboxylic group is given as well. The S1, T1, and T2 excited state MS-
CASPT2 density differences in the crystal environment are represented for IPA (panel e) and TPA (panel f) at S0, S1, T1, and T2 minima. In the case of the
excited states of TPA at the T3 minimum, the MS-CASPT2 density differences in the crystal environment are represented for S2, T2, and T3 states.
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state is a linear combination of two np* configurations of
opposite signs, inducing vanishing density around the CPh–
CCarb bond, and the total transition density is localised on CQO
oxygen atom. Furthermore, the T1 transition density is rotated
for p/2 around the CQO bond with respect to the S1 density.
The T2 density is also slightly rotated with respect to the S1

density. These differences induce significant spin–orbit cou-
plings between S1/T1 and S1/T2 pairs (32.4 and 27.2 cm�1,
respectively). Moreover, relatively small S–T gaps at this geo-
metry (0.27 eV and 0.18 eV) enable significant ISC rates
considerably faster than in TPA. The computed rates are 1.8
� 1011 s�1 for the S1/T1 transition and 9 � 106 s�1 for the S1/T2

transition (Table 4). Since the ISC rates to the T1 state are larger
compared to the fluorescence rates from the S1 minimum (kf E
1.7 � 108 s�1), a significant population transfer from the S1 to
T1 state is expected. According to the reaction pathways (Fig. 4),
the lowest-lying pp* triplet states (T1 and T2 in the FC region)
can be populated through internal conversion from the np*
triplet state. This mechanism involves the planarisation of
molecule and contraction of the CQO bond.

In both systems, the population transferred to the lowest-
lying triplet states could deactivate through phosphorescence,
ISC to the ground state, and reversed ISC to the singlet states.5

According to the potential energy profiles along the reaction
pathways, the ISC to the ground state is hindered in both
systems, because the S0/T1 crossings, which are in the vicinity
of the S1–S0 MECI (Fig. 6), are classically inaccessible following
the S1 excitations.

3.2.4.2 Room temperature phosphorescence. Once the T1

states get populated, a possible relaxation mechanism is phos-
phorescence in both systems. Similar as fluorescence, the
ultralong phosphorescence in IPA is more efficient compared
to the TPA, with the computed rates of 9.92 s�1 and 0.5 s�1,
respectively. In IPA, according to our results, phosphorescence
occurs at 2.91 eV with a lifetime of B100 ms. The available
experimental phosphorescence energies and lifetimes are in
relatively good agreement with our results; RTP is observed at
2.45 eV (506 nm) with a lifetime of 290 ms by Gong et al.,7 and
in the study by Kuno et al.8 at 2.51 eV (501 nm). Our computa-
tions predict an ultralong phosphorescence at 2.53 eV for TPA,
in good agreement with the experimental weak phosphores-
cence signal at 2.43 eV (511 nm) by Gong et al.7 and at 2.40 eV
(516 nm) by Kuno et al.8

3.2.4.3 Reverse intersystem crossing. To examine the deactiva-
tion pathways from the triplets populated from the singlet
states through intersystem crossing, we optimised the geome-
tries of the T1 and T2 states in both systems, and the T3 state in
TPA, and computed the reverse ISC rates from the minima of
the triplet states. Because these systems experimentally exhibit
DF, there must be mechanisms that efficiently populate S1 from
the triplet manifold. However, in both systems, population of
singlet states from T1 seems unlikely due to the significant
energy gaps. Nevertheless, we observe that when considering
higher triplet states, such as T2 and T3, the rates for rISC can be

one to two order of magnitudes faster than competing phos-
phorescence. Previous works highlight the relevant role of
the higher-lying triplets in the rISC mechanism in organic
systems.5,6,53–55 In cases where the energy gap between the T/
S pair undergoing reverse ISC is substantial, intermediate
triplet states can mediate this process. Vibronic interactions
between closely spaced triplet states can promote internal
conversion between them, effectively lowering the activation
energy required for reverse ISC. Our hypothesis is that T2 in IPA
and T3 in TPA lie very close in energy to T1 and T2, respectively,
which should facilitate seamless population transfer between
these states.

In TPA, the lowest T1 and T2 states at their minima are pp*
states. The computed rISC rates from the T1 and T2 state
minima (the T2 state is the lowest triplet state at its minimum)
to the S1 state are negligible (10�18 s�1) at the T1 minimum and
zero at the (T2 minimum), as a consequence of negligible/zero
SOCs between (pp*) states. To explain the rISC mechanism, we
take into account the higher-lying 13np* state. At the minimum
of this state (T3), the lower-lying T1 and T2 states are pp* states.
The T3 state can get populated due to excess vibrational energy
obtained following the S1/T3 ISC. At this geometry, there is a
possibility for the rISC to the higher-lying S2 pp* state (corres-
ponding to the S1 state at the FC region) from the T3 (13np*)
state, due to a significant SOC between the states (10 cm�1).
The computed rISC rate is B200 s�1. The model used to
compute the rISC rates (eqn (2)) does not take into account
vibrational effects on spin–orbit interaction56 and vibronic
coupling between triplet states,55 which could enhance the
rISC rates. Another possible rISC mechanism at the T3 geo-
metry includes the transition from the pp* T1/T2 states to the
close-lying S1 (np*) state. The T2/S1 rISC is expected to be
efficient, since the DE is only B0.13 eV, while the T2/S1 SOC
is 12.4 cm�1. Moreover, the SOCs increase substantially along
the reaction coordinate, surpassing 40 cm�1 for the rCQO 4
1.38 Å (Fig. 5), which could further increase the rISC rates.

In IPA, the T1 state minium has a planar geometry with
slightly elongated CQO bond (rCQO = 1.23 Å) compared to the
ground state geometry (rCQO = 1.21 Å) (Fig. 6). The S1 state
corresponds to the np*, whereas lower-lying T1 and T2 states
correspond to the mixed np*/pp* states at this geometry. The
SOCs between the S1 and T1 states are 3 cm�1. A significant
S1–T1 gap at this geometry (0.71 eV), induces negligible rISC
rate (Section S7 in the ESI†). The T2 state features CQO
stretching (rCQO = 1.34 Å) and out-of-plane motion of –COOH
group. Similar as at the S1 geometry, S1, T1, and T2 states are
np* states at this geometry. We note that the T2 state is the
second triplet state at its minimum. A significant SOC between
S1/T1 pair (15.4 cm�1) and a relatively small energy gap (0.18 eV)
induce more efficient rISC from T2 to the S1 state with the rate
of 523 s�1, in comparison with the T1/S1 rISC. The T2/S1 rISC
rates can increase along the stretching coordinate, as a results
of an increase of the SOCs between them. Similar as for TPA,
the T2/S1 SOCs significantly increase for rCQO 4 1.3 Å, reaching
the values of 50 cm�1 (Fig. 5). Based on this analysis, we can
conclude that a part of the population from the triplet states
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could be transferred back to the S1 state in both IPA and IPA
due to spin–orbit interactions between states.

Previous studies suggest that apart from the spin–orbit
interactions, the hyperfine interactions between singlet/triplet
pairs could contribute to the rISC mechanism, in particular in
intermolecular processes in multi-chromophore systems invol-
ving radical-pair charge transfer states.39,57 For the IPA crystal,
Kuno et al.8 found that the phosphorescence decreases upon
Zeeman splitting of the degenerate triplet state in an external
magnetic field and CH-to-CD substitution, but increases in
stronger magnetic fields. This was explained by a charge-
transfer (CT) state delocalised over two molecules, with spins
localised on each, forming nearly degenerate singlet and triplet
radical-ion-pair states. Weak hyperfine couplings enable spin
exchange between them, accounting for both the suppression
(Zeeman effect) and enhancement (Dg mechanism) of phos-
phorescence. We have explored the effects of hyperfine inter-
actions on intramolecular mechanisms. In the case of the
excited states of TPA and IPA, the hyperfine couplings between
the singlet and triplet states, calculated using the TD-oB97XD
method, are negligible—less than 10�14 meV (see ESI,† Section
S9). Consequently, the influence of hyperfine interactions on
singlet–triplet mixing can be considered negligible, suggesting
that reverse intersystem crossing (rISC) will be primarily facili-
tated by spin–orbit interactions. Additionally, our calculations
using electrostatic embedded RI-ADC(2)/aug-cc-pVDZ method
for the lowest-lying singlet and triplet states (S1, S2, T1–T4) for
the dimers of TPA and IPA (ESI,† Section S10), indicated these
states are either localised or delocalised np* and pp* states,
without a significant radical-ion pair charge transfer character.

3.2.4.4 Delayed fluorescence. Our results show that the rISC,
activated in both systems, enables the transfer of a fraction of
the population from triplet manifold to the S1 states. A fraction
of transferred population can undergo delayed fluorescence.
In IPA, the delayed fluorescence is observed at 3.23 eV (slightly
redshifted compared to the PF at 3.26 eV) with a lifetime of
9.6 ms.7 Similarly, in TPA a weak DF signal is recorded at
3.16 eV (392 nm), slightly redshifted compared to the prompt
signal (3.20 eV) with the 0.16 ms lifetime. The computed rISC
rates in both crystals (krISC = 523 s�1 for T2/S1 transition in IPA
and krISC = 202 s�1 for T3/S2 transition in TPA) indicate that the
delayed fluorescence lifetime is expected on the ms timescale,
which is in line with the experiments despite we are not
considering the times associated with the transitions between
the different triplets.

Kuno et al. attributed the delayed fluorescence observed in
IPA to a triple–triplet annihilation (TTA) mechanism, in which
two triplet excitons on neighbouring molecules combine to
form one S1 state and one S0 state, with emission arising from
the former.8 To assess the thermodynamic feasibility of TTA, we
evaluated the energy losses in both the singlet and triplet
manifolds (ESI,† Section S11). Efficient TTA requires a small
positive energy loss in the singlet states and a significantly
negative loss in the triplet states.47 However, our calculations
reveal that energy losses in the singlet manifold are large and

positive (for both S1 and S2 excitations), and those in the triplet
manifold are also large and positive (ESI,† Section S11). These
results suggest that the TTA mechanism is energetically un-
favourable in these crystals.

4. Conclusions

Motivated by distinct solid-state luminescence properties of
two benzene dicarboxyl acid crystals, TPA and IPA, we have
systematically explored their excited-state relaxation mechan-
isms in solution and crystal environments. Given the weak
interactions between p–p stacked dimers, the exciton couplings
in both molecules are very small compared to the reorganisa-
tion energies associated with exciton transport. As a result,
excited-state processes are primarily localised, and exciton
transport occurs predominantly through incoherent exciton
hopping.

We explore light-activated nonradiative decay mechanisms
for both systems, considering multireference methods. We
found the conical intersections geometries associated with
the decay to the ground state, that involve mainly distortions
of a carboxyl group –CQO bond stretching, out-of-plane
motions of the carboxyl group with respect to the phenyl ring,
and out-of-plane motion of the H-atom with respect to the
–COO plane of carboxyl group. In line with the restricted access
to the conical intersection (RACI) mechanism, the conical
intersections in the crystal environment are not classically
accessible. We also explore the intersystem crossing pathways
in both systems, enabling relatively efficient populations of
triplet states. In general, ISC is more efficient in IPA due to
larger SOCs associated with the nature of the excited states
involved and smaller energy gaps. We have shown that in
both systems, the reverse intersystem crossing could happen
through intermediate triplet states, transferring back a part of
the population to the singlet manifold, explaining experimen-
tally observed delayed fluorescence. This phenomenon is more
efficient in IPA, due to a larger SOC and a smaller energy gap
between states involved in the transition. According to our
calculations, TTA seems to be energetically unfavourable.

Our results show that for an efficient triplet states popula-
tion and solid-state phosphorescence in organic crystals, apart
from the hindrance of the internal conversion, the positioning
of substituents in benzene dicarboxylic acids plays a significant
role. In the case of para substitution, the electronic delocalisa-
tion over the entire molecule is stabilised in the low-lying
singlet and triplet states, resulting in pp* being the lowest in
energy. With meta substitution, electronic delocalisation is less
favorable, leading to the stabilisation of mixed np*/pp* or pure
np* at their respective minima. This electronic effect signifi-
cantly influences deactivation pathways. Our results indicate
that the fluorescence, phosphorescence, and triplet-state popu-
lation thought intersystem crossing processes are more effi-
cient in IPA, which is in line with experimental observations.
We believe this effect can be generalised to other substituents
involved in electronic delocalisation with the central ring, as
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well as to more complex conjugated systems. This result might
be of interest for the design of highly efficient room-
temperature phosphorescent materials.
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C. Camacho, C. Cevallos, M. Y. Deshaye, T. Dumitrica,
A. Dominguez, S. Ehlert, M. Elstner, T. van der Heide,
J. Hermann, S. Irle, J. J. Kranz, C. Köhler, T. Kowalczyk,
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