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Several types of radioactive isotopes are used for cancer treatment. While most are embedded in
chelating agents, 22®Ra is given as RaCl salt and °°Y in microspherical particles. If ionic radionuclides are
free, they have the potential to bind to proteins instead of their endogenous ions, interfere with their
activity and be transported by them. In this study, a computational approach was used to estimate the
binding affinities of Y3*, Ra®* and Pb?* (?°’Pb is the decay product of 2?°Ra) to proteins, instead of their
native cofactors Ca®* and Mn?*. Y3* was found to bind strongly to proteins with the ability to replace
Ca?* and to some degree also Mn?*. Ra®* does not bind to the studied proteins but Pb?* can replace
Ca?* in Ca®* binding proteins. A recently identified coordination compound was found to be highly
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1 Introduction

Radionuclides have been used in cancer therapy since the
beginning of the 20th century. Initially, radium salts were used
for skin cancers.® Thereafter, instruments were developed to
deliver the radiation directly to the tumour,” whereby the use of
solid salts had a benefit over radiation therapy. The common
isotope of radium, *2°Ra, however, has a long half-life of
1599 years and is not considered safe for therapy. Nevertheless,
radioactive salts have emerged as potential therapies and in
1951 the use of "*'I was approved by the U.S. Food and Drug
Administration (FDA) for thyroid cancer.” With a half-life of 8
days and decay through B- and y- rays to stable and inert *'Xe,
311 has been shown to be a safe and effective therapy. Mean-
while, treatment with radium isotopes, was reintroduced and
has been used since 2013 for castration-resistant prostate
cancer with symptomatic bone metastases. To this end, the
less stable isotope ***Ra is given as RaCl, salt. >**Ra has a half-
life of 11.43 days and decays by o- and B-radiation to form
stable *°’Pb. It is believed that the radioactive ions adsorb
preferentially to the bones. Early clinical studies have shown
improved overall survival* (albeit by a median of 3 months), and a
good safety profile in a three years follow-up study.”> On the other
hand, a recent study® reported haematological toxicities in ~15%
of the patients and second primary malignancies in ~1%.
Delivery of radionuclides to the tumour can be made directly
when the radionuclide is given as salt (as is the case for '*'1),
through chelating agents that strongly bind a radioactive ion
(these can be further attached to peptides or antibodies for
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specific delivery), or through the use of microspheres. The latter
method has so far been used exclusively with the *°Y isotope. This
therapy, known as radioembolisation, is used for liver tumours.
The radioactive microspheres are injected directly into blood
vessels that supply blood to the tumour and get stuck in tiny
blood vessels in the tumour. *°Y decays to stable *°Zr through
release of P radiation. The isotope has a half-life of 2.67 days. There
are two different ways to deliver °°Y to the tumour, namely glass
spheres which encapsulate the radionuclides and resin spheres
where *°Y is bound to the surface. These treatments are effective
and relatively safe. However, a systemic review showed gastroin-
testinal, hepatic and respiratory toxicities with both types of
microspheres.” 1t is likely that the decay product is released from
the microsphere with the impact from the radiation. In addition,
the release of energy can lead to unbinding of *°Y*" ions from
microspheres in the immediate vicinity of the § emitter.
Multivalent metal ions such as Mg?*, Ca**, Zn**, Mn** and
others are important cofactors of proteins and maintain proper
protein structure and function. The binding of xenobiotic ions
instead of endogenous ones can lead to toxicities, by modifying
the protein’s structure, hindering catalysis, or reducing the
affinity to substrates. Treatment with radionuclides that are
multivalent metal ions could lead to the radionuclide binding
to proteins, thereby being transported and also affecting pro-
tein activity. With respect to the latter risk, not only the metal
ions themselves but also their decay products should be
considered. ***Ra poses a particular risk since it is given as
soluble salt, whereas °°Y could mediate such risks if unbound
from the microspheres. In the case of ***Ra, especially with
repeated therapy, even the decay product °’Pb might cause a
risk. °°Y however decays to °°Zr. The latter form stable Zr** ions
that are strongly hydrated and carry low if any health risk.
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Little is known about the biological activity of Ra®" and Y**
and whether these ions can bind to proteins. The scarcity and
radioactivity of radium, and the difficulty to separate Y** from
other rare-earth metals make it difficult to experimentally study
their effects in biology in general and binding to proteins in
particular. Here, a computational approach is used to estimate
the risks with binding of the radioactive ions to proteins in the
body. Since Ra®>" binds to bone instead of Ca**, and as lantha-
nides were shown to bind strongly to Ca®>" binding proteins,®
the bindings to such proteins were studied first. To this end,
calmodulin (CaM) was used as a prototype of Ca®>" binding
proteins, as it exhibits the common EF-hand domain that binds
Ca®" in many proteins. EF domains are remarkably similar
between different proteins and the binding to the EF domain in
calmodulin can thus inform on the interference of ions with
most Ca®*-binding proteins in the human body. Protein kinase
A (PKA) is also considered, as it exhibits a different Ca®"
binding site and can accommodate larger ions as well. Finally,
Mn*" can form coordination complexes with varied (often high)
coordination numbers where it binds to hard ligands and
hence DNA polymerase 1 that preferentially uses Mn** as a
cofactor was also considered in this study. The binding of
Ra’"’s decay product Pb>" to those proteins was examined as
well. For the Ca*" binding proteins, the affinity to Sr** was
considered a reference for the calculations, since it is known
that Sr** is chemically similar to Ca** and might replace it.

2 Theory and methods
2.1 Theory

2.1.1 Binding energy differences upon ion exchange. When
referring to the difference between the affinity of protein for an
ion MM" with respect to a natural ionic cofactor, L (e.g. Ra*>" and
Ca”", respectively), the property of interest is AAG™™ and it is
given by:

AAGbind — AfGO(pI'Ot'M) — AfGo(pI'Ot'L) — [GO(M) - GO(L)]
1)

where A¢G°(prot-0]) is the standard free energy of formation for
the complex in the protein environment and G°(0J) is the standard
free energy of an ion in solution; M and L are the two ions M™"
and L and the empty box [J symbolises any of the ions.

In reality, it is not possible to consider the full environment
(protein, other cofactors, substrate(s), water, additional ions,
etc.) for the complex. In calculations of ion binding affinities it
is therefore assumed that the coordinating groups have the
most significant influence on the interaction energy and selec-
tivity for ions.®™° Thus, eqn (1) is approximated as:

AAG®™ ~ ArG(bs - M) — A;G(bs - L)
- [G(M)SMD - G(L)SMD] (2)
- [aG(vM) - AGEE(L)]

Here, A¢G°(prot-[1) was replaced by A¢G(bs-0J) where bs
stands for ‘binding site’, surrounded by implicit solvent (here,
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using the SMD model'"). Gibbs energies of the ions in solvent
were replaced by their values in the same solvent model,
G(O)smp- The approximate nature of the implicit solvent model
necessitates careful calibration of the radii of ions to reproduce
the correct hydration energy,'> while the ionic radius has a
limited effect in the complex because the ion is totally sur-
rounded by larger moieties. Since the ionic radii are hard-coded
in some quantum chemistry software packages, instead of
modifying the radius it is possible to correct for the difference
between the real value of the hydration energy (estimated from
experiments) and the value calculated with the implicit solvent
model which is referred to here as AGyq(01). Explicitly, the
values were calculated as:

AGHT = AGHG — AGhyd (3)

AGhyq is the experimental value for the hydration energy of
an ion and AGhyq_ is the calculated value.

To mimic the environment inside a protein metal binding
site, which is partially exposed to the solvent and includes
many polar residues, ethanol (¢ = 24.5) was used as the solvent
of the complex.

The free energies of formation of the binding site here
include the internal (Gibbs) energy calculated with a quantum
mechanical (QM) method of choice (here, density functional
theory, DFT) in implicit solvent. Although a single point energy
calculation without considering thermochemical corrections is
formally the Gibbs energy in solvent, corrections for the
enthalpy in finite temperature (here, 300 K), vibrational, rota-
tional and translational entropies of the complex are included
in the values for A¢G(bs-[J).

2.1.2 Energy decomposition analysis for protein-ion
binding. EDA deals with decomposition of the interaction
energies into various contributions that can be used in an
explanatory fashion. In the PCMEDA" approach used here,
the energy is decomposed as follows:

AGtotal — AGele + AGS + AG™P + AGpol + AGEO™ + AGdisp + AGdesolv

4)

The interaction energy AG ™ is the energy of the complex in
solution minus the energy of the components in solution. Here,
it refers to the energy of the protein-ion complex subtracted by
the energies of the ion and the protein (in practice, represent-
ing the protein by the ion binding site under the assumption
that the most significant contributions are captured, vide
supra). AG™®, AG™, AG™P, AGP®, AG™, AG"P and AGI*°V
are the electrostatics, exchange, repulsion, polarisation,
quantum-mechanical correlation, dispersion and desolvation
contributions. Understanding the relative share of each con-
tribution can be used to explain what stabilises the complex or
shed light on differences between complexes (e.g. when differ-
ent ions bind to the same protein). The exchange and repulsion
terms are often merged together into AG™™P. When using DFT
to calculate the energies, AGY*P is an empirical correction for
the inability of DFT to correctly model the attractive dispersion.
For binding of monoatomic ions, this value is much smaller

total
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than other attractive contributions. AG**°" is calculated by the
use of an implicit solvent model (as above, eqn (3)), except that
AGhyd® was replaced by the corresponding value in ethanol
since here the values are calculated for each ion separately as
AG not AAG upon replacing one ion (Ca®") by another. It is
necessary to correct this term for the difference between the
experimental hydration energy of an ion and the value calcu-
lated by the implicit solvent model; differences can amount to
tens or even hundreds of kcal mol .

It is important to note that thermochemistry (corrections for
the enthalpy and entropy of the solutes in finite temperature) is
not included in the EDA. In addition, calculating the EDA
necessitates the use of the same geometry for the complex
and its components, i.e. the protein binding site is assumed to
be pre-formed. This is however not important when comparing
between multiple ions binding to the same protein, since the
free protein (or binding site) always has the same structure.

2.2 Computational methods

2.2.1 Models. Unless otherwise stated, amino acid residues
where modelled by their functional groups: acetate for Asp and
Glu, acetamide for Asn, and ethylamine for Lys. Backbone
carbonyls were modelled as H,C=O0. All optimisations were
carried out in implicit solvent model (SMD""), with ethanol (¢ =
24.5) as a solvent to model the protein environment.

2.2.1.1 Calmodulin. The PDB structure 1CLL"* was used to
build the model. Binding site 1 was modelled with the side
chains of residues Asp®®, Asp®?, Asp** and Glu®?, the backbone
carbonyl of Thr*®, and one water molecule (36 atoms). Binding
site 2 was modelled with the side chains of residues Asp’®,
Asp®%, Asn® and Glu®’, the backbone carbonyl of Thr®?, and
one water molecule (38 atoms).

2.2.1.2 Protein kinase A. The structure of PKA with two Ba>*
ions (PDB code 4IAZ") was used as a starting structure for
optimisations. Preliminary calculations showed that starting
the optimisations with a structure where PKA binds to Sr** did
not modify the results. The two cations in the binding site were
modelled with the backbone of Asn'”* (modelled as acetamide),
the side chain of Asp'®*, ADP modelled as diphosphoricacid,
monomethylester with —3 charge, the side chain of pSer®*
modelled as methylphosphate with —3 charge and six water
molecules. Residue Lys’? and four additional water molecules
were included for solvation of the negative charges. There were
81 atoms in the structure.

2.2.1.3 DNA polymerase 1. The non-truncated structure of
DNA polymerase 1 (residues 1-455) with a short DNA sequence,
a DNA template and two Mn** with PDB code 5KT7"® was used.
The side chains of residues Asp®*, Asp'*® and Glu'”’, the
backbone carbonyl of Leu® (all residues in the PDB structure
numbering), a dCTP analogue truncated at the phosphates with
a methyl, and a hydroxyl oxygen from the DNA primer were
included, for a total of 50 atoms.

2.2.2 Geometry optimisation. Calculations were performed
with ORCA."?° Atoms with atomic numbers up to 25 (Mn)
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were 21-24

modelled with Dunning’s cc-pVDZ Dbasis
augmented® for O atoms. The cc-pVDZ-pp basis set with effective
core potentials (ECP)**° was used for the heavier atoms. M06 was
used as the DFT functional®® with dispersion correction (DFT-
D3%?). The same general-purpose meta hybrid functional has been
used by us before to study protein-metal systems®** and was
hence selected for this study. Of note, in a study of **Ra
complexation, the choice of a DFT functional led to only few
percent difference in energies, and the calculated geometries were
almost identical,®* suggesting that the choice of functional is not
critical. All calculations used dense grid (DEFGRID3 in ORCA).
Optimisation runs were carried out until the calculated frequen-
cies did not include any imaginary terms to ensure that the
structures were at minimum. No scaling of the frequencies was
performed.

2.2.3 Binding energy differences. Binding energy differ-
ences for the complexes with the ions were calculated using
eqn (2). The software, functional and basis sets were the same
as above (Section 2.2.2). The experimental values for the
hydration energies of the ions, which were used to calculate
AGiyd (eqn (3)) were taken from the work by Marcus.”> AGRyR
Ra® in ref. 35 was estimated to be the same as the value for Ba>*.
However, it is not likely that these two ions will have the same
values while in general the hydration energies of alkaline earth
metal ions decline with the atomic number. Differences in the
hydration energies between Ra®" and Ba*>* were estimated as 8.3,
9.3, 10*® and 12.0>* keal mol . Here, a choice was made to adopt
the difference as calculated by Persson et al.,*” who suggested that
the hydration energy is a function of the ion to water oxygen
distances, since this approach was found to be accurate with other
ion seria (lanthanides and actinides'?). The difference between the
hydration energies was used rather than the absolute value from
ref. 37 since an estimation of the hydration energies depends on
the hydration energy of a proton used as a reference, and different
authors (i.e. Persson et al. and Marcus) used difference values. It is
noted that this has no bearing on values of AAG"™ which are the
subject of interest here as long as the choice for the reference
hydration energies is consistent. For clarity, the reference hydra-
tion energy values as used in eqn (3) are given in Table 1.

Galland and co-workers®* pointed out the importance of
spin orbit coupling (SOC) for calculations of binding energies of
chelators to Ra*". Indeed, preliminary calculations with a recently

set,

Table 1 Reference hydration energy values as used in this study, see the
text for details and references. These values are standard hydration free
energies with respect to the ion in the liquid state; to convert to the
gaseous 1 ATM standard state 2.1 kcal mol™* should be added, making
each value slightly less negative. All values are in kcal mol™

Ton AGhya

Ca* —363.5
Mn?** —437.4
sr** —329.8
Y3 —824.6
Ba** —298.8
Pb** —340.6
Ra*" —289.5
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described radium binding complex®® have shown that the binding
energy of Ra** to this complex was lowered (ie. became more
favourable) by —10.9 kcal mol ! when SOC was considered. For
the same complex with Pb*", the second heaviest ion studied here,
SOC was negligible (—0.2 kcal mol™*). Thus, SOC was included
when calculating differences in the binding of Ra>" to other ions in
all complexes. A SOC correction, AE*°C was added to A¢G(bs-M) in
eqn (2) when M was Ra”". This correction was calculated as:

AESOC — [E(bS-M)SODFT _ E(M)SODFT] _ [E(bS'M)DFT _ E(M)DFT]

(5)

To this end, the energies of the complexes, E(bs-M), and the
ion E(M) were calculated with NWCHEM***! twice, once using
DFT without SOC and once using spin-orbit DFT (SODFT). The
same basis set and DFT functional were used as for the
calculation of geometries and binding energies.

2.2.4 Energy decomposition analysis. EDA was performed
with XEDA," using the M06 functional and DFT-D3 as above.
The cc-pVDZ-pp basis set is not implemented in XEDA and a
correlation consistent, triple-{ basis set, MCP-TZP****™*® with
ECP was used for the EDA calculations. SOC was calculated as
above and added a posteriori to the total energy.

3 Results

Given that Ra®>" binds to hydroxyapatite in bones and that
lanthanides, which are similar to Y*' in many aspects, can
bind to Ca®*-binding proteins,® the potential bindings of Ra*",
its decay product Pb**, and Y** were estimated for calmodulin
(CaM), a prototype calcium-binding protein with the typical
calcium binding sites. Thereafter, the binding of the ions was
studied to protein kinase A (PKA), an enzyme that has two
metal-ion binding sites in its catalytic pocket where the metals
are coordinated to amino acids, water and a phosphate. PKA is
known to be able to bind Mg>*, Ca®>", Sr** and Ba**, while
maintaining activity.'® Finally, the ability of Ra** and Y** to
bind to an Mn-dependent enzyme, DNA polymerase 1, was also
examined.

3.1 Calmodulin

CaM binds Ca*" in four binding sites, each comprising of an
EF-hand which is a typical Ca**-binding motif in proteins
(Fig. 1). The sites are overall similar, with seven oxygen ligands,
but differ in the number of carboxylate oxygens that coordinate
to the metal ion: five in sites 1 and 4, four in sites 2 and 3. The
different coordinations can lead to different binding energies
and preferences for coordination of ions besides Ca®". For this
reason, sites 1 (prototype of a binding site with five coordinat-
ing carboxylate atoms) and 2 (prototype of a binding site with
four coordinating carboxylate atoms) were studied here.

The Gibbs energy differences with respect to Ca', for
binding of the ions to the two binding sites of CaM, are shown
in Table 2. Sr**, an alkali earth metal and an analogue of Ca”" is
known to be able to bind CaM when present in high enough
concentrations®” and was included in this study as a control.
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Fig. 1 The structure of calmodulin (PDB code: 1CLL). The location of the
four Ca®* ions is indicated as green spheres.

Table 2 Gibbs energies for binding of ions to CaM binding sites 1 and 2
instead of Ca2*

AAGbind AAGbind
Ton Site 1 Site 2
Sr** 2.4 2.9
Pb** —6.7 —9.9
Vel —28.5 —20.6
Ra* 6.0 9.6

Indeed, the calculations show that binding of the Sr** ions to
calmodulin is disfavoured by 2.4 to 2.9 kcal mol ™" in compar-
ison to Ca”', suggesting that the concentration of Sr** should
be about 100 times larger than that of Ca>" in order to bind the
protein. In contrast, both Pb** and Y** strongly interact with
CaM, with the first preferring site 2 and the second site 1.
Finally, with an energy difference of over 6 kcal mol " disfa-
vouring its binding, it cannot be expected that Ra>" will replace
Ca®" in CaM or other EF-hand proteins.

To better understand the reasons for the preferred binding
of Y*" and Pb>" to CaM, and the inability of Ra** to replace Ca*",
the interactions of the ions with the binding site were subject to

This journal is © the Owner Societies 2025
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Table 3 Energy decomposition analysis of the ions binding to CaM. The
values are interaction energies in solvent (AG™, in kcal mol™) and
correspond to the binding of an ion to a pre-formed binding site. The
differences between the ions do not correspond to Table 2, because of the
use of different basis sets and since corrections for the vibrational enthalpy
and entropy are not included in the EDA calculations. The interaction
energies from XEDA were adjusted taking into account the spin—orbit
coupling in the Ra-complexes. The desolvation energies were corrected to
account for the difference between the calculated ion solvation values in
ethanol and the experimental values in solvent

Ca Sr Pb Y Ra

Site 1

AG® —929.8 —893.7 —774.5 —1412.3 —825.1
AGETP 89.7 90.6 102.4 177.0 72.8
AGP! —120.5 —101.8 —233.3 —340 —77.9
AGE™ —0.5 —6.8 —28.3 —24.4 —12.9
AGYisP —-3.5 —42 —5.8 -3.6 —5.5
AGaeseV 736.2 690.8 683.4 1229.0 679.2
AES°® —6.4
AGER! —228.4 —225.2 —256.1 —374.3 —175.8
Site 2

AGS® —786.2 —754.9 —686.1 —1175.5 —705.4
AGeP 91.1 91.2 99.0 176.6 67.1
AGP! —123.2 —104.2 —205.5 —352.8 —68.5
AG™™ 0.8 —4.9 —31.6 —23 -9.6
AGYisP —-3.5 —4.2 5.3 -3.8 —5.5
AGaesV 609.4 563.3 577.0 1014.3 570.5
AES°® —5.8
AGtoal —211.5 —213.7 —252.6 —364.2 —157.2
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energy decomposition analysis (EDA) calculations using the
PCM-EDA approach.” The EDA results (Table 3) reveal that
pure electrostatic interactions are weaker for Pb** when com-
pared with Ca”*, but polarisation for Pb** is stronger and there
is a lower cost of desolvation for the binding of this ion. Y**
binds better due to increased electrostatics and polarisation
and in spite of the higher cost of desolvating the ion. Sr**
behaves as Ca®>" in general. Finally, Ra®>" behaves like a hard
ion, with a less pronounced contribution from polarisation
relative to electrostatics and otherwise weaker interactions than
all other ions (except for dispersion and correlation that do not
constitute important contributions to ion binding). Of note, the
total interaction energies as calculated by EDA are different
than those used to obtain the values presented in Table 2. This
is due to the fact that the binding energies calculated in EDA do
not include rotational and vibrational entropy, and corrections
to the enthalpy. Basis set differences account for a smaller
share of the difference.

3.2 Protein kinase A

PKA was crystallised with Mg**, Ca*>, Sr** and Ba”*. The struc-
tures and metal binding sites are overall highly similar, with
small differences due to the different size of the ions (Fig. 2). The
coordinating moieties for the two ions included the amide oxygen
of Asn'”*, one carboxylate oxygen of Asp'®*, phosphate groups

Fig. 2 The crystal structures of PKA with (A) Mg?*, (B) Ca*, (C) Sr*>* and (D) Ba2* (PDB codes: 4IAF, 4IAl, 4IAL and 4IAZ, respectively). The locations of the

ions are indicated as green spheres.
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Table 4 Gibbs energies for binding of ions to PKA instead of Ca*
Ion AAGP™

sr>* 3.4

Ba** 10.8

Pb>* -7.3

Y —43.0

Ra*! 1.1

from ADP, the substrate phosphate oxygens, and six water
oxygens. The binding energies for the ions, relative to Ca®>" are
shown in Table 4 (values are for a pair of ions in each case). The
results reveal that Sr** binds somewhat worse than Ca', with
Ba>" binding even less, Pb*>" binds better and will likely impair
the protein, and Y** even better than Pb>". Surprisingly, Ra>"
binds only slightly weaker than Ca®" and better than Sr** and
Ba?". This is due to SOC effects, that amount to —17.5 keal mol .
However, the high physiological concentration of Ca>*, about
1 mM in the blood, makes it unlikely that >*’Ra will bind PKA in
appreciable amounts.

As it is clear from the experiment that PKA can bind Ba**,
the values in Table 4 indicate that it can bind all ions. Thus, it is
interesting to examine the structures of the optimised com-
plexes. Overall, the ion binding sites are quite similar (Fig. 3).
There are some differences when compared to the X-ray struc-
tures, that are due to the optimisation. It is likely that in
solution the binding site of the ions can adopt multiple con-
formations that cannot all be adequately sampled here, as also
shown in the two structures of the same protein with Sr**. In the
optimised complexes, the ion-ligand distances increase within
the alkali earth series, as expected (Table 5). The coordination
number (CN) is smaller for Ca®>" in comparison with the larger

View Article Online

PCCP

Table 5 Coordination numbers (CN) and average ion-ligand distances (d,
in A) for ions in the PKA binding site

Optimised X-ray

Ion Site CN d CN d
Cca* 1 8 2.46 8 2.44

2 8 2.48 7 2.40
sr*te 1 8 2.60 9/8 2.60/2.66

2 9 2.67 716 2.54/2.61
Ba*" 1 8 2.79 8 2.75

2 9 2.84 6 2.67
Pb** 1 8 2.70

2 7 2.67
Y3 1 8 2.38

2 8 2.40
Ra* 1 9 2.94

2 8 2.89

“ There are two structures with Sr>*, 41AK (left) and 4IAY (right).

alkali-earth ions. Interestingly, while Sr** and Ba®>* bind to the
second site in PKA with a higher CN, Ra®" on the contrary binds
to the first site with higher CN;j this reveals some differences in
the binding. Pb>* binds with higher CN to the first site, in
similarity with Ra>". Y** binds to PKA as Ca®" but with smaller
ion-ligand distances.

3.3 DNA polymerase 1

DNA polymerase 1 achieves high activity with Mn>" as cofactor.
The structure of the protein reveals that it binds two Mn>" ions
through one backbone oxygen, five carboxylate oxygens, three
phosphate groups, and one oxygen from the primer that is
added to the substrate, yielding a 5 + 6 coordinated binding site
(Fig. 4). The results of the calculation of the binding energies

/7

-.[9

)

\

G

Fig. 3 Optimised complexes of the ion binding site of PKA with Ca®*, Sr?*, Ba®*, Y**, Pb?* and Ra®".
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Fig. 4 The ion binding site of DNA polymerase 1. Mn?* ions are shown as
violet spheres.

Table 6 Gibbs energies for binding of ions to DNA polymerase 1 instead
of Mn?*

Ion AAGPId
Pb** 17.6
el —-16.0
Ra** 53.0

show that the protein binds somewhat better to Y** than Mn*"*
and much less to Pb®>" and Ra®". In practice it cannot be
expected that the protein will bind Ra®" at all (Table 6).

4 Discussion

4.1 Radium does not significantly replace other ions in
proteins

The results show that Ra®>" binds to proteins less than Ca*>" and
Mn>". It was further shown to be a hard ion, displaying low
polarisability while at the same time its electrostatic interac-
tions are weaker than those of Ca”*. Interestingly, analysing
binding to water as a ligand, Matsuda and Mori have shown a
similar trend with contributions from electrostatics and polar-
isation steadily declining along the alkaline-earth series.*®
Toxicities of ?*’Ra therapy can thus be attributed to direct
effects of its decay outside of the tumour tissue. It is not likely
that it is transported by proteins or affects protein activity.

4.2 Pb** binds to proteins instead of Ca**

Unlike **’Ra, its decay product **’Pb can bind to proteins as a

doubly charged ion and shows affinity to typical (CaM) Ca>*-
bind proteins and to PKA that is higher than the affinities of
these proteins to Ca®". Its binding energy was estimated to be
up to ~ 10 keal mol ™ more favourable than that of Ca*". Pb*" is
a soft ion, and contribution from polarisation has been high
(almost twice that of Ca**) even with hard ligands such as
oxygen. On the other hand, Pb*" is also adsorbed to the bone
tissue and its release is slow. It remains to be seen if repeated
exposure to **’Ra treatment poses a risk of Pb** poisoning.
However, this study points out that accidental overdose of >*’Ra
Cl, can mitigate not only too much radiation (acute toxicity) but
also lead exposure (chronic toxicity).

This journal is © the Owner Societies 2025
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4.3 Yttrium binds strongly to proteins

Despite its strong hydration Y** has shown significant binding
to proteins, with the ability to replace Ca>* and potentially also
Mn>*. The short lifetime of °°Y is beneficial in this respect,
since it is mostly trapped in the liver. Toxicities associated with
%%y therapy were indicated to be somewhat higher with resin
compared to glass microspheres,® which might have to do with
the binding of the ions at the surface of such spheres from
which they can presumably more easily escape and thereafter
bind to proteins. Considering the accuracy of the calculations,
it should be noted that Y** is the only ion that differs in charge
from the others. Estimations of the hydration free energies in this
work were taken from the seminal work of Marcus.*® Such
estimations depend on the value that is used for calculating
the hydration energy of a proton (AGhyq(H') = —252.4 keal mol ).
As Marcus noted, other estimations were more negative (by up to
11.2 keal mol™"). Comparing between ions, the choice of this
value will only affect AAG™™ values for Y**, reducing its Gibbs
hydration energy by the same amount. Had the lowest estimation
of AGhya(H") been used, the results with respect to binding of Y**
would have been shifted up. Qualitatively, this would have meant
that Y*>* could still have replaced Ca** and Mn*" in proteins.

4.4 Targeted delivery of radium

While **’Ra is used for bone metastases it is difficult to see how
it can be used to target other organs than the bone. For targeted
delivery, there is a need to design chelators that will bind to
?23Ra. It has been difficult to develop coordination complexes
with high affinity to **’Ra that must not be replaced by
physiological ions such as Ca*>". The radioactivity and scarcity
of Ra on the one hand, and its lower ability to bind many
ligands on the other have hindered the development of Ra-
chelators, with the first crystallographic structure of a radium
complex described only recently.*® The neutral crown ether
cage that binds the ion in such host-guest complexes (Fig. 5)
was shown to be able to bind ***Ra and Ba®" with preferences
that depend on the co-anions.*® For such complexes that are

J
Fig. 5 A crown ether complex bound to Ra*. Optimised structure, with
the coordinates from ref. 39.
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Table 7 Gibbs energies for binding of ions to the crown ether complex
shown in Fig. 5 in comparison with Ra*. The calculations were carried out
by use of a similar approach as for the protein complexes (transfer from
solution to the complex). No counter ions were included, assuming that
such anions will dissolve in the body

Ton AAGP
Ca*" 18.5
Pb** 7.6
Ba** 6.9
v 28.1

injected or ingested in the body, it is important to verify if other
ions might displace **’Ra. Examination of the affinities of the
ions Ba®*, Pb*", Y** and Ca®" to this crown ether complex leads
to the conclusion that this particular host-guest complex binds
Ra”* better than those other ions (Table 7). Nevertheless, it is
important to analyse the risks to release of decay products in
the body. The high energy release with the first alpha-particle
upon decay from ***Ra to *'’Rn will likely break down the
coordination compound and release gaseous, radioactive >*°Rn
with a half-life of ~4 s. The radon atom will diffuse in the
nearby tissue before decaying further. Thus, the risks asso-
ciated with radon diffusion also need to be taken into account
when considering targeted delivery of radium.

Data availability

All calculations were performed with open source or academic
licence software as described in the main text. Optimised
structures of metal complexes are available at https://dx.doi.
0rg/10.6084/m9.figshare.27613200.
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