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An efficient reverse intersystem crossing process
exploiting non-bonding states in an inverted
singlet–triplet gap system†

Hwon Kim and Seung Kyu Min *

Reverse intersystem crossing (rISC) is an essential process in organic light-emitting diodes to populate

singlet excited states from non-emissive triplet states. A small or negative singlet–triplet energy gap and

a large spin–orbit coupling between low-lying singlet and triplet states are key requirements to enhance

the rISC rate. Here, we present a molecular design exploiting the n–p* excited state to maximize

the efficacy of the rISC process for efficient light emitters using thermodynamic and kinetic calculations

validated with high-level quantum chemical methods. Heptazine-based molecules with carbonyl groups

attached are shown to possess a reasonable singlet energy gap for blue-light emission with the energy

level of the n–p* triplet state modulated by addition of electron withdrawing or donating groups to

achieve the optimal energy level ordering of T(p–p*) 4 T(n–p*) 4 S1, leading to enhanced spin–orbit

coupling between the lowest triplet and singlet states with an inverted energy gap.

1 Introduction

Reverse intersystem crossing (rISC) is a process involving transi-
tion from a state with higher spin multiplicity to a state with lower
spin multiplicity.1–4 This is the key process for organic light-
emitting diodes (OLEDs) utilizing thermally activated delayed
fluorescence (TADF)5–7 due to the production of singlet states
from non-emissive triplet states, increasing the electricity-to-light
conversion efficiency. The rate of rISC is thus an important
criterion in evaluating the efficacy of potential materials for
optoelectronics.8–13 The two main strategies that are in use to
facilitate rISC are (i) lowering the singlet–triplet gap (DEST)14–18

and (ii) aiming for S1 and T1 states with different characters19–23 to
allow strong spin–orbit coupling (SOC).

Finding molecules with small DEST that facilitates the rISC is
non-trivial as the exchange energy puts the S1 state above the
T1 state in the single reference description of the many-body
electronic wavefunction. Molecules possessing the desired
energy level usually show excited states with charge transfer (CT)
character, with small overlap between the donor and acceptor
orbitals resulting in low exchange energy. Recent works have also
shed light on molecules with negative DEST,17,24–34 which makes
rISC thermodynamically favored and thus are recognized as
promising candidates for OLED materials. From a kinetic point

of view, the main challenge is the weak SOC between the lowest
singlet and triplet states. As OLED materials usually lack heavy
atoms that strengthen the SOC, the rISC rate is expected to be
slow even when energetically feasible. Moreover, states with the
same electronic configuration have vanishing SOC between them
because the change in spin angular momentum without the
change in orbital angular momentum violates the conservation of
momentum, known as the El-Sayed rule.35 Search for systems that
have S1 and T1 states with different characters has thus been a
popular means of achieving appreciable SOC, with locally excited
(LE) configurations19–23 mixing with CT type configurations in
either the lowest excited singlet or triplet state.

A family of molecules derived from phenalene possessing
negative DEST that emanates from the small overlap of orbitals
and coupling of the doubly excited configuration with the
lowest singlet excited state17 have emerged as prospective
emitters, owing to the appeal of the thermodynamic stability
of the S1 state. The work conducted by De Silva17 demonstrated
that using correlated electronic structure methods that take
doubly excited states into consideration, such as equation of
motion coupled cluster singles and doubles (EOM-CCSD) and
algebraic diagrammatic correction (ADC(2)), is crucial for pre-
dicting the correct DEST, inspiring fruitful high-throughput
computational studies in pursuit of discovering such inverted
DEST (IST) emitters.24,28,36 The experimental verification of
the inverted gap26 has also motivated further development
and investigation of IST emitters. The computational studies
to optimize the properties of IST molecules are mainly focused
on finding IST molecules with appreciable oscillator strength,24
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as the symmetry of the IST molecules derived from phenalene
leads to weak transition dipoles. Direct kinetic assessment30,37

has also been performed to shed light on the importance of
vibronic coupling in enhancing the transition dipole and the
higher excited states that can become intermediates to enhance
the spin–orbit coupling (SOC). Enhancing the weak SOC of
singlet and triplet states sharing the same configuration is
particularly not straightforward for the planar phenalene deri-
vatives, as the mixing of LE and CT characters to increase the
SOC is not an option without perpendicular moieties bonded to
the molecule and adding branches to introduce low-lying
excited states with CT character may bring the DEST to a
positive value.24,38 Moreover, molecules with perpendicular
donor–acceptor geometry have a propensity to exhibit broad
emission due to high reorganization energy, which is undesir-
able for optoelectronic devices.39

Recently, molecules that bear carbonyl groups have been
introduced as promising TADF emitters that show enhanced
SOC from the non-bonding electrons.40,41 Non-bonding elec-
trons in the carbonyl group are naturally in a perpendicular
orientation from the p electrons along the molecular plane and
thus allow finite SOC.42 Even though attaching carbonyl groups
to IST emitters has been tried in previous studies, the focus was
mainly on their effect on the DEST and the oscillator strength,
rather than on the nature of the excited states and the SOC
strength.24 The work of Pollice et al.24 has shown that the DEST

of IST emitters can be kept negative with reasonable robust-
ness, and thus investigating the effect of non-bonding electrons
on the SOC and the electronic state manifold of IST emitters is
a worthwhile research topic to optimize the properties of IST
molecules for optoelectronic applications.

In this work, we propose a molecular design that can satisfy
both IST and appreciable SOC based on heptazine derivatives
with the carbonyl group attached to give low-lying n–p* states.
While the HOMO and LUMO show delocalized p and p*
characters, respectively, the non-bonding orbital of the carbo-
nyl group (HOMO�1) is perpendicular to the molecular plane
of heptazine, as shown in Fig. 1a. The key strategy is to adjust
the relative energy of the T(n–p*) state to S1 and T(p–p*) states
to maximize the efficacy of the T(n–p*) state by functional
group engineering. We propose the desired energy level of the
T(n–p*) state to be situated between those of the T(p–p*) state
and the S1 state, with the S1 state as the state with the lower
energy. As shown in Fig. 1b, having a lower-lying T(p–p*) state
can result in internal conversion (IC) down to the T(p–p*) state
from T(n–p*), thereby becoming unable to utilize the stronger
SOC between the S1 and T(n–p*) states and behaving in the
same manner as the conventional IST emitters. The T(n–p*)
state with a lower energy than S1 means loss of the IST proper-
ties of the molecule, needing thermal activation (TA) to the S1

state. To achieve the optimal energetic ordering S1 o T(n–p*) o
T(p–p*), the T(n–p*) energy can be tuned by attaching func-
tional groups to the carbonyl branch, which modulates the
energy of the non-bonding orbital and therefore the energy of
the T(n–p*) state, as is suggested in Fig. 1c. As addition of an
electron donating group (EDG) increases the energy of the n-

orbital, the energy of the T(n–p*) state decreases, and vice versa
upon addition of an electron withdrawing group (EWG).

2 Computational details

The molecules studied are shown in Fig. 2, with heptazine (1)
and its derivatives having branches containing the carbonyl
group attached (2 to 4). 2 has an acetyl group attached, 3 has a
cyano group attached to 2 to tune the energy of the n–p* state
by adding an electron-withdrawing group, and 4 has an amino
group attached to 2 to tune the energy using an electron-
donating group. Heptazine was chosen among IST molecules
due to its small size that minimizes the computational cost and
its S1 energy that coincides with the blue light region (B2.7 eV).

To analyze the capability of the molecules 2 to 4 to be used
in OLEDs, the relaxed geometries of S0, S1, T(p–p*), and T(n–p*)
states were obtained to examine the electronic state with the
lowest adiabatic energy. The geometries of all four molecules in
Fig. 2 were optimized using the B3LYP functional with the
6-31G(d) basis using Gaussian16 software.43 The optimized

Fig. 1 Schematic representation of utilizing n–p* states to facilitate rISC
in IST molecules. (a) The non-bonding orbital and the p/p* orbitals of an
IST molecule with the carbonyl group attached. (b) The outcome of rISC
according to the energy of the T(n–p*) state, with the target energy of
T(n–p*) between those of S1 and T(p–p*). (c) Scheme showing the tuning
of the energy of T(n–p*) through attachment of electron donating or
electron withdrawing functional groups. The potential energy surface of
the T(n–p*) state is twisted and displaced with respect to the p–p* states,
which show Duschinsky rotation and shift of relaxed geometry.

Fig. 2 Chemical structures of the molecules studied.
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geometires for S1 states were obtained using time-depedent
density functional theory (TDDFT) and Tamm–Dancoff approxi-
mation (TDA) methods. However, for triplet states, as previous
studies report that TDDFT can have larger errors for triplet
states compared to Tamm–Dancoff approximation (TDA) or
unrestricted DFT (UDFT),44,45 three geometries, one from each
of the TDDFT, TDA, and UDFT methods, were obtained for the
T(p–p*) and T(n–p*) states. We confirmed that the optimized
geometries of all four molecules showed real frequencies for all
modes for each state of interest.

As a highly correlated electronic structure method is desirable to
predict accurate DEST, each of the optimized geometries was subject
to single point calculation using EOM-CCSD in the cc-pVDZ basis set
to calculate the energy of the low-lying electronic states including
S(n–p*) at the relaxed geometries of each electronic state of interest.
The geometry that gives the lowest energy from the single point
calculations was considered as the best guess for the relaxed
geometry of each excited state (see ESI† for the corresponding
geometries). The energies of each geometry obtained with each level
of theory are listed in Tables S1–S4 (ESI†). The oscillator strengths of
molecules 1–4 were obtained at the respective relaxed S1 geometries
to examine the fluorescence intensity. To compare the rate of rISC
and ISC involving the two triplet states, the SOC between the triplet
states and the S1 state was computed at the relaxed geometries of the
respective states. The SOC and non-adiabatic coupling (NAC) were
also calculated from the EOM-CCSD calculations, with mean-field
treatment of the two-electron interaction part of the SOC. To analyze
the effects of geometry fluctuation due to finite temperature on the
oscillator strength and the SOC, the displaced S1 geometries of the
molecules 2–4 were obtained with Wigner sampling using the S1

state normal modes at 300 K, sampling 80 geometries for each
molecule, with the oscillator strength and SOC at each geometry
obtained using the EOM-CCSD method. All EOM-CCSD calculations
were performed using Q-Chem 6.0 software.46

To assess the kinetics, the ISC and rISC rate between the
singlet and the triplet excited states and the internal conversion
(IC) rate between the T(p–p*) state and the T(n–p*) state were
computed to compare the rate of rISC of two triplet states and
verify that the internal conversion between the triplet states can
effectively populate the state with stronger spin–orbit coupling.
As previous works have shown that the difference in the relaxed
geometry and normal modes of electronic states plays a pivotal
role in determining the transition rate,47–49 the effect of
Duschinsky rotation and displacement of normal modes
should be taken into account correctly. The rate of the ISC/
rISC process was thus calculated using the equation based on
the golden rule50

kISC=rISC ¼
H

ISC=rISC
SO

��� ���2
�h

ð1
�1

dt
1

Zi
exp �iDEad

fi t
� �

rðb; tÞ

¼
H

ISC=rISC
SO

��� ���2
�h

ð1
�1

dt
1

Zi
exp �iDEad

fi t
� �

� Tr exp �iĤf

HOt
� �

exp iĤ
i

HOðtþ ibÞ
� �h i

(1)

in which the r factor carries the effects of geometric distortion.
DEad

fi is the adiabatic energy gap between the final and initial
states (Ef � Ei), in which the initial state is a triplet for rISC and
a singlet for ISC. Zi is the partition function of the vibrational
states of initial electronic state at temperature T, b = 1/kBT,
and Ĥf/i

HO is the harmonic oscillator Hamiltonian in the final/
initial state, respectively. For rISC, we assumed that the
three sub-levels of the initial triplet state are evenly populated
and thus the average of SOC can be computed as

HrISC
SO

�� ��2¼ 1

3

P
M

S1 ĤSO

�� ��TM
1

� ��� ��2.50 For ISC, the SOC is the sum

of the SOC of the three levels:51 HISC
SO

�� ��2¼P
M

S1 ĤSO

�� ��TM
1

� ��� ��2.

See computational details in the ESI† for more details regard-
ing the computation of the integral in eqn (1).

The IC rate between the triplet states was also calculated
based on the golden rule rate with consideration of the change
in geometry and normal modes, according to the formalism of
Miyazaki et al.,52 as

kIC ¼ 1

�h

ð1
�1

dt
1

Zi
exp �iDEad

fi t
� �

�
XN
k;l

Rklrklðb; tÞ (2)

where k and l are indices of the N normal modes of the final
electronic state and Rkl is the product of vibronic coupling
elements hFf| � ih�q/qQk|Fii�hFi| � ih�q/qQl|Ffi, and

rklðb; tÞ ¼ Tr �i�h @

@Qk

	 

exp iĤ

i

HOðtþ ibÞ
� ��

� �i�h @

@Ql

	 

exp �iĤf

HOt
� �� (3)

where Qk is the mass-weighted normal mode coordinate. The
details of computing the integral are provided in the ESI.†

While the SOC strength of ISC and rISC between the S1 and
the T(n–p*) state was simply taken as the value computed at the
relaxed geometries of the initial states, the SOC strength of
transition between S1 and the T(p–p*) was averaged according
to the Boltzmann population of the initial state at its relaxed
geometry and the relaxed geometry of the final state to take into
account the low reorganization energy and considerable change
in SOC upon reorganization. For example, the S1 - T(p–p*)
SOC was computed to be

HISC
SO

�� ��
eff
¼

HISC
SO

�� ��S1 Geomþe�blS1 HISC
SO

�� ��T p�p�ð Þ Geom

1þ e�blS1
(4)

where lS1
is the reorganization energy of the S1 state from

the T(p–p*) state geometry to the S1 state geometry and
|HISC

SO |S1/T(p–p*) Geom is the SOC strength computed at the relaxed
geometry of the S1/T(p–p*) state. The T(p–p*) - S1 SOC was
also computed in the same manner with the reorganization
energy changed to that of the T(p–p*) state. The golden rule
rates of the ISC/rISC were calculated using the correlation
function formalism of Ianconescu et al., which is expressed
in eqn (1).50,53–55
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3 Results and discussion

The energy diagrams of molecules 1–4 are shown in Fig. 3. The
numerical values of the energies are listed in Tables S5–S8
(ESI†), showing agreement of the vertical excitation energies of
the S1 and T1 states of molecule 1 with the theoretical best
estimate using the CC3 approach56 with the energies within
B0.1 eV. The adiabatic energies show slightly larger errors with
0.16 eV for the S1 state and 0.15 eV for the T1 state compared to
the CC3 approach. Fig. S1–S4 (ESI†) show the dominant excita-
tions corresponding to S1, T(p–p*), T(n–p*), and S(n–p*) states.
The calculated energies show the promising prospects of
utilizing the T(n–p*) state in rISC by showing that (i) T(n–p*)
can be the lowest triplet excited state with energy close to the
blue light region, (ii) the lowest singlet state is still the S(p–p*)
state to achieve stronger spin–orbit coupling with the T(n–p*)
state and (iii) the energy level of T(n–p*) can be tuned
with functional groups with relatively little effects on (p–p*)
state energies. In contrast to the negative energy gap of S1 and
T(p–p*) states, the S(n–p*) state lies considerably higher in
energy than the T(n–p*) state due to higher exchange energy
between the non-bonding orbital and the p* orbital. Inclusion
of the S(n–p*) state into the dynamics would lead to a
more complete picture of the kinetics of our molecules, but
optimization of the geometry of the S(n–p*) state at the
DFT level did not agree with the single point calculation at
the EOM-CCSD level of theory as the energy of the S(n–p*) state
at the optimized geometry was higher than the energy of the
S(n–p*) state at the relaxed geometry of the T(n–p*) state. To
obtain a guess about the transition rates involving the S(n–p*)
state, we optimized the S(n–p*) state with the EOM-CCSD/
6-31G* level of theory to compute the adiabatic energy of the
S(n–p*) state and referenced to a work55 that uses the theory we
use to compute the ISC/rISC rate of systems. The adiabatic
energies of the S(n–p*) states for molecules 2–4 are listed in
Table S9 (ESI†).

The computed electronic energies give deeper insights into
exploiting the n–p* state in rISC, showing that the addition of
the carbonyl group does alter the p–p* state energies to an
appreciable degree and may result in less negative DEST, as in
the case of 3, and that reorganization to the T(n–p*) states’
minimum energy geometry incurs a significant change in the
electronic state energies and thus the quantitative amount of
reorganization is also a variable to be controlled to tune the
relative adiabatic energies. The change in energy with respect to
the geometry is especially prominent for 4, for which the energy
of the T(n–p*) state stabilizes by B0.8 eV. The tuning of energy
levels using functional groups is yet reliable, with 3 showing
higher T(n–p*) energy and 4 showing lower T(n–p*) energy
relative to 2 and exhibiting all three possibilities of energetic
alignment shown in Fig. 1b. Molecules 2 and 4 have T(n–p*) as
the triplet state with the lowest adiabatic energy, which means
the T(n–p*) state is thermally more favored when the triplet
excited state is produced upon electric excitation. The relative
adiabatic energies of 2 resemble the desired energetic align-
ment with the adiabatic energy of T(n–p*) lying between those
of S1 and T(p–p*), thus making the transition from the lowest
triplet state to the lowest singlet excited state both kinetically
and thermodynamically favorable.

The oscillator strengths computed at the relaxed geometries
are shown in Table S10 (ESI†) and the histograms of oscillator
strengths at thermally excited geometry sampled from Wigner
sampling are shown in Fig. S5 (ESI†). The oscillator strengths at
the relaxed geometry show that due to the loss of symmetry
upon addition of the carbonyl group, the oscillator strength of
the S1 - S0 state transition also increases, albeit to an order of
0.0001. The oscillator strength can occasionally reach 0.01 with
thermal excitation and thus the molecules can still be used as
prototypes when designing IST emitters with an enhanced rISC
rate. It should be noted that the sampling shows that 4 is prone
to dissociation, thus calling for the need to design emitters with
stability put into consideration.57 The oscillator strength can
be further improved by an additional modification of the
molecule, as heptazine derivatives were shown to exhibit oscil-
lator strength on the order of 0.01 in the work conducted by
Aizawa et al.26

The |HISC/rISC
SO | at the relaxed geometry of the initial states

and DEad
ST between the S1 state and the triplet states are shown

in Table 1. The SOC with S1 is shown to be at least an order of
magnitude stronger for T(n–p*) than for T(p–p*), which results
in a more than 100 times larger SOC factor for the rISC rate
in eqn (1) after taking the square value. It is noteworthy
that SOC strength between the S1 and T(p–p*) states gets
significantly altered according to the geometry with the SOC
strength computed at the relaxed geometry of one state one to
two orders of magnitude stronger than the SOC strength
computed at the relaxed geometry of the other state. This
change in SOC can be attributed to the rotation of the bond
between the heptazine molecule and the carbonyl group,
which breaks the planar symmetry and mixes the non-
bonding orbitals of the oxygen with the HOMO and LUMO
of pre-dominantly p character, thus indicating that the

Fig. 3 Energies of the electronic states of interest plotted at each of the
relaxed geometries calculated at the EOM-CCSD/cc-pVDZ level of theory.
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carbonyl group facilitates the ISC by lending its SOC strength
to transition between states of p–p* character. The dihedral
angles of the heptazine plane and the plane made by the
carbonyl group for the relaxed S1 and T(p–p*) geometries
of each molecule are listed in Table S11 (ESI†), measured
using the atoms shown in Fig. S6 (ESI†). The SOC strengths
from Wigner sampled geometries also show that the SOC
can vary appreciably with thermal fluctuation of the geometry,
but the difference in the SOC between S1 and T(p–p*) and the
SOC between S1 and T(n–p*) still remains significant.
The histograms of the SOC of molecules 2–4 are shown in
Fig. S7 (ESI†).

The ISC, rISC, and the IC rates are shown in Table 2. The
rates show that the energetic alignment of the T(n–p*) state
placed with the T(p–p*) above and the S1 below is indeed
advantageous for rISC, with IC transferring the population
from T(p–p*) to T(n–p*) and large SOC facilitating the rISC
from the T(n–p*) to the S1. The theoretical rISC rate from the
T(n–p*) state in 3 also benefits from the strong SOC, but it also
relaxes rapidly to the T(p–p*) state, which has a relatively slow
rISC rate. 4 shows virtually negligible IC and ISC both to and
from the T(n–p*) state. The kinetics of 4 is heavily affected by
the large difference in the geometry of the T(n–p*) state from
those of the states of (p–p*) nature, which leads to a rapid decay
of the r factor in eqn (1) and (2). The decay of the integrand of
eqn (1) and the trace of the rkl term in eqn (2) are shown in
Fig. S8–S10 (ESI†). As the rate calculation is based on harmonic
approximation, the extremely slow rate of transition to and
from the T(n–p*) state of 4 is expected to be an underestimation
stemming from the large difference in geometry. The ISC and
rISC rates involving the T(n–p*) state in all molecules thus have
smaller integral values compared to the transitions involving
the T(p–p*) state, thereby not achieving transition rates propor-
tional to the much stronger SOC. The dynamics between the
S1 and T(p–p*) states is also noteworthy in that despite the
lower energy of the S1 state of 2, the ISC from the singlet to
the triplet state is faster by an order of magnitude, which can
be attributed to the stronger SOC strength at the S1 geometry
given by the breaking of planar symmetry. The rates involving

transition to S(n–p*) are not expected to be substantial enough
to bring nontrivial changes to the overall kinetics, as for 2 and
3 the S(n–p*) state lies B0.4 eV higher in energy than either of
the triplet states, which is an energy gap that resulted in the
rISC rate on order of 102 s�1 in a recent study.55 The S(n–p*)
state of 4 lies low enough for rISC from T(p–p*) to be
energetically viable, but the large displacement between the
states of (p–p*) character and the states of (n–p*) character is
expected to hinder the transition, as how the transitions to
and from T(n–p*) show negligible transition rates. The rISC
from the T(n–p*) state to the S(n–p*) state is highly endother-
mic at B0.27 eV, which also results in the rISC rate on the
order of 103 s�1.55

The difference in the geometry of the singlet and triplet
states involved in ISC/rISC is shown in the plots of the
Duschinsky matrices and displacement vectors involved in
the ISC/rISC processes shown in Fig. 4a, and the rotation angles
of the Duschinsky matrix are shown in Fig. 4b. The normal
modes with the largest displacement vectors for each transition
are shown in Fig. S11 (ESI†). The rotation angles are calculated
as described in the ESI.† As expected from the different
electronic structures, the T(n–p*) state has considerably larger
relative displacements and more rotation angles are near the
vicinity of p/4 with respect to S1 compared to the T(p–p*) state
for all molecules, with especially large displacements for 4. The
Duschinsky matrix and the displacement vectors between the
triplet states involved in IC are shown in Fig. S12 (ESI†), again

Table 1 The SOC strength, |HSO| (in cm�1) and the adiabatic singlet–triplet energy gap, DEad
ST, (in eV) calculated at the level of EOM-CCSD/cc-pVDZ

T(p–p*)

Molecule |HISC
SO |a |HrISC

SO |b |HISC
SO |eff

c |HrISC
SO |eff

c DEad
ST

1 1.62 � 10�4 1.40 � 10�4 1.53 � 10�4 1.49 � 10�4 �1.92 � 10�1

2 2.08 � 10�1 5.19 � 10�3 1.53 � 10�1 3.67 � 10�2 �3.05 � 10�2

3 7.98 � 10�3 1.41 � 10�2 9.66 � 10�3 1.18 � 10�2 1.03 � 10�2

4 3.14 � 10�2 6.55 � 10�3 2.81 � 10�2 1.42 � 10�2 �3.84 � 10�2

T(n–p*)

Molecule |HISC
SO |a |HrISC

SO |d DEad
ST

2 1.68 1.74 �4.99 � 10�3

3 1.80 1.52 �1.47 � 10�1

4 1.37 7.26 � 10�1 2.11 � 10�1

a Calculated at the relaxed S1 state geometry, scaled down by a factor of 1

 ffiffiffi

3
p

for a direct comparison with |HrISC
SO |. b Calculated at the relaxed

T(p–p*) state geometry. c Effective SOC from thermal average. See computational details. d Calculated at the relaxed T(n–p*) state geometry.

Table 2 ISC, rISC, and IC rates in s�1 calculated using effective SOC
values in Table 1

1 2 3 4

kISCS1!T p�p�ð Þ 6.37 � 10�1 3.46 � 106 1.61 � 105 4.30 � 105

krISCT p�p�ð Þ!S1
6.50 4.78 � 105 2.62 � 104 3.59 � 104

kISCS1!T n�p�ð Þ — 1.66 � 106 1.43 � 103 4.60 � 10�3

krISCT n�p�ð Þ!S1
— 6.63 � 106 1.35 � 106 0.38

kICT p�p�ð Þ!T n�p�ð Þ — 1.32 � 109 8.27 � 104 0.54

kICT n�p�ð Þ!T p�p�ð Þ — 1.05 � 109 2.97 � 109 19.82
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showing that the large change in geometry inhibits transitions
to and from the T(n–p*) state.

The steady state population for S1, T(p–p*), and T(n–p*) of
molecules 2–4 can be readily obtained using the rates calcu-
lated, and thus the propensity of each molecules to populate
the emissive singlet state can be quantified. 2 shows the most
promising prospect as expected, with 42% populating the S1 at
the steady state, and T(p–p*) and T(n–p*) taking 27% and 31%,
respectively. Since T(p–p*) and T(n–p*) have similar energy
levels, the IC rates between them are on the same order, which
results in almost 1 : 1 population. The high population of the S1

state can be attributed to it being the lowest in energy and
active participation of the T(n–p*) state in drawing population
from the T(p–p*) state that subsequently undergoes rISC,
counteracting the rather rapid ISC back to the T(p–p*) state. 3
shows the case when T(n–p*) is too high in energy to participate
in the dynamics and the DEST inversion is broken to favor
population of the triplet state, with 11% of the population in
the S1 state and 89% in the T(p–p*) state and negligible
population of the T(n–p*) state. The dynamics of 4 shows the
situation when the T(n–p*) state is the lowest in energy but
becomes inaccessible due to high reorganization energy and
the SOC from the singlet state to the triplet state is stronger due
to the breaking of planar symmetry, with 92% of the population
in the T(p–p*) state and 8% in the S1 state, with virtually no
population of the T(n–p*) state.

4 Conclusion

In this work, we show a new design strategy of OLED emitters
that not only have negative DEST but also utilize the change
in orbital angular momentum between the n–p* state and the
p–p* state to overcome the weak SOC of previously discussed
IST emitters. The computations on both energetics and kinetics
provide encouraging prospects for development of carbonyl
attached IST emitters by showing that (i) the T(n–p*) state
energy is comparable to the T(p–p*) energy and can be popu-
lated using electronic excitation, (ii) the energy can be tuned
using a relatively intuitive method of attaching functional
groups that either donate or withdraw electrons, and (iii) the
SOC of T(n–p*) - S1 transition is indeed stronger than that
seen in conventional IST emitters. To make better use of the
T(n–p*) state, means to control the geometric factors must be
investigated, as the degree of displacement of relaxed geometry
in the T(n–p*) state and the break of planar symmetry in either
the S1 or T(p–p*) state are found to be especially impactful on
the ISC/rISC dynamics. The large difference in geometries of
states with (n–p*) character and states with (p–p*) character can
become a major roadblock by (i) inhibiting the IC from T(p–p*)
even in the case of T(n–p*) being the lower energy triplet state
and (ii) inhibiting the rISC to S1. The break of planar symmetry
can have synergistic effects with the non-bonding orbital as the
contribution of non-bonding orbitals to the p and p* orbitals
can also increase the rISC rate from the T(p–p*) to the S1 state.
To better take into account the dependence of electronic
state energies and couplings on the geometries, a molecular
dynamics simulation to monitor the change in geometry at
finite temperature and confirm the stability of the compound
can be a promising topic for future studies. As satisfying the
criteria of negative DEST, the right energy level of the T(n–p*)
state, and moderate reorganization are not straightforward,
a high-throughput study may help in discovering optimal
molecules for rISC. Further investigations into optimizing
the change in geometry and normal modes may lead to the
discovery of numerous emitters for which the rISC happens in a
prompt timescale and is thermodynamically driven.
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Fig. 4 (a) Plots of the absolute value of the Duschinsky matrix and
displacement vectors between the S1 state and the triplet states for the
molecules studied. (b) Histogram of the angle of rotation of the
Duschinsky matrix, grouped into eight bins within the range 0;
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calculation are available at: https://github.com/hkimaf/Non
bonding_ISC_calculation.
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