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Dipole orientation of hydrated gas phase
proteins†

Harald Agelii, *a Ellen L. S. Jakobsson, ab Emiliano De Santis, bc

Gideon Elfrink,a Thomas Mandl, ad Erik G. Marklund *b and Carl Caleman *ae

In the aerosolization of single proteins from solution, the proteins may be covered by a layer of water.

This is relevant to consider in sample delivery for single particle imaging (SPI) with X-ray free-electron lasers.

Previous studies suggest that the presence of a 3 Å water layer stabilizes the molecular structure and

decreases structural heterogeneity which is important since it facilitates the structure determination in SPI. It

has also been shown that SPI would benefit from the possibility of controlling the particle orientation in the

interaction region. It has been proposed that such control would be possible by applying a DC electric field

that interacts with the intrinsic dipole of the particle. This study investigates how SPI experiments, including

dipole orientation, would be affected by the presence of a hydration layer covering the proteins. We

investigated this by performing classical MD simulations of a globular protein in gas phase interacting with

an external electric field. Two hydration levels were used: a fully desolvated molecule and one with a water

layer corresponding to 3 Å covering the proteins surface. Our simulations show that a water layer enables

the molecules to orient at lower field amplitudes, and on shorter time scales, as compared to the desolvated

case. We also see a marginally larger stability of the molecular structure in the hydrated case at field

strengths below 2 V nm�1. The presence of a water layer, in combination with an electric field, also tend to

stabilize the dipole axis significantly within the molecular structure.

1 Introduction

Proteins play a crucial role in biological processes, with their
functions being closely tied to their structures. Traditionally,
X-ray crystallography has been the main method for studying
protein structures. Crystallography originally precipitated the
birth of structure determination, and has been the dominating
technique since. However, despite its strengths, including
recent developments, it comes with certain limitations.

The crystallization can influence the structures under study,
and inescapably purifies a single conformation and oligomeric
state from a potentially wide ensemble of structures. Com-
pounding this, the cryogenic temperatures, often used to

reduce radiation damage, sequester and shift local dynamics
in the structure.

Perhaps most importantly, certain types of proteins (such as
membrane proteins) do not readily crystallize, and when they
do, the crystallization process can still be arduous. Cryo-
electron microscopy (cryo-EM), which has had tremendous
impact on structural biology in recent times due to transfor-
mative technological developments, alleviates the need for
crystals, but requires cryogenic temperatures and is practically
limited to sample highly populated low-energy states. As such,
both techniques risk obscuring the innate dynamics of protein
structures, hiding important clues about their functions and
mechanisms.

Over the past decades, there has been an increasing interest in,
and rapid development of, techniques for gas phase structural
biology. By operating on aerosolised proteins that can be fully
devoid of solvent, or carrying a thin layer of water, they offer an
avenue that avoids crystallization and cryogenic temperatures.

This approach is an intriguing alternative, as it allows for the
study of proteins structures at room temperature and without
crystallization, and it opens up for sorting the samples based
on mass, charge and folding.1 It has also been shown that it is
to some extent possible to retrieve a protein’s structure in
solution based on the gas phase structure using classical MD
simulations in solution.2–4
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X-ray crystallography exploits the amplification that arises
from the crystal lattice to produce measurable diffraction at
high resolution, but diffraction from single particles require
extremely intense X-ray pulses, such that it leads to extensive
ionization causing the particle to explode. Consequently, the
probe pulse needs to be in the order of few femtoseconds5 to
allow the molecular structure to be probed before any defects
stemming from radiation damage have time to manifest.6,7

This outlines the basis for single particle imaging (SPI) of
proteins or protein complexes (Fig. 1), which has attained
increasing interest in recent years.8–11 X-ray free electron lasers
(XFELs) can produce X-rays with pulse lengths and intensities
that meet the prerequisites of SPI, and have been proposed as a
potential type of light source for such experiments.12 SPI could
potentially open up the possibility of structure determination of
native-like gas phase biomolecules at atomic resolution.13

To obtain a 3D image of the molecular structure, multiple
diffraction patterns from various directions are needed – such
that the diffraction images span the entire reciprocal space
volume necessary for structure determination. In standard
crystallography, this is solved by simply rotating the sample,

exposing it to multiple pulses. This is not possible in SPI, since
the target molecule is annihilated by interactions with the
XFEL pulse.

Instead, in order to cover enough of reciprocal space, a new
particle (ideally identical) must be delivered to the interaction
region for each new pulse. A large set of diffraction images is
also beneficial due to the low signal-to-noise ratio of SPI
measurements.9,14

The heterogeneity of proteins of the same species poses
challenges in this context: serial measurements require large
structural homogeneity in the stream of particles delivered to
the interaction region.15,16 A simulation study indicates that
structural heterogeneity of the proteins might even be a more
severe obstacle towards high resolution SPI using XFEL than
radiation damage.17

Another challenge in SPI imaging of gas phase biomolecules
is the unknown orientation of the sample as it is exposed to the
X-ray pulse. Unlike conventional crystallography, where the
molecular orientation can be manipulated by simply rotating
the crystal by macroscopic means, gas phase molecules are free
to rotate and will have random orientations in space during
imaging. Because of this lack of control of orientation, it is a
non-trivial task to relate the 2D diffraction images to each other
and assemble them in 3D reciprocal space. This procedure is
known as orientation recovery. The iterative expand maximize
compress (EMC) algorithm18,19 can be used to reconstruct the
electron density of randomly oriented molecules from a large
ensemble of diffraction measurements. However, EMC does
not always converge to a meaningful solution, especially when
data is scarce or suffers from high noise.

A recent study demonstrated that the performance and
utility of EMC can be increased by introducing a bias in the
orientation of the molecules during imaging, introducing the
so-called enhanced EMC algorithm.20 With additional informa-
tion about a common orientation direction for the gas phase
molecules, the number of patterns required for convergence in
the structure reconstruction can be reduced,20 motivating us to
pursue means of controlling the orientation of the molecules in
the interaction region.

The orientation of single molecules can be influenced by an
external electric field in the interaction region.13,21,22 Alterna-
tively, the orientation can be inferred post-exposure by measur-
ing the direction of the trajectories of the ions ejected by the
photo-induced explosion of the protein.23–26 Electric fields will
orient the dipole of the molecules along the field. The field
interacts with the dipole of the molecule causing it to exhibit a
pendular motion. Due to the non-rigid nature of the molecule,
the rotational energy is absorbed by its internal degrees of
freedom. This means that at sufficient electric field amplitude,
eventually the dipole will orient with the electric field direction.
We will refer to this process as dipole orientation. While the
method is conceptually promising, there are concerns that the
absorption of the rotational energy and the interactions with
the electric field may affect the molecular structure. This would
lead to increased structural fluctuations within the sample
molecules.21,27

Fig. 1 Upper panel: Standard SPI setup – randomly oriented gas phase
proteins are delivered to an X-ray beam and a single-particle diffraction
pattern is recorded on a detector. Serial measurements will result in
diffraction patterns randomly oriented in reciprocal space. Middle panel:
SPI with dipole orientation – with a biased orientation of the gas phase
particles (using electric fields) the diffraction images will also have a biased
orientation in reciprocal space. Recent studies suggest this can benefit the
structure determination. Lower panel: A dipolar single particle is oriented
with its dipole ~m along an external electric field E

-
. The deviation angle a is

used as a measure of orientation, and is the angle between the protein
dipole vector and the electric field. Electric field was implemented in the
ẑ-direction in our simulations.
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Electrospray ionization (ESI) is commonly used to transfer
proteins from solution to gas phase, and increasing evidence
show that their structures can survive the non-native
conditions.28–30 Most common applications of ESI uses activa-
tion of the injected particles to remove any remaining water and
salt, but some water can in principle be left bound to the protein.
It turns out that a thin water layer encapsulating the protein
slows down the Coulomb explosion of the ionized protein in SPI,
reducing the effects of radiation damage in the diffraction
images.31 In addition, with a minimal water layer the noise
associated with structural heterogeneity tends to decrease.15,16,32

Even a thin layer of water emulates some of the effect of bulk
water, allowing single molecules to largely maintain their con-
formations found in the solution state.16 It has however also
been shown that the addition of a water layer may increase
background scattering noise, an effect that increases with layer
thickness.33 Combining SPI with dipole orientation may intro-
duce additional noise due to structural heterogeneity, stemming
from vibrations induced by oscillations of the molecular dipole
axis around its equilibrium orientation. It is hypothesized that
an encapsulating water layer could stabilize the structure by
absorbing atomic vibrations and damping the oscillatory
motion. The potential stabilizing effect of a water layer on dipole
orientation and its implications for SPI have not yet been
thoroughly investigated and are the focus of the present study.

Following the method established in earlier studies15,16,21,22,27,34

we performed molecular dynamics simulations of gas phase pro-
teins surrounded by a 3 Å layer of water to investigate the effects of
water molecules on the protein orientation process, as compared to
a completely dehydrated protein. Our analysis focused on the
following key aspects:

(i) Stability of the dipole axis. The concept of dipole orientation
is based on the assumption that the dipole axis remains fixed
relative to the protein molecule, with only small fluctuations.
However, this assumption may not hold true due to the non-rigid
nature of gas phase molecules. Based on our MD simulations we
investigated the dipole axis stability during dipole orientation,
and how it is affected by the addition of a 3 Å water layer.

(ii) Dipole orientation. We used the deflection angle a (see
Fig. 1) as a measure of how well oriented the molecules were
along their dipoles in our simulations. We further examined
how rapid the orientation process was, and how this differ for
the two hydration conditions.

(iii) Structural stability. We investigated how much the
atomic structures of the proteins fluctuate during the dipole
orientation process.

(iv) Resolution of diffraction images. We calculated noise-
less diffraction images from structures taken from our MD
simulations to assess whether the resolution in the diffraction
patterns is in agreement with our results in (iii).

2 Method

We performed classical MD simulations of gas phase ubiquitin
exposed to a DC electric field using GROMACS 4.6.7.35,36 A

comparison of gas phase protein stability using various force
fields revealed minimal influence of the force field on overall
stability,34 and consequently, as in our previous
studies,4,15,16,21,22,27,34,37 the OPLS-AA force field38 was employed
in combination with the TIP4P water model.39 To emulate ideal
vacuum conditions, no periodic boundary conditions or pressure
coupling were applied, and non-bonded interactions were com-
puted without cut-offs. No bond constraints were applied to the
protein atoms, while constraints for the water molecules were
implemented using the SETTLE algorithm.40 The initial struc-
ture file of ubiquitin (pdbID:1UBQ)41 was taken from the RCSB
Protein Databank. The crystal structure of ubiquitin has a dipole
moment of 244 Debye. In solution the dipole is diminished to
230 Debye, and significantly decreases further when the mole-
cule is transferred to gas phase.

Molecular dynamics simulations of the dipole-field interac-
tions were performed at electric field amplitudes of E A [0, 0.05,
0.10, 0.15, 0.20, 0.4, 0.60, 0.80, 1.00, 1.50, 2.00, 2.50, 3.00] V
nm�1 following the protocol described in ref. 42. The electric
field was implemented in the ẑ-direction of the simulation box.

As dipole orientation in SPI has not yet been implemented
experimentally, we base our choice of range for the electric field
strengths on earlier theoretical studies.21,22

For statistical purposes a total of 10 simulations were
performed for each field amplitude. Two simulation sets were
carried out: in the first, gas phase ubiquitin was simulated
without water (referred to as ‘‘0 Å’’), and in the second, ubiquitin
was covered with water. In the latter case, water molecules were
added to generate a 3 Å layer over the protein surface (henceforth
referred to as ‘‘3 Å’’), corresponding to 253 water molecules. After
energy minimization, these water molecules redistribute, form-
ing clusters in the hydrophilic regions.22

For each MD simulation, we performed energy minimization
using steepest descent minimization followed by a 10 ps equili-
bration run with temperature coupling at 300 K with a time step
of 0.0005 ps. At this stage, no electric field was applied in the
simulations. The Berendsen thermostat was used for the tem-
perature coupling with a coupling time constant of 0.1 ps.43

Following the equilibration run, a 10 ns simulation with external
electric field was performed without temperature coupling,
mimicking the conditions of a sample being delivered to the
interaction region of a SPI experiment. For computational
reasons we used a neutral protein in our simulations. In an
ESI device the protein will carry a net charge. We assume that
our conclusions about the change of dipole magnitude, the
heterogeneity of the protein and the direction of the dipole axis
will not be significantly affected by our choice of charge state.
Simulation input files used are accessible in ref. 44.

We restricted ourselves to standard classical MD, excluding
inter-atomic bond breaking and polarization effects resulting
from molecule-electric field interactions. These assumptions
are justified by previous research, which shows that at our
selected field strength magnitudes, the force needed to break
covalent bonds is not reached, and the electronic polarization
occurs mainly locally, having minimal impact on the total
dipole moment of the system.27
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We investigated how the dynamics of the protein affect the
diffracted signal. Due to the limited access to SPI measure-
ments, we did this by analyzing in silicio data. We calculated
instantaneous, noiseless diffraction images using structures
with the two hydration levels. Diffraction calculations depend
on the X-ray wavelength and intensity, the geometric properties
of the detector and the atomic positions x(a)

j of the sample. Here
a denote the atomic species and j A [1,2. . .N], where N ¼

P
a

Na

is the total number of atoms in the sample. Depending on the
atomic species a, different atomic scattering factors f(l)

a (y) are
used in calculations – these values are tabulated and depend on
the incident X-ray wavelength l and the scattering angle y.

The diffraction calculations estimates the wave field C(q)
scattered by the sample, where q = kout � kin is the scattering
vector. The calculations were made as

CðqÞ ¼ r�1
X
a

f ðlÞa ðyÞ
XNa

j¼1
r0e
�iq�xðaÞ

j

" #
(1)

where r the distance between the sample and detector pixels
and r0 is the Thomson scattering length. This equation holds
under the first-order Born approximation and the far field
approximation. An illustration of the diffraction setup is shown
in Fig. 2.

Calculations were performed using Condor, a code intro-
duced by Hantke et al.45 as a tool for predicting X-ray far-field
scattering amplitudes of isolated particles.

We chose the parameters of the pulse and detector to match
what can be expected at an XFEL facility, specifically the
coherent X-ray imaging beamline (CXI) at LCLS.46 Our virtual
detector (side length 200 mm, 1516 � 1516 pixels) was placed
orthogonal to the pulse direction, 50 mm from the interaction
region. The pulse itself consisted of 1012 photons using a
circular cross section with 100 nm in diameter. Photon energy
was fixed at 8 keV, as this is the order of magnitude needed for
atomic resolution diffraction imaging.

10 snapshots where taken from each simulation, at even
time separations during the last 2 ns of the trajectory. Repeat-
ing this for each of the 10 replicas, we obtain n = 100 structures
for each of the varied field amplitudes E, each resulting in a
calculated diffraction pattern C(E)(q)i. From these we con-
structed an average diffraction image C(E)

0 (q)

CðEÞ0 ðqÞ ¼
1

n

Xn
i¼1

CðEÞðqÞi: (2)

We then calculated the Pearson correlation of each diffrac-
tion image C(E)(q)i with respect to the average C(E)

0 (q) on a ring-
by-ring basis, i.e. as a function of q = |q|. The Pearson correla-
tion is implemented as shown in eqn (3) (following the proce-
dure in Östlin et al. (2019).17)

FRC
ðEÞ
i ðqÞ¼

P
j

CðEÞi ðqÞ�C
ðEÞ
i ðqÞ

� �
CðEÞ0 ðqÞ�C

ðEÞ
0 ðqÞ

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j

CðEÞi ðqÞ�C
ðEÞ
i ðqÞ

� �2s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j

CðEÞ0 ðqÞ�C
ðEÞ
0 ðqÞ

� �2s

(3)

where the sum indicates a summation over all j belonging to a
circle in the diffraction pattern corresponding to a given value
of q (see Fig. 2).

By comparing the average Pearson correlation at increasing
q values, we can estimate the resolution possible for structure
determination. We used a threshold value for the Pearson
correlation at 0.5 as a limit for when structure determination
is possible, in accordance with van Ardenne et al.47

3 Results
3.1 Stability of dipole axis

We investigated the fluctuations of the dipole direction within
individual particles during the process of dipole orientation.
For simulations conducted under different field strengths, we
calculated the direction of the dipole axis in the molecular body
reference frame. This was done by fitting each frame to a
common reference structure, and observing the anisotropy of
the dipole axis direction. We define the angle f as the deviation
of the dipole axis from its mean orientation (Fig. 3). By analyzing
the distribution of f, we can assess the stability and consistency
of the dipole axis direction within the molecular structure.

Fig. 3 shows that the dipole is surprisingly unstable in the
absence of a field, with an angular spread that appears to be
independent of the presence of a water layer. However, the dipole
becomes stabilized by the field both with and without water, but
the effect is notably stronger when a water layer is present.

In the presence of an external electric field, polarization
effects cause a redistribution of the water molecules, which in turn
increases the total dipole of the system (see Fig. 4(b) and 5(a)).
The 0 Å dipole magnitude also increases with the electric field,
but to a smaller degree. When a protein molecule is transferred
to gas phase and is completely dehydrated, conformational
changes will occur with respect to its native structure.2,48,49

Since even a thin water layer on its surface largely emulates the
effect of complete hydration, such conformational changes are
expected to be less apparent for the 3 Å molecules.16 We
observed that a water layer allows the dipole magnitude of
the protein to remain closer to its native state (green curve in
Fig. 5(a)) compared to the dehydrated case (red curve in
Fig. 5(a)) where the dipole magnitude is diminished due to
conformational changes.

The observed increase might also come from polarization of
the protein itself, and indeed the 0 Å dipole magnitude alsoFig. 2 Illustration of the diffraction in single particle imaging.
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increases with the electric field, albeit to a lower degree than with
the 3 Å water layer, indicating that the total polarizability depends
not only on the water but on the response from the whole system.

3.2 Dipole orientation

The degree of dipole-orientation achieved in the simulations is
assessed by the observable hcos ai, a being the angle between

the dipole moment vector and the field direction (see Fig. 1).
This measure will be close to 1 for a highly oriented molecule.
The angle brackets represent a time-average during the last 5 ns
of the simulations, along with averaging over the 10 repeated
simulations.

Fig. 5(b) shows that for field strengths below 1 V nm�1, the
gas phase molecules covered in a 3 Å water layer tend to obtain
a slightly higher degree of orientation hcos ai compared to the
dehydrated molecules. At higher field strengths however, both
cases seem to reach almost perfect orientation along the
electric field (such that hcos ai E 1).

In Fig. 5(a) we see that the protein dipole of the 3 Å
molecules (green curve, calculated without taking water mole-
cules into account) is significantly larger than that of the naked
protein. The water layer emulates the effect of solvation, bring-
ing the conformation closer to solution state where the dipole
is significantly larger compared to gas phase.16 At lower fields,
the water molecules redistributes such that the total dipole is
reduced. This allows for the total dipole to be smaller than that
of the protein group. As the electric field strength is increased,
polarization effects (as visualized in Fig. 4(b)) forces the waters
to be displaced, causing the total dipole to grow larger than the
protein dipole.

The time scale required to achieve a high degree of orienta-
tion was compared for the two hydration levels. The average

Fig. 4 Ubiquitin at the two hydration levels and at different dipole
magnitudes. Total dipole moment of the system is displayed by the black
vector. (a) Dehydrated protein (0 Å). (b) Examples 3 Å proteins interacting
with electric fields. As the water molecules are displaced as a response to
the electric field, the total dipole (protein + water) magnitude increases.
From left to right: 0 V nm�1, 0.4 V nm�1, 1 V nm�1. Snapshots are taken
from the last nanosecond of the simulations.

Fig. 5 (a) Dipole magnitude at increasing electric field strength. For the 3 Å
case we display both the total dipole (blue) and the protein dipole (green).
The presence of water molecules partly emulates the effect of solvation,
which explains why the 3 Å protein dipole is larger than that of the 0 Å
protein dipole. Interactions between the field and the molecular structure
has polarizing effects, enhancing the dipole at increasing field strength. In
the 3 Å case, water molecules are displaced to further increase the total
dipole magnitude. (b) Degree of orientation hcos ai during the last 5 ns for
the two hydration levels. The 3 Å molecules tend to reach higher degree of
orientation at lower field strengths ccompared to the 0 Å case (c) mean
RMSD of the a� C positions of the backbone of the molecular structures. At
lower field strengths, a 3 Å water layer reduces the RMSD, indicating larger
structural stability compared to the 0 Å case. The dashed line at RMSD =
0.5 nm indicate the threshold for a protein to be considered unfolded.

Fig. 3 Upper panel: The dipole is not entirely fixed within the molecular
structure. For the two hydration levels, the central black line indicate the
mean direction of the dipole axis – after fitting to a common reference
structure. The red lines are a random selection of the dipole axis at different
time steps, to visualize the difference in the dipole axis fluctuations between
the two cases. We define the angle f as the deflection angle from the mean
dipole direction. In this example the external electric field was 1 V nm�1.
Lower panel: Distribution of f, the deflection angle of the molecular total
dipole axis with respect to the average. A 3 Å water layer, particularly at
larger field strengths, tend to decrease the mean deflection angle, as well as
the width of the distribution. This indicate a decreased anisotropy of the
dipole axis within the molecule, leading to enhanced dipole orientation.
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time evolution of cos a is shown in Fig. 6 (shown without
standard deviations and with a running average for visibility
reasons). A few examples of the simulated time-development of
cos a without averages are shown in the ESI.†

By observing cos y during the first ns of our simulations,
we note that, at intermediate field strengths between 0.2–
1 V nm�1, the 3 Å molecules orient faster than the 0 Å
molecules. At stronger fields the orientation is reached within
100 ps for both cases, and at lower field strengths, complete
orientation is not achieved.

3.3 Structural stability

The root mean square fluctuations (RMSF) of the a-carbons
measures how much the molecular structure fluctuates from
the initial state during the dipole orientation simulations. In
Fig. 7 we present this as distributions fitted to histograms of
the RMSF during our simulations.

We see a slight shift in the distribution of RMSF for the two
hydration levels, such that the 3 Å case is shifted towards
smaller RMSF compared to 0 Å at field strengths below
2 V nm�1. For larger field strengths, the 3 Å molecules display
larger structural fluctuations compared to the 0 Å case. This
is due to partial unfolding which is also reflected in the
RMSD data.

Gas phase molecules in an SPI experiment should ideally
remain structurally intact until reaching the interaction region.
The time-average change of the a-carbon positions (with
respect to the starting structure) were compared using root
mean square deviation (RMSD), which indicates if the proteins
remain unfolded. RMSD of 0.5 nm is used as threshold for a
protein to be considered unfolded.

Fig. 5(c) shows that a 3 Å water layer seems to decrease the
RMSD by B0.05 nm at field strengths below 2 V nm�1. At
stronger field strengths, the water layer causes RMSD to
increase above the threshold value of 0.5 nm. Both these
observations is in agreement with the RMSF shown in Fig. 7.

3.4 Resolution of diffraction images

A few examples of the calculated diffraction patterns are shown
in Fig. 9, and a selection of the Pearson correlations in Fig. 8.
Additional calculated resolution limits (for the cases not dis-
played in Fig. 8) is shown in the ESI.† For a given FRC curve, we

can estimate a corresponding resolution limit for structure
determination using the same methodology as described in
Mandl et al.15 An example of how the resolution was estimated
is also presented in the ESI.† At very high field strengths (above
2 V nm�1), the 3 Å Pearson correlation is diminished in
comparison to the 0 Å. At lower field strengths, the 3 Å
diffraction images have slightly lower estimated resolution
limits. This is indicated by the colored vertical lines in Fig. 8.

4 Discussion and conclusions

The time of flight of gas phase molecules in a typical SPI
experiment is several orders of magnitude larger than the time
scales possible to examine using MD simulations. Despite this,
we are still convinced that our simulations are relevant, since
they indicate the timescales of orientation which, for the fields
considered, are shorter than our simulations. New implemen-
tations of clever techniques such as the FMM (fast multipole
method) of calculating electrostatic forces could accelerate
simulations of molecular systems in the gas phase.50 This
would enable studies of considerably larger proteins on experi-
mentally relevant time scales, which would be a natural next
step following this investigation.

Fig. 6 Average time evolution of cos y during the first 1000 ps of
simulation. Left figure shows results for 0 Å and right for 3 Å. At sufficient
field strength, the 3 Å molecules reach an oriented state faster copared to
the 0 Å molecules.

Fig. 7 Fitted distribution of the a-carbon RMSF of the protein structures
for both the 3 Å and 0 Å cases. The presence of a water layer seem to
stabilize the protein, causing the RMSF to have a narrower distribution with
its peak at lower values as compared to the dehydrated case. This is true
for molecules in a electric field below 2 V nm�1. For fields stronger than
that, the water layer has the opposite effect, causing large RMSF compared
to the 0 Å molecules. Shown here is the 2.5 V nm�1 example, where the 3 Å
molecules tend to partially unfold, largly shifting the RMSF distribution
outside the shown range.
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We do not consider bond-breaking and electric polarization
in our simulations as such effect was shown to be negligible for
the field strengths used in the simulations. Neglecting ioniza-
tion is a reasonable assumption as long as the probability of
ionization is negligible on the time scales considered, and the
electronic polarization has a significantly lower impact of
the total dipole compared to the change in dipole induced by
the dynamic of the protein.21 However, electric polarization
could potentially be taken into account using a polarizable
force field. Currently, there are no such force fields that have
been widely used for simulations in the gas phase.

Another limitation in this study is that our diffraction
calculations are instantaneous and does not contain noise
due to ionization of the sample caused by an X-ray pulse.17

Radiation damage caused by ionization would manifest itself
slightly different for a sample with or without water. Proteins
with water are expected to explode slower,51 further highlight-
ing the benefits of using a water layer.

The electric fields described in this study are between 0.05
and 3 V nm�1. Experimentally it is complicated to achieve fields
at the higher end of this scale, but in the simulations we are
able to explore extreme fields, and we consider it relevant to do
so. Commercially available miniaturized ultra-FAIMS chips
used for ion mobility spectrometry of biomolecules can gen-
erate fields reaching 0.075 V nm�1,52,53 and even stronger fields
have been applied to non-protein molecules in the gas phase as
well as protein crystals.54–56

At large field amplitudes, we see apparent changes in the
molecular structure due to denaturation. This indicates a limit
for field amplitudes suitable for dipole orientation for SPI.
Using fields beyond this limit would not be interesting from
a structural point of view, but might have applications for
studying dynamics and the unfolding pathways of proteins.27

The main objective with this study is to explore if addition of
a water layer to proteins that are oriented with an electric field
improves the degree of orientation or the structural homoge-
neity. In a standard sample delivery using ESI, it would not be
realistic to expect that the number of water molecules attached
to the single particles to be constant in the sample delivery. The
thickness of the water layer would therefore be expected to be
variable. Previous research indicates that a thicker layer adds
noise to the calculated diffraction patterns, having negative
effects on orientation recovery.33 The thickness of the water
layer is also likely to have an effect on dipole orientation,
influencing the average deviation angle from perfect alignment
with the external electric field. As this mean deviation angle is a
parameter in the enhanced EMC algorithm, water layer thick-
ness will influence the effectiveness of enhanced EMC.20

This type of inhomogeneity in water layer thickness can
potentially be addressed by incorporating mass spectrometry in
the sample delivery, whereby particles can be selected for
downstream X-ray exposure based on their mass-to-charge
ratio, which will differ depending on the number of waters
carried by the proteins. A project that experimentally focuses on
this aspect is the MS SPIDOC project,57 within which ESI and
mass spectrometry are combined for controlled particle injec-
tion for SPI experiments.1,13

In the experimental implementation of dipole orientation
of gas phase biomolecules, our study could provide some
useful information. Our results imply that an electric field of
0.5 V nm�1 is sufficient for achieving a high degree of orienta-
tion while not damaging the structure of the single particles.
We also show that the existence of water molecules around the
delivered single particle is beneficial to the dipole orientation
process, both in terms of faster orientation and a more stable
molecular structure. A summary of our findings are described
more in detail below:

(i) We observed relatively large fluctuations of the dipole
axis direction within the molecules. This is highly relevant
for developing dipole orientation of single particles, as the

Fig. 8 Pearson correlation as a function of q calculated using eqn (3).
Results for both hydration levels are shown for some selected values of the
electric field strength E. The uncertainties are indicated by the spread of
the Pearson correlation after calculations on every pattern in the set. The
correlation tend to decrease for larger q – and this effect is enhanced at
larger field strengths. The corresponding resolution limit for structure
determination are shown for both hydration levels by the vertical lines,
and the standard deviation of said resolution limit are indicated by the
horizontal lines.
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orientation occurs along the dipole direction. If the dipole
direction is not fixed with respect to the structure, this means
additional uncertainty that is not captured by considering
orientation of the dipole itself. The addition of a water layer
tends to stabilize the total dipole direction with respect to the
molecule. This effect becomes more pronounced with increas-
ing field strength, suggesting that a water layer may enhance
the dipole orientation by dampening the fluctuations of the
dipole. Fluctuations of the dipole axis are caused by vibrations
within the molecule. A water layer can absorb such vibrational
energy and thus have a dampening factor which fixates the
dipole axis within the structure. In addition, the vibrational
energy absorbed by water dissipates from the system via
evaporation of water molecules, having a cooling effect.34,58

This likely contributes to the increased stability of the dipole
axis that was observed in the 3 Å case.

We also observed that the dipole magnitudes of the 3 Å
proteins were consistently larger compared to the 0 Å case. The
water layer brings the system closer to solution state, prevent-
ing the dipole magnitude to decrease as a response of transfer-
ring to gas phase.16 The water molecules form clusters at
hydrophilic regions, causing the total dipole magnitude (blue
curve in Fig. 5(a)) to be smaller than that of the protein (green
curve in Fig. 5(a)). At larger field strengths the water molecules
are however displaced to form clusters that align with the field
direction, which is visualized in Fig. 4(b). This removes the
stabilizing effects of the water and exposes hydrophobic
regions. In addition, the water molecules can facilitate breaking
of salt bridges by solvating the charged residues after separa-
tion, thereby enabling complete unfolding. This is likely the
reason why the 3 Å molecules attain higher RMSDs at large field
strengths.

(ii) A 3 Å water layer tends to lead to a higher degree of
orientation compared to the waterless proteins. This is most
apparent at field strengths below 0.6 V nm�1, and the two cases

seem to orient equally well at larger field strengths. We
observed a faster orientation time for the 3 Å case at lower
field strengths. This, combined with the results in (i), demon-
strates the advantage of a water layer for dipole orientation of
single particles. Faster orientation means that fewer oscilla-
tions occur about the field direction, and since every oscillation
may contribute to structural change, a rapid orientation would
be beneficial for imaging purposes.

(iii) The RMSD from the initial structure for the 3 Å case is
consistently lower than the 0 Å case during our simulations,
except at field strengths above 2 V nm�1 where the 3 Å
molecules are clearly more affected by the electric field than
the 0 Å molecules. In fact, at large field strengths the 3 Å
molecules unfold to a higher degree than the 0 Å molecules.
Previous studies have suggested B0.5 V nm�1 as a suitable field
strength for dipole orientation of ubiquitin.21 At such field
strengths, our results show that a water layer tends to prevent
structural changes in the molecule, helping to maintain more
native-like structures for delivery to the interaction region.
Similar conclusions may be drawn by the analysis of the RMSF
distribution, where we saw a clear difference between the two
hydration cases. At field strengths o2 V nm�1, water-covered
molecules showed smaller C � a fluctuations and a more
narrow distribution compared to the naked molecules.

(iv) Simulations of diffraction patterns from the 3 Å and 0 Å
molecules show that the structure determination resolution is
slightly increased by adding a water layer. This is true at lower
field strengths (below 2 V nm�1), whereas the opposite (namely,
lower resolution of the 3 Å case in comparison to the 0 Å case) is
true at larger field strengths. This should be due to the
unfolding discussed in (iii), which reduces the structural het-
erogeneity. At more modest field strengths, the resolution of
the simulated diffraction images are slightly enhanced by a
water layer, indicating the benefits of using water-covered
sample molecules in SPI.

Fig. 9 Calculated mean diffraction patterns of ubiquitin structures taken from the MD trajectory. Each image is the average of 100 patterns. Each
structure snapshot was fitted to a reference structure through translation and rotation to ensure them to have same orientation with respect to the
incident X-ray pulse. Detector size was 1516 � 1516 pixels and the sample-detector distance was 50 mm. Speckle resolution is similar for both hydration
levels, except at large field strengths where speckle contrast decreases. The white circle indicate the diffraction radius at which the Pearson correlation
(see eqn (3)) passes the threshold value 0.5 – our threshold for the best possible resolution in structure determination.
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