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A framework for designing main-group
single-molecule magnets†

Akseli Mansikkamäki * and Anand Chekkottu Parambil

Single-molecule magnets (SMMs) are molecular entities with strongly anisotropic magnetic moment. As

a result, SMMs display slow relaxation of magnetization at the macroscopic scale. Up to date all

experimentally characterized SMMs are based on either d- or f-block metals with lanthanides proving to

be the most successful. In the present work, a framework for constructing SMMs consisting purely of

main-group elements will be outlined by computational and theoretical means. The proposed main-

group SMMs utilize the strong spin–orbit coupling of a single heavy p-block atom or ion that can lead

to strong magnetic anisotropy and pronounced SMM properties. A theoretical crystal-field model is

developed to describe the magnetic properties of p-block SMMs with a minimal set of parameters

related to the chemical structure of the SMMs. The model is used to establish which p-block elements

and oxidation states can lead to SMM behavior. A large number of model structures are studied to

establish general features of optimal chemical structures. These include one- and two-coordinate

structures involving ligands with different coordination modes and all group 13 to 17 elements in periods

4 to 6. The results show that the most viable structures are based on mono-coordinated complexes of

bismuth in oxidation state 0 with s-donor ligands. Structures with bulkier ligands that sterically protect

the bismuth atoms are then proposed as a starting point for the practical realization of main-group

SMMs. The calculations show that minimizing the anagostic interactions with the bismuth atom is

essential in the ligand design, which along with the low oxidation state of bismuth introduces significant

synthetic challenges. The results do, however, show that main-group SMMs are plausible from a

practical point of view within a limited set of heavier p-block elements in specific oxidation states.

Furthermore, the proposed SMMs display much larger energy barriers for the relaxation of magnetization

than even the best lanthanide-based SMMs do. This indicates that it is possible that main-group SMMs

can supersede even the best currently known SMMs based on d- or f-block elements.

1 Introduction

Single-molecule magnets (SMMs) are paramagnetic molecular
entities, such as coordination complexes or endohedral metal-
lofullerenes, that display slow relaxation of magnetization.1–3

Slow relaxation is due to the bistable magnetic ground state
with strong magnetic anisotropy at the molecular level. If an
SMM is magnetized along a specific magnetic axis by an
external field, it will remain in that direction for some time
after the field is switched off. Therefore, the bulk crystal will
remain magnetized until the magnetic states of the molecules
relax to thermal equilibrium. Most mechanisms instigating the
relaxation process are thermally activated,2,4 and at sufficiently

low temperature, referred to as the blocking temperature, the
relaxation of magnetization is blocked within a given timescale.
There is no universally agreed definition for the blocking
temperature and its value depends on both the definition and
the measurement conditions. During this period of relaxation
the molecules retain information of the direction of the exter-
nal field applied to it earlier and the magnetic state can be
further modified by external perturbations. This means that
SMMs can be used in quantum information processing. Gro-
ver’s quantum algorithm has been implemented into an SMM
in a proof-of-concept study,5 and SMMs show potential in
diverse applications in the fields of quantum computing and
molecular spintronics.6–12

Although the first SMMs1,2,13 were 3d transition metal
systems, ever since the discovery of slow relaxation of magne-
tization in a terbium complex in 2003,14,15 much of the focus in
this field has switched towards lanthanide complexes.3,16–20 All
of the major advances in the blocking temperatures of SMMs
over the past 15 years have been achieved with lanthanide
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systems, although there have been important advances also in
the study of 3d and 5f systems.21–24 Major advances in the case
of lanthanide SMMs have been achieved by (i) modification of
the crystal field (CF) around the lanthanide ion to produce a
strongly axial CF with minimal equatorial contributions;25–27

(ii) coupling two or more lanthanide ions into each other by
using radical bridges;28–31 and (iii) by mixed valence lanthanide
compounds with covalent delocalized one-electron lanthanide–
lanthanide bonds or quasi bonds.32–35 Strategies (i) and (iii)
have led to observation of magnetic hysteresis above the boiling
point of liquid nitrogen.25,33 The advances in strategy (i) are
largely related to the detailed theoretical understanding of the
interplay of the chemical structure, magnetic anisotropy and
slow relaxation of magnetization.18,36–40 This is due to the
availability of high-accuracy quantum chemical ab initio
methods41–43 and the development of useful theoretical
models.36,44–46 In addition to understanding the effect of the
static CF, much effort has been put in recent years to the
understanding of the dynamic aspects of the magnetic proper-
ties through ab initio methods.47–55 Strategy (i) has also been
used to synthesize improved 3d metal-based SMMs.56 A theo-
retical understanding of the design principles in strategy (ii)
has been developed,40,57–60 although they are not as well
established as in the case of strategy (i). In the case of strategy
(iii), some theoretical work has been published, but general
design principles are still lacking.32–34,61,62

Currently design strategies (i) and (ii) are becoming rather
mature, while design strategy (iii) is just emerging and its full
potential has not yet been tested. Experience gained in all three
strategies has shown that advancement in the study of SMMs
requires an intimate understanding of the electronic structure
of the type of system being studied to optimize their properties,
as well as leaps into completely new types of systems and
chemistries. Both aspects are important, perhaps even impera-
tive, to take further strides forward in the field and to avoid
stagnation which is always a risk that follows maturation.
Therefore, it is important to actively consider completely new
research directions that take the research outside the types of
chemical structures actively studied and developed in design
strategies (i)–(iii).

One possible new research direction – strategy (iv) – is to
step out from the d and f blocks of the periodic table completely
and to study the possibility of utilizing heavier main-group
elements in the construction of SMMs. The completely differ-
ent chemistry of these elements, compared to lanthanides, and
their strong spin–orbit coupling (SOC)63 are bound to lead to
new kinds of properties if SMMs can be constructed from these
elements. Furthermore, the advances made in the field of main-
group chemistry over the past decade have made it possible to
access an increasing number of p-block elements with low
oxidation states and with low coordination numbers.63–71 In a
recent theoretical study we showed that the phenylbismuth
anion could be utilized as the core moiety in an SMM consist-
ing of purely main-group elements.72 Furthermore, it was
shown that the effective barrier for the reversal of magnetiza-
tion could be almost four times as high as the highest barrier

characterized in dysprosium-based SMMs. However, so far no
SMM consisting purely of main-group elements has been
experimentally characterized, and main-group elements have
played only an auxiliary role in the study of SMMs.73 Heavier
main-group elements have been utilized as part of both dia-
magnetic and paramagnetic ligands,74–78 but the principal
origin of the magnetic anisotropy, that is necessary for the
observation of slow relaxation of magnetization, has always
been a d- or f-block element.

The purpose of the present work is to establish design
strategy (iv); namely, a rigid foundation for the use of main-
group elements as the main source of magnetic anisotropy in
the construction of SMMs. The aim is to establish the design
criteria both from a microscopic electronic structure point of
view at the orbital level and from a point of view of the relevant
chemical structures. The present work focuses on situations
where the magnetic anisotropy originates from a single heavy
p-block element atom or ion in a molecular structure. The
framework is possible to extend in a rather straightforward way
to situations where there is more than one such element in a
molecular structure as long as the interaction between the
heavy elements is weak; the extension follows the same logic
as extending the theory of a monometallic lanthanide complex
to a polymetallic lanthanide complex. Situations where there is
a strong interaction between the heavy elements, such as a
covalent bond, will be considered in future work.

This paper is organized as follows: in a short section
following this Introduction, the terminology used in the paper
is summarized. In Section 3 the design principles of main-
group SMMs are discussed at a general qualitative level. In
Section 4 a microscopic CF model is developed from first
principles to understand which types of electronic configura-
tions lead to slow relaxation of magnetization in main group
systems, and how the different CF effects affect the magnetic
properties. In Section 5 model chemical structures of main-
group SMMs are studied by high-level quantum chemical
methods. The results of the calculations along with the con-
clusions that can be made based on the model developed in
Section 4 are used to establish the most viable route towards
main-group SMMs. In Section 6 the results of Section 5 are then
considered from a practical point of view by studying more
realistic structures with appropriate steric protection, and
several open challenges related to the practical synthetic reali-
zation of main-group SMMs are discussed. Finally, in Section 7
the main conclusions are summarized.

2 Note on terminology

We will use the terms ‘main-group element’, ‘main-group atom’
or simply ‘metal’ to refer to the central atom or ion in a
compound that will contribute the unpaired electrons to the
system. The rest of the molecule will be referred to as ligands.
The metal–ligand bond in the structures considered in the
present work is best described as a coordination bond with the
main-group element acting as a Lewis acid and the ligands
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acting as Lewis-basic electron donors. Thus, we will use the
terminology of coordination chemistry and discuss all bonds
between the ligands and the main-group element as coordina-
tion bonds with the ligands acting as electron donors, although
in the case of some of the more electronegative main-group
elements considered, this description is not ideal. Of all the
elements considered in this work, bromine and iodine are more
electronegative than the ligand donor atoms (carbon and
nitrogen),79 and in this case the assignment of oxidation states
by assuming that the electron pair of the metal–ligand bond
belongs to the ligand is not logical considering the usual rules
for assigning oxidation states, but such an assignment will be
used to keep the discussion between all the elements consis-
tent. It should be emphasized that we will not consider the
formation or dissociation of bonds between the main-group
element and the ligands. Thus, the origin or fate of the bonding
electrons, i.e., whether they originated from a metal, ligand or
both, or where they end up upon dissociation is irrelevant in
practice.

3 General design principles
3.1 Electronic structure of single-molecule magnets

The ground-state of an SMM consists of two magnetic states
corresponding to different orientations of the magnetic
moment. A further requirement is that direct electronic transi-
tions between these states are improbable enough leading to
the observations of the slow magnetization dynamics at the
macroscopic level. In the case of Kramers systems (i.e., systems
with odd number of electrons), the ground state is exactly two-
fold degenerate due to Kramers’ theorem80,81 and constitutes a
Kramers doublet (KD). In the case of non-Kramers systems (i.e.,
systems with even number of electrons), the ground doublet
can be a quasi doublet which is almost degenerate or an Ising
doublet which is exactly degenerate due to some point-group
symmetry of the molecule.39,82 There are two mechanisms for
the reorientation of the molecular magnetic moment: spin–
phonon coupling and quantum tunneling of magnetization
(QTM, Fig. 1). The former originates from the interaction of
the magnetic state of the molecule with the vibrations of the
crystal lattice, i.e., the phonons, and the latter originates from
the mixing of the two states in the ground doublet under the CF
(only in non-Kramers systems) or due to magnetic fields
originating from nuclear spin or neighboring molecules (in
both Kramers and non-Kramers systems).2,4,83 Spin–phonon
relaxation is dominant in high temperature and QTM in low
temperature.

Spin–phonon relaxation can take place either by direct
transitions between the two components of a doublet or
through an intermediate state belonging to an excited doublet.
Direct transitions are forbidden in a situation where the ground
doublet is exactly degenerate.83 Thus, no spin–phonon transi-
tions take place between the two states of a KD unless there is a
strong external magnetic field that splits the doublet.84 This
means that one-phonon spin–phonon relaxation in a Kramers

system requires transitions by at least one excited state. This is
known as the Orbach process (Fig. 1). Its rate is proportional to
an exponential factor exp(�Ueff/kBT) similar to the Arrhenius
equation of reaction rates.85 The exponential factor depends on
the effective barrier height Ueff, temperature T and Boltzmann
constant kB. The barrier height Ueff is the energy difference
between the ground state and the highest electronic state
involved in the process; thus, it is directly related to the static
electronic structure of the system. In the first- and second-order
Raman processes the electronic system interacts with a super-
position of phonons. The rate is independent of the energy
difference and can take place between the two components of a
KD. The Raman process has a power-law dependence of the
temperature with various possible exponents.86

If we assume that the Orbach process is the dominant spin–
phonon relaxation mechanism, SMMs can be improved by (i)
increasing the effective barrier height Ueff and (ii) blocking the
QTM in the ground KD. Blocking of the QTM is related to the
axiality46,87 of the KD which is directly related to the magnetic
anisotropy of the system. The magnetic axiality of a KD is
usually described in terms of a pseudospin Zeeman Hamilto-
nian:41,83,88–91

H̃ = mBB�g�S̃, (1)

where mB is the Bohr magneton, B is the external magnetic field,
g is the pseudospin g tensor and S̃ is the pseudospin operator
that acts on the two-dimensional space spanned by the com-
ponents of the KD. By a proper choice of coordinate axes, the
pseudospin g tensor can always be brought to a diagonal form
with three principal components gX, gY and gZ corresponding to
a set of principal magnetic axes.92 In the case of isotropic
systems the principal components are all equal gX = gY = gZ,
whereas in axial anisotropy gZ 4 gX,gY, and in non-axial
anisotropy gZ o gX,gY. The Z axis is chosen as the principal
magnetic axis by convention, whereas the X and Y components

Fig. 1 A schematic representation of the different mechanisms that
mediate transitions between different electronic states of an SMM. The
transitions instigate relaxation of the magnetization by reorientation of the
molecular magnetic moment from a negative direction to a positive
direction along the main magnetic axis.
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are referred to as the transverse components. In an ideally axial
system gX = gY = 0 and gZ a 0. In such a situation only the
component of the magnetic field along the principal magnetic
axis, i.e., the Z axis, contributes to the Zeeman splitting creating
a very strong axial magnetic anisotropy. Relaxation by QTM is
proportional to the transverse components gX and gY, and in an
ideally axial KD, QTM is suppressed.2,39,87

In the present work, we will mostly focus on two aspects in
the design of SMMs: the axiality of the ground doublet and the
magnitude of the effective barrier height Ueff. Both of these are
static properties of the system and they can be studied without
considering the dynamic interactions of the systems with the
phonons. Axial ground doublet and high Ueff are necessary
preconditions for SMMs with a high blocking temperature, but
ultimately the blocking temperature is determined by the
dynamic properties. The efficiency of the Raman process can-
not be associated with any single feature of the static electronic
structure. Furthermore, it is possible that the temperature-
dependence of the relaxation rate does not follow the well-
established laws.47,54,55,93 Significant advances in understand-
ing more complex features of the relaxation process have been
made over the past years,48–52,94 but a detailed study of the
dynamic aspects related to main-group SMMs is well beyond
the scope of the present work but will be considered in the
future.

3.2 Geometries of main-group single-molecule magnets

The valence p orbitals of main-group elements have large
spatial extents and they actively take part in the formation of
covalent chemical bonds. In terms of CF theory, this corre-
sponds to the strong-field case,83,95,96 where the splitting of
one-particle functions, i.e., atomic orbitals, under the effect of
the CF are considered first, and the electronic configurations
are then constructed within this split orbital set following the
aufbau principle. Electron–electron repulsion and SOC are
introduced in subsequent steps to yield the electronic states.
In the case of main-group elements only the valence p shells
contribute to the total orbital momentum at first order, since s
shells have zero orbital momentum. Therefore, we focus expli-
citly on the valence p orbitals, labeled as np where n is the
principal quantum number. The role of s orbitals in the bond
formation of heavier main group elements is in any case greatly
reduced by the inert-pair effect and can be neglected to a first
approximation.97–99

Magnetic anisotropy originates from anisotropic orbital
angular momentum that is coupled by SOC to the spin to yield
an anisotropic magnetic moment. Typically SOC in the context
of main-group elements is considered as a second-order per-
turbation due to the lack of orbital degeneracies as is the case
in the famous El-Sayed rules in optical spectroscopy.100,101

However, a necessary precondition for strong magnetic aniso-
tropy is a partially unquenched orbital momentum and
unpaired electrons which lead to a nonzero spin. Ideal axial
orbital momentum requires that the X and Y components of the
orbital momentum are quenched whereas the Z component is
nonzero. Due to the Kramers’ theorem nonzero one-electron

orbital momentum is only possible if at least two of the np
orbitals are degenerate.83 If all three np orbitals were degen-
erate, they would form an irreducible spherical set, and the
orbital angular momentum would be isotropic. Thus, two of the
orbitals must be degenerate while one of them lies sufficiently
lower or higher in energy. It is trivial to show by calculations
that in order to have a non-zero angular momentum along the Z
axis, the two degenerate orbitals must be the npx and npy

orbitals. In practice, near degeneracy of the npx and npy orbitals
is sufficient.

A situation where the npx and npy orbitals are degenerate
and the npz orbital is energetically removed from these orbitals
will arise when (i) the npx and npy orbitals are strictly non-
bonding and their energy is not biased by any electrostatic
interaction; or (ii) the npx and npy orbitals form a basis for a
two-dimensional degenerate irreducible representation of the
molecular point group; or both (i) and (ii). Conditions (i) and
(ii) are simultaneously fulfilled in a one- or two-coordinate
system with linear geometry and strictly s-donating ligands.
The respective qualitative molecular orbital diagrams are
shown in Fig. 2a and b. In realistic systems an ideal CNv or
DNh-symmetric geometry is not possible, as a strictly linear
system would be unstable. The axial CNv and DNh point groups
are also incompatible with any crystal symmetry and cannot be
realized in the solid state. The lower symmetry beyond the first
coordination sphere will lead to some splitting between the
p-symmetric npx and npy orbitals, but if p-type bonding is
minimal the splitting should be weak, and condition (i) is
approximately fulfilled.

Condition (ii) but not (i) is realized in systems where the npx

and npy orbitals take part in bonding but which have a
sufficiently high symmetry so that the npx and npy orbitals
form a basis for degenerate irreducible representations of the
point group. These groups include all point groups with a
threefold or higher proper or improper rotational axis: Cx,
Cxv, Cxh, Dx, Dxh, Dxd and Sx with x Z 3, as well as the group
D2d. In the cubic and icosahedral groups T, Th, Td, O, Oh, I and
Ih all three np orbitals are equivalent which means that
there would be no splitting between the npx, npy and npz

orbitals and they are unsuitable for main-group SMMs. A
qualitative molecular orbital diagram for the bonding in a
trigonal-planar D3h symmetric system is shown in Fig. 2c. More
complicated bonding situations will lead to a similar
molecular-orbital diagram, but introduction of axial ligands
(for example, trigonal-bipyramidal geometry with D3h symme-
try) might change the energetic ordering of the npx, npy and npz

orbital sets.
The situation where both conditions (i) and (ii) are realized

is more ideal because the involvement of the npx and npy

orbitals in bonding leads to the reduction of the strength of
the SOC due to the relativistic nephelauxetic effect.102,103 This
will weaken the anisotropy. However, a much more severe
problem that arises when (ii) is realized and (i) is not, is the
distortion of the structure towards lower symmetry that will
break orbital degeneracy due to the Jahn–Teller effect104,105 as
shown in Fig. 3. In principle, the strong SOC of the heavier
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p-block elements can quench the Jahn–Teller effect and stabi-
lize a symmetric geometry with orbital degeneracy. This has
been shown to be the case in some d-block complexes.106,107

However, due to the large spatial extent of the np orbitals, they

tend to have large overlaps between the ligand orbitals and are
especially prone to Jahn–Teller distortions. For example, these
distortions are one of the main reasons for the lone-pair effect
that makes multiple bonding between heavier main-group
elements increasingly unlikely.108,109 The distortions are mini-
mized if the overlap between the npx and npy orbitals and the
ligand orbitals is minimized – condition (i) – or in the case
when the main group element is mono-coordinated and there
is no local distortion that could lift the degeneracies such as
shown in Fig. 2a. Based on these arguments, the conditions for
the ideal geometries can be revised as follows: condition (i) is
retained and condition (ii) is important but only when it is
subject to condition (i).

These conditions limit the geometries essentially to one-
and two-coordinate linear systems with purely s-donating
ligands and no p-type metal–ligand interaction. In principle,
the conditions also allow higher coordination numbers as long
as the two npx and npy orbitals are degenerate by symmetry and
do not participate in the metal–ligand bonding. However, due
to the large spatial extent of the np orbitals and their strong
tendency to form covalent bonds, it is very unlikely that if
ligands were introduced into equatorial coordination positions
that the npx and npy orbitals would not display any covalency
with the ligands. Thus, the one- and two-coordinate geometries
where only the npz orbital forms covalent bonds are a much
more promising approach.

3.3 Electronic configuration of main-group single-molecule
magnets

The npz orbital forms a one bonding combination with a ligand
donor orbital and one anti-bonding combination. The bonding
combination is occupied by two ligand electrons. The non-
bonding degenerate npx and npy orbitals lie between the

Fig. 2 Qualitative molecular orbital diagrams describing the bonding
between the np orbitals of a heavy main group element and ligand orbitals
in case of (a) a single purely s-donating ligand (CNv symmetry); (b) two
purely s-donating ligands in a linear geometry (DNh symmetry); (c) three
pure s-donating ligands in a trigonal-planar geometry (D3h symmetry). The
electrons in the diagrams are drawn to correspond to a group 15 element
with three valence np electrons.

Fig. 3 Qualitative molecular orbital diagrams describing the splitting of
orbitals under a C2v distortion of (a) a two-coordinate DNh-symmetric
structure described in Fig. 2b; and (b) a three-coordinate D3h-symmetric
structure described in Fig. 2c.
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bonding and anti-bonding npz orbital combinations. Thus, the
electrons from the np shell start first occupying the npx and npy

orbitals and then the anti-bonding npz orbital as shown in
Fig. 4. This is also consistent with an electrostatic CF picture
where the npz orbital is increased in energy due to the electro-
static repulsion between the orbital and the ligand donor
electron pairs. Since the interaction of the npz orbital with
the ligand is covalent, the splitting between the npx, npy set and
the anti-bonding npz is large, and the orbitals are filled follow-
ing the aufbau principle. This is equivalent to the strong CF
limit where high-spin configurations are not possible, and for
each number of np electrons, there is only one possible electron
configuration.

While the electrons occupying the npx, npy set have axial
anisotropic one-electron orbital angular momentum, the angu-
lar momenta need to be coupled in the many-electron state in
such a way that also the many-electron state has anisotropic
orbital angular momentum. In an ideal axial geometry, before
the inclusion of SOC, the electronic states are eigenstates of the
total spin operators Ŝ2 and Ŝz as well as the total orbital angular
momentum projection L̂z. The states arising from a given
aufbau configuration can then be characterized by the total
spin multiplicity 2S + 1 and the angular momentum projection
ML in terms 2S+1ML such as in the case of the electronic states of
diatomic molecules.110 The electronic states arising from a
given configuration are shown in Fig. 4. Orbital momentum
is quenched in the S states and configurations that only give
rise to S terms cannot lead to SMM behavior. The spin doublet
terms arising from the np1 and np3 configurations have a
nonzero orbital momentum. The configuration np2 gives rise
to three terms: a spin triplet with no orbital momentum 3S, a
spin singlet with no orbital momentum 1S and a spin-singlet
with nonzero orbital momentum 1D. Based on Hund’s rules the
ground term is the spin triplet 3S. However, this term can mix
with the excited 1D term under SOC. This means that the 3S
term can split under SOC in second order to yield anisotropic
states albeit the anisotropy should be weaker than in the case
of the np1 and np3 states where it arises at the zeroth order. If
the CF splitting was weak, high-spin configurations with
unquenched orbital momentum would also be possible in the
case of the np4 configuration. However, in all systems consid-
ered in the present work, the CF splitting is too strong to
stabilize a high-spin configuration.

Based on these considerations, the possible main-group
SMMs can be limited to one- or two-coordinate linear, or close

to linear systems where the npx and npy orbitals retain their
atomic character and do not take part in bonding in a sig-
nificant manner. Furthermore, the number of valence np
electrons should be either one, two or three.

4 Theoretical model
4.1 General model features

The purpose of the theoretical model is to explain the aniso-
tropic magnetic properties of a main-group SMM with minimal
complexity and a minimal number of parameters. Furthermore,
the parameters should have a chemical interpretation. Only the
main results are given here and a full derivation of the results is
given in the ESI.† The results are derived explicitly in the np1,
np2 and np3 cases which are relevant for the design of main-
group SMMs as discussed in Section 3.

The starting point of the model is the two degenerate or
near-degenerate p orbitals chosen as the real npx and npy

orbitals. The npz orbital takes part in the formation of a
coordination bond, and is energetically sufficiently well
removed from the npx and npy orbitals, that it does not need
to be considered in the model. In the strong-field case of p-
block elements, this can be assumed. The model is constructed
in accordance with CF theory that only considers pure atomic-
like npx and npy orbitals. It is assumed that the role of these
orbitals in metal–ligand covalency is minimal. The covalency
and electrostatic interaction with the ligand is implicitly taken
into account by a one-electron CF potential operator V̂CF. The
one-electron nature of the operator introduces another approxi-
mation. The effect of the CF is reduced into two parameters: the
diagonal CF parameter D which describes the splitting between
the npx and npy orbitals and the off-diagonal CF parameter Z
which describes the mixing between npx and npy in the lower
symmetry of the molecule.

To simplify the mathematical treatment, the CF Hamilto-
nian Ĥ is constructed on the basis of the complex p orbitals
np�1 and np+1:

np�1j i ¼ � 1ffiffiffi
2
p npxj i � i npy

�� �� �
: (2)

The CF Hamiltonian is written in a second-quantized
form as

Ĥ ¼
X
ml ;m

0
l

X
ms ;m0s

n; l;ml ; s;ms ĥþ V̂CFþ x̂ŝ � l̂
��� ���n; lm0l ; sm0sD E

âymlms
âm0

l
m0s

þ
X
ml ;m

0
l

m00
l
;m000

l

X
ms ;m

0
s

n; lml ;n; lm
0
l n; lm

00
l ;n; lm000l

��� �

� âyml ;ms
â
y
m00
l
;m0s

âm000
l
;m0s âm0l ;ms

;
(3)

where âyml ;ms
and âml,ms

are electron creation and annihilation

operators, respectively, ĥ is the spherically symmetric part of
the one-electron operator, which includes the kinetic energy
operator, correction terms for scalar relativistic effects and the
electron–nucleus attraction between the central main-group

Fig. 4 The aufbau electronic configurations (second row) that arise from
a given free atom or ion valence np configuration (top row) and the
possible terms that arise from the aufbau configuration under ideal axial
symmetry (bottom row).
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atom or ion, x̂ is the radial part of the one-electron SOC operator,
and l̂ and ŝ are the one-particle orbital and spin angular momen-

tum operators, respectively. n; lml ;n; lm
0
l

��n; lm00l ;n; lm000l� �
are elec-

tron–electron repulsion integrals given in the chemist’s
notation.111 The one-particle basis states are labeled by the
principal quantum number n, the orbital and spin angular
momentum quantum numbers l and s, respectively, and the
projections of the orbital and spin angular momentum on the
quantization axes ml and ms, respectively. In all cases considered
s = 1/2 and l = 1, and the labels l and s are dropped on the creation
and annihilation operators. As is common in CF treatments, the
two-particle SOC and spin–spin coupling terms are neglected.

Within the chosen basis of the npx and npy orbitals the
structure of the Hamiltonian (3) simplifies considerably.
Furthermore, since we are only interested in the energy differ-
ences between different states that arise from a given npN

configuration, we can remove all terms that contribute equally
to the different states by translation of the energy origin. The
simplified form of the Hamiltonian reads

Ĥ ¼
X
ms

gây�1;ms
âþ1;ms þ g�âyþ1;ms

â�1;ms

� �
þ z

X
ml

X
ms

mlmsn̂ml ;ms

� K

2

X
ml

X
ms;m

0
s

âyml ;ms
â
y
�ml ;m

0
s
â�ml ;ms âml ;m

0
s
; (4)

where n̂ml ;ms ¼ âyml ;ms
âml ;ms is a number operator. The para-

meters of the Hamiltonian are the complex CF parameter g
that is related to the CF parameters of the real orbitals as

g ¼ �1
2
D� iZ; (5)

the real one-electron SOC integral z, that is usually a positive
number,112 and the real positive two-electron exchange integral

K ¼ n; lml ; n; lm
0
l

��n; lm0l ; n; lml

� �
where l = 1 and ml ¼ �m0l . If the

exchange integral K is transformed to a real-orbital basis, it will
constitute a contribution from both a Coulomb integral and an
exchange integral but in a complex spherical basis these are
reduced to a single parameter.

4.2 Symmetry considerations

A total of four different real parameters are needed to define the
model. In the case of high molecular point-group symmetry, the
number of CF parameters can be reduced to zero, so that only K
and z are needed. The real CF parameters D and Z, and
consequently the complex parameter g, vanish in point-group
symmetries where the npx and npy orbitals are equivalent; i.e.,
they form a basis for a two-dimensional irreducible representa-
tion of the group. These groups include all molecular point
groups with a threefold or higher proper or improper rotational
axis: Cx, Cxv, Cxh, Dx, Dxh, Dxd and Sx with x Z 3, as well as the
group D2d. These groups will lead to an ideal axial CF.46,87 In
the cubic and icosahedral groups T, Th, Td, O, Oh, I and Ih all
three np orbitals are equivalent leading to spherical symmetry
of the orbital momentum. Thus, these groups have too high a
symmetry for observing SMM behavior. In groups where the npx

and npy orbitals transform according to different irreducible
representations of the point group, the parameter Z vanishes
but D can have a non-zero value. These groups include Cs, C2v,
D2 and D2h. In the case when Z = 0 but D a 0, the complex CF
parameter g becomes real.

It is worth noting that the requirements for the disappear-
ance of the CF splitting and mixing of the orbitals in the case
of p-block SMMs are lower than in the case of d- or f-block
SMMs. In the case of d-orbitals a fivefold proper or improper
axis is required and in the case of f-orbitals a sevenfold axis is
needed.3,39,87

4.3 np1 case

In the simplest case of one electron, the basis states can be
constructed by creating an electron on the orbital ml with spin
projection ms on an otherwise empty orbital space:

â†
�1,�1/2|np0i, â†

+1,�1/2|np0i, â†
�1,+1/2|np0i and â†

+1,+1/2|np0i.
(6)

Within this basis the Hamiltonian is

H1-elec ¼

z=2 g 0 0
g� �z=2 0 0
0 0 z=2 g�

0 0 g �z=2

0
BB@

1
CCA (7)

and has two doubly degenerate eigenvalues

E1-elec
� ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2

4
þ jgj2

s
¼ �1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ D2 þ 4Z2

p
: (8)

Thus, the energy level structure consists of two KDs. If the
system displays Orbach-type relaxation, the effective barrier
would be the energy difference between the KDs:

Ueff ¼ E1-elec
þ � E1-elec

� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ D2 þ 4Z2

p
: (9)

The g tensor of the ground KD is diagonal in the frame of the
quantization axes, and the principal components are

g1-elecX ¼ g1-elecY ¼ 2ffiffiffiffiffiffiffiffiffiffiffi
1þ 1

r

r and g1-elecZ ¼ 2� 2ffiffiffiffiffiffiffiffiffiffiffi
1þ r
p ; (10)

where we have approximated the free-electron g-value as ge E 2,
and

r � D2 þ 4Z2

z2
; (11)

is an anisotropy parameter. The dependence of the principal
components of the g tensor on r is plotted in Fig. 5.

There are three important limiting cases for the anisotropy
barrier: (i) the isotropic limit where z = 0 and D, Z a 0 so that
r - N; (ii) the axial CF limit where z a 0 and D = Z = 0 so that
r = 0; and (iii) the strong-SOC limit where z2

c D2 + 4Z2 so that
r E 0. Taking the respective limits of the elements g1-elec

X ,
g1-elec

Y and g1-elec
Z , we see that in the isotropic case (i) we

recover the isotropic structure of the g tensor as expected:
g1-elec

X = g1-elec
Y = g1-elec

Z = 2. Cases (ii) and (iii) are otherwise equal
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except case (iii) is approximate. In these cases g1-elec
X = g1-elec

Y =
g1-elec

Z = 0, which indicates that the ground state is diamagnetic.
This follows from the perfect cancellation of the orbital mag-
netic moment projection mBml = �mB on the quantization axis
and the respective projection 2mBms = �mB of the spin magnetic
moment. Since the system does not have a magnetic moment in
its ground state in the strong SOC limit (iii), the np1 configu-
ration cannot lead to slow relaxation of magnetization.

4.4 np2 case

In the two-electron case the basis states can be constructed by
the application of a two-electron spin-tensor creation operator

Q̂
S;MS

ml ;m
0
l

that ensures that the resulting state is a spin eigenstate

with a total spin S and spin projection MS.113,114 Choosing the
basis states as spin eigenstates simplifies the structure of the
Hamiltonian. A total of six basis states can be constructed:

Q̂
1;þ1
�1;þ1 np0

�� �
; Q̂

1;�1
�1;þ1 np0

�� �
; Q̂

0;0

�1;þ1 np0
�� �

; Q̂
1;0

�1;þ1 np0
�� �

;

Q̂
0;0

�1;�1 þ Q̂
0;0

þ1;þ1

� �
np0
�� �

and Q̂
0;0

�1;�1 � Q̂
0;0

þ1;þ1

� �
np0
�� �

:

(12)

and the resulting matrix representation of the Hamiltonian is

H2-elec ¼

�K 0 0 0 0 0
0 �K 0 0 0 0
0 0 �K z 0 0
0 0 z K �D 2iZ
0 0 0 �D 0 0
0 0 0 �2iZ 0 0

0
BBBBBB@

1
CCCCCCA
: (13)

The eigenvalues of the Hamiltonian (13) do not have simple
analytical forms. However, assuming that the CF is much
weaker than the SOC, D, Z { z, the CF can be introduced as
a perturbation at the second order. Up to second order the
eigenvalues are

E2-elec
1 = �K, (14)

E2-elec
2 = �K, (15)

E2-elec
3 ¼ �k� 1� K

k

	 

� D

2 þ 4Z2

2k
þ O D3; Z3

� �
; (16)

E2-elec
4 ¼ þkþ 1þ K

k

	 

� D

2 þ 4Z2

2k
þ O D3; Z3

� �
; (17)

E2-elec
5 ¼ �4KZ2

k2
þ O D3; Z3

� �
and (18)

E2-elec
6 ¼ þKD2

k2
þ O D3; Z3

� �
; (19)

where k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 þ z2

p
. The first two eigenvalues E2-elec

1 and
E2-elec

2 are exact as they correspond to the two 1 � 1 blocks of
the Hamiltonian (13) while the four remaining values E2-elec

3 to
E2-elec

6 are approximate eigenvalues of the 4 � 4 block.
The exchange integral K is always positive and all the

remaining parameters z, D and Z enter the eigenvalue expres-
sions (14) as squares. Thus, K r k and 0 r K/k r 1. Since we
are assuming that the CF splitting within the npx, npy orbital
space is weak, we can also assume K c |D|, |Z|. From these
considerations, it can be concluded that E2-elec

3 is the ground
energy, E2-elec

1 = E2-elec
2 are the first excited state. The energy level

structure is visualized in Fig. 6. If the SOC vanishes so that z = 0,
then k = K and the ground state is a degenerate spin-triplet. The
splitting between the ground state and the first excited state is
of order z, that for the heavier main group elements is at least
an order of magnitude larger than the thermal energy under
ambient conditions. Thus, the ground state is an energetically
isolated non-degenerate state. Due to Kramers’ theorem80,83 the
non-degenerate state is diamagnetic. A diamagnetic ground
state in a Bi(I) complex with an np2 configuration has indeed
been experimentally and quantum-chemically characterized.63

Thus, the np2 configuration cannot lead to slow relaxation of
magnetization.

4.5 np3 case

The three-electron case is easiest to treat by considering the
particle-hole symmetry between the one-electron case, since in
the three-electron case there is one hole in the otherwise fully
occupied model orbital space. The basis states can then be
constructed by using the one-electron spin-tensor operator q̂ms

ml

Fig. 5 Dependence of the principal components of the g tensor on the
anisotropy parameter r in the np1 case.

Fig. 6 Qualitative energy level diagram of the electronic states in the np2

case calculated at the zeroth and second order of perturbation theory. The
CF is treated as a perturbation and the zeroth-order energies include only
the SOC and exchange interaction. The first-order perturbation correction
does not affect the energies.
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that creates a state with orbital momentum ml and spin
momentum ms by annihilating one electron from the fully
occupied np4 orbital space.115 The basis states are

q̂+1/2
�1 |np4i, q̂+1/2

+1 |np4i, q̂�1/2
+1 |np4i and q̂�1/2

�1 |np4i,
(20)

and the Hamiltonian is

H3-elec ¼

K þ z=2 �g 0 0
�g� K � z=2 0 0
0 0 K þ z=2 �g�
0 0 �g K � z=2

0
BB@

1
CCA: (21)

The exchange integral K appears on all diagonal elements
and can be removed by energy translation. The Hamiltonian
(21) then becomes equivalent to the one-electron Hamiltonian
(7) except with different signs on the off-diagonal elements. The
three-electron Hamiltonian (21) has the same eigenvalues (8)
and the same effective barrier height (9) as the one-electron
Hamiltonian (7). Due to signs on the off-diagonal elements the
eigenvectors in the one- and three-electron cases differ from
each other. As a consequence, also the structure of the mag-
netic moment operators and g tensors is different. In the three-
electron case, the principal components of the g tensor are

g3-elecX ¼ g3-elecY ¼ 2ffiffiffiffiffiffiffiffiffiffiffi
1þ 1

r

r ¼ g1-elecX ¼ g1-elecY and

g3-elecZ ¼ 2þ 2ffiffiffiffiffiffiffiffiffiffiffi
1þ r
p ;

(22)

where r is defined in eqn (11). The dependence of the principal
components on r is plotted in Fig. 7.

In the isotropic limit when z = 0, the g tensor reduces to the
isotropic tensor g3-elec

X = g3-elec
Y = g3-elec

Z = 2 like in the one-
electron case. At the axial CF limit and the strong-SOC limit, the
situation is, however, different. The transverse elements again
vanish g3-elec

X = g3-elec
Y = 0, but the axial element tends to the value

g3-elec
Z = 4 unlike in the one-electron case. Thus, in the axial and

strong-SOC limits, the g tensor has an ideal axial structure with
gX = gY = 0 and gZ a 0. The value g3-elec

Z = 4 also sets the ideal
limit for a main-group SMM with a single heavy main-group
atom or ion.

Slow relaxation of magnetization is, therefore, possible in a
system with the np3 configuration. Furthermore, it is the only

npN configuration where slow relaxation of magnetization can
occur. An increase in both the SOC constant z and the CF
parameters D and Z leads to an increase in the value of Ueff that
slows down the Orbach process and leads to a better SMM.
However, only the increase of z leads to a more axial g tensor
while increases in D and Z lead to larger transverse elements gX

and gY. Commonly, slow relaxation of magnetization at zero
fields can be observed in systems with transverse elements up
to order gX,gY B 0.1. Higher values of gX and gY lead to efficient
QTM and fast relaxation of magnetization at zero field.116,117 At
nonzero external or dipolar fields slow relaxation dynamics
can still be observed with transverse elements up to order
gX,gY B 0.7.118,119 It should be noted that the efficiency of
QTM also depends on the nature and strength of the magnetic
fields in the crystal lattice arising from dipolar and hyperfine
interactions, and not only from gX and gY. The transverse
elements do, however, give a reasonable estimate.

The value gX = gY B 0.1 is reached when D2 + 4Z2 B 0.0025�
z2. Thus, an increase in the CF parameters D and Z leads to the
destruction of the magnetic axiality in the ground KD much
quicker than they make a significant contribution to Ueff. The
SOC constants of heavier p block elements can be estimated by
observing the splitting of the ground 2P terms of the heavier
group 13 atoms with a one-electron np1 configuration. In this
case, the splitting approximately gives the value of z. The values
for Ga, In and Tl are 826 cm�1, 2213 cm�1 and 7793 cm�1,
respectively.120–122 Thus, z can be taken to vary roughly from
order B1000 cm�1 to order B8000 cm�1. For a SOC constant

z = 8000 cm�1, the square-root magnitude
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p
of the CF

parameters should be less than B400 cm�1, so that the
transverse elements of the g tensor are less than B0.1. This
is a very weak CF splitting indicating that even very small
deviations from ideal molecular symmetries can quickly lead
to a large increase in the transverse elements of the g tensor.

The values of Ueff and the principal components of the g
tensor are plotted for various values of z as a function of the CF

magnitude
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p
as shown in Fig. 8. It is immediately

clear from the figure that very large CF splitting is required in
order to make a significant effect on Ueff whereas a much

smaller value of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p
has an effect on the axiality of the

g tensor. Thus, the results show that an ideal SMM requires
minimal CF splitting in the npx, npy orbital space and maximal
z. At this limit D2 + 4Z2 B 0 and Ueff B z. This means that the
effective barrier height in main-group SMMs is more or less
directly determined by the SOC constant of the main-group
element. The maximal possible value is then of the order
B8000 cm�1.

4.6 Validation of the model

In order to validate the theoretical model, the electronic
structures of phenyl antimony PhSb and the respective cation
and anion, [PhSb]+ and [PhSb]�, were calculated. In a cation, a
neutral molecule and an anion, the Sb atom or ion has 5p1, 5p2

and 5p3 electron configurations, respectively. The antimony
system was chosen as an example as it has a non-vanishing CF

Fig. 7 Dependence of the principal components of the g tensor on the
anisotropy parameter r in the np3 case.
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splitting between the 5px and 5py orbitals and should, there-
fore, demonstrate most of the electronic structure features that
fall into the domain of the theoretical model described in this
section. Computational details are described in Sections S2.1
and S2.2 in the ESI.† The calculated energy level structures of
[PhSb]+, PhSb and [PhSb]� are shown in Fig. 9, and all agree
well with the prediction of the model described in Section 4. In
the case of the 5p1 system [PhSb]+, the CF splitting is strong
and, consequently, further splitting by SOC is relatively weak.
In the case of the 5p3 anion [PhSb]�, the CF splitting is weak
and the two spin-doublets are almost degenerate before the
inclusion of SOC, and split strongly under SOC to yield two
KDs. In the case of both [PhSb]+ and [PhSb]�, the two KDs are
the only states up to 15 000 cm�1. In the case of the neutral 5p2

system PhSb, the ground spin state is a triplet that splits under
SOC to yield a ground singlet state and an excited quasi doublet
higher in energy. Within an energy range of 15 000 cm�1 there
are three spin-singlet states that split weakly under SOC. The
energy level structure closely follows the theoretical model.

In the case of [PhSb]+ and [PhSb]� the energy difference
between the two KDs can be directly associated with the
effective energy barrier Ueff as defined in eqn (9). The energy
splitting between the two spin doublets before the inclusion of
SOC can be associated with Ueff at the limit z = 0. Thus, this

energy difference can be taken to be equal to the CF splittingffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p
. The value of z can then be calculated from the

values of Ueff and
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p
. Similarly, the value of the

anisotropy parameter r can be evaluated according to
eqn (11), and the value of r can be used to calculate the
principal components of the g tensor using (10) and (22). The
g tensors can also be evaluated using the full ab initio magnetic
moment operators following the implementation in the SIN-
GLE_ANISO module.41,42 Comparison of the g tensors calcu-
lated from the energy splitting of the KDs and the spin-doublets
following the model, and from the full ab initio operators shows
to what extent the assumptions and simplifications of the
model effect the quantitative evaluation of the magnetic prop-
erties. The values are listed in Table 1. The ab initio and model-
based g tensors agree rather well. The agreement is worse in the
case of the cation [PhSb]+ where also the CF splitting is large.
The large value of the CF splitting means that the assumption
of the CF as a weak perturbation on 5px and 5py is not fully
realized, leading to some deviation between the fully ab initio
and model predictions. In case of the anion [PhSb]�, the CF
splitting is weak and the agreement between the two g tensors
is very good. Overall, the results show that the theoretical
model provides a robust description of the magnetic properties
as long as the CF splitting is not too strong. Most importantly,
both the model and the ab initio calculations predict that the
5p1 configuration leads to a non-axial g tensors, the 5p2

configuration leads to a singlet ground state after the inclusion
of SOC, and the 5p3 configuration leads to an axial g tensor.

Fig. 8 Dependence of the principal components of the g tensor and the
effective barrier height Ueff on the CF magnitude

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p
at various

values of the SOC constant z.

Fig. 9 Energy level structures of [PhSb]+, PhSb and [PhSb]� calculated
both with (right) and without (left) spin–orbit coupling.
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5 Model structures
5.1 Target elements and oxidation states

Based on the conclusions made in Sections 3 and 4 the main-
group atom or ion should have an np3 configuration. The
electron configuration determines the oxidation state of each
p-block element depending on the group: group 13 elements
should have the oxidation state �2, group 14 elements �1,
group 15 elements 0, group 16 elements +1, group 17 elements
+2 and group 18 elements +3. To get a comprehensive view of
the heavier p-block elements we target elements at a rather
loose criteria, and consider all 15 elements in the periods 4, 5
and 6 of the groups 13–17. Noble gas elements have been
excluded due to their strong tendency to reduce other species
in their positive oxidation states. The inherent radioactivity
and scarcity of polonium and astatine, especially in the case
of the latter, make their use in the construction and study
of SMMs impractical. However, they have been included for
completeness.

None of these oxidation states considered are the common
oxidation states of the respective elements discussed in stan-
dard inorganic chemistry textbooks.123–126 To the best of our
knowledge, no structure has ever been isolated in the solid state
where the main-group elements and oxidation states consid-
ered here are present as isolated atoms or ions bonded to a
ligand framework by conventional covalent bonds. By isolated
we mean that the main-group atom or ion E is not bonded to
another similar atom or ion to form structures of the type En,
where n Z 2; and by conventional covalent bonds we mean that
the main-group element is bonded to its ligand environment by
localized covalent or coordination bonds, instead of multi-
center bonding or cluster-like structures with features of metal-
lic bonding. However, with the exception of polonium and
astatine, all the elements and oxidation states considered in
this work have been observed under some conditions. The
elements of the groups 13 and 14 in oxidation states �2 and
�1, respectively, have been characterized in Zintl phases.127–129

The oxidation state 0 of the group 15 elements is present in
stable isolated systems where a neutral E–E-moiety (E = As, Sb,
Bi) has been stabilized by coordinated carbene ligands.130–132

The oxidation state +1 of selenium and tellurium has been
observed in the gas phase in the phenylselenyl and phenyltel-
luryl radicals, and the former has also been isolated in an argon

matrix at liquid-helium temperature.133,134 The +2 oxidation
state of the group 17 halogens is present in the unstable
gaseous radical monoxides BrO and IO that play roles
in volcanic chemistry135 and atmospheric chemistry,136

respectively.

5.2 Target geometries

Based on the conclusions made in Sections 3 and 4 the
chemical structures of main-group SMMs should be one- or
two-coordinate complexes with at least local linearity around
the main-group atom or ion. We considered a simple one-
coordinate structure L–M (1), where M is the main-group atom
and L is the ligand, a simple two-coordinate structure L–M–L
(2) and a chloride salt L–M–Cl (3). The chloride ion was chosen
to represent a relatively redox-inactive species with predomi-
nantly ionic metal–ligand bonding. Four ligands L were con-
sidered: a tert-butyl anion (a) representing a s-donor where any
metal–ligand p-bonding is minimal; a phenyl anion (b) repre-
senting a p-conjugated s-donor where the main-group element
may become involved in the p conjugation; an anionic bisilyl-
amido ligand (c) that can act as a s-donor and a p-donor; and a
neutral N-heterocyclic carbene (NHC, d) ligand that can act as a
s-donor and a p-acceptor. The structures are summarized in
Fig. 10. The structure labels consist of the element symbol,
followed by a dash, a number representing the coordination
geometry, and a lower-case letter representing the ligand. For
example, the two-coordinate NHC complex of antimony is Sb-
2d. A label 2d refers to the two-coordinate NHC complex of any
element, etc.

The model structures should be considered as the core
moieties in the design of main-group SMMs. The unstable
oxidation states and the unpaired electron require that the
main-group element must be sterically protected by bulky
groups. Such groups can be introduced as substituents to the
core moiety. It should be noted that unlike in the case of many
main-group radicals, the stabilization cannot be achieved by
purely electronic means such as delocalization of the unpaired
electron over the molecular skeleton137,138 as the atom-like
nature of the npx and npy orbitals is necessary for the magnetic
anisotropy. The substituents do not affect the magnetic proper-
ties, at least at a qualitative level, as long as they are chosen in
such a way that they do not lead to agostic or anagostic
interactions with the main-group element that could lead to
splitting of the npx and npy orbitals. However, in the case of
heavier main-group elements, avoiding such detrimental

Table 1 Main results of the validation study of the theoretical model

[PhSb]+ [PhSb]�

Ab initio Ueff/cm�1 5834 2194ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p .
cm�1 5169 245

gX 1.8433 0.2264
gY 1.7704 0.2266
gZ 1.2700 3.9198

Calculated based on the model z/cm�1 2705 2181
r 3.6529 0.0126
gX 1.7721 0.2232
gY 1.7721 0.2232
gZ 1.0728 3.9875

Fig. 10 Summary of the model structures. E is the main group element.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

9 
Fe

br
ua

ry
 2

02
5.

 D
ow

nl
oa

de
d 

on
 3

/1
/2

02
5 

12
:3

6:
28

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp04790g


Phys. Chem. Chem. Phys. This journal is © the Owner Societies 2025

interactions is not trivial due to the very large spatial extent of
the npx and npy orbitals. This issue will be discussed in more
detail in Section 6.

5.3 Geometries and spin densities

The geometries of all the structures were fully optimized
using density functional theory (DFT) without any symmetry
constraints. The DFT calculations were carried out using the
PBE exchange–correlation functional as implemented in
the Amsterdam density functional (ADF) module139,140 of the
Amsterdam modeling suite (AMS) versions 2022.101 and
2023.101.141 The computational details are described in Section
S2.1 in the ESI.†

Based on the DFT calculations two criteria were set for the
further consideration of a given structure: it should not dis-
sociate and the unpaired electron should be localized on the
main-group atom. Dissociated structure was defined as a
structure where any of the metal–ligand bonds are greater than
5 Å, and the threshold for the selection based on spin density
was set to 1 � 0.1 unpaired electrons on the main-group atom.
The calculated bond lengths and spin densities are listed in
Tables S4 and S5 in the ESI,† and the spin densities are
summarized in Fig. 11.

Most of the structures stay intact during geometry optimiza-
tion. However, structures 3 dissociate for all group 13, 14 and
15 complexes except Sb-3c, Bi-3c and Bi-3d. In addition struc-
tures 1c, 2a, and 2c of group 13 elements as well as structure 2c
of Sn and Pb dissociate. This is most likely due to the excessive
negative charge on the complexes. All structures of group 16
and 17 elements except Br-2d remain intact. However, despite
not dissociating in most structures, the unpaired electron does
not stay on the main-group element in the majority of com-
plexes considered. Due to the unstable oxidation states of the

main-group elements, the complexes are prone to undergo
intramolecular redox reactions where the unpaired spin is
transferred to the ligand as a result of oxidation or reduction.
This happens in all two-coordinate complexes 2 and 3 except in
the two-coordinate bisilylamido complexes 2c and 3c of Sb and
Bi. The remaining mono-coordinated complexes 1 are most
stable in groups 14 and 15, where all monocoordinated com-
plexes 1a–1d have the correct spin density. In the other groups,
only the butyl complex 1a is redox-stable enough to retain the
correct spin density. Complexes 1a have the correct spin density
for all elements considered except Br. In addition to these
systems only complex Tl-1d has the correct spin density.

Thus, the chemical structures that can be considered should
preferably be either mono-coordinated butyl complexes or
mono-coordinated complexes of group 14 or 15 elements. The
ligands should be highly resistant towards intramolecular
redox reactions.

5.4 Energy-level structure and magnetic properties

The electronic structure and magnetic properties of structures
that did not dissociate and had the correct spin density
distribution were then calculated using multireference meth-
ods at the NEVPT2//CASSCF level142–146 as implemented in the
Orca code version 5.0.4.147–149 Spin–orbit coupling effects were
introduced using the quasi-degenerate perturbation theory
(QDPT) approach.43,150 The computational details are described
in Section S2.2 in the ESI.†

The multireference wave functions of structures In-1a, Tl-1a,
Tl-1d, Pb-1a and Pb-1c have excessively diffuse orbitals at the
main-group element. Most likely the electrons are not bound,
but due to the limits of the basis set approximation they cannot
be removed into vacuum and instead the orbital optimization
results into excessively diffuse orbitals. These structures were

Fig. 11 QTAIM spin density calculated for the main-group element. Structures that dissociated upon geometry optimization are not included in the
figure. The gray horizontal line indicates the value of 1.0 corresponding to one unpaired electron as expected for the np3 case.
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eliminated from further calculations. In the case of In and Tl
this most likely results from the excessive negative charge on
the rather electropositive elements. This is most likely also the
reason for the excessively diffuse orbitals in Pb-1a and Pb-1c;
however, it appears that the metal–ligand p-conjugation that is
possible in Pb-1b and Pb-1d manages to stabilize the large
negative charge on the Pb ion. Similarly diffuse orbitals were
not observed in the lighter group 14 elements Ge and Sn. The
structures In-1a, Tl-1a, Tl-1d, Pb-1a and Pb-1c were not
included in any further analyses. The magnetic properties of
Ge-1b could not be calculated due to the strong CF splitting as
compared to SOC that would lead to an imaginary SOC constant
when calculated according to the procedure described in Sec-
tion 4.6. This unphysical situation arises because the theore-
tical model breaks down in the presence of strong CF
interaction bordering on covalency. Thus, Ge-1b was also
excluded from further analysis.

The results of the multireference calculations are summar-
ized in Table 2. From an electronic-structure point of view, the
prospects of a given structure displaying SMM behavior can be
estimated on the basis of the magnetic axiality of the ground
KD and the height of the effective barrier Ueff. In a highly
axial KD, the anisotropy parameter r is close to zero. A value
of r = 0.001 leads to gX = gY B 0.06, which can be considered
to be close to the upper limit of gX and gY where SMM properties

can still be observed at zero magnetic fields. The only struc-
tures that fulfill these criteria are Bi-1a, Bi-1b, Bi-1d,
Po-1a and At-1a. In terms of the axiality of the g tensor,
the best structure is Bi-1b. The structure Po-1a gives the highest
Ueff at 9817 cm�1. However, while both Po-1a and At-1a are
good candidates from a purely electronic-structure point of
view, the radioactivity of Po makes it an impractical system, and
the intense radioactivity and extreme scarcity of At make
it a purely theoretical consideration. Thus, the most likely
route towards main-group SMMs is based on Bi. Reasonable
alternatives with high but less than ideal axiality are Te-1a and
Sb-1a.

5.5 Discussion

In the case of all but the heaviest of p-block elements, the
axiality of the g tensor is broken in one way or the other leading
to nonzero transverse components in the g tensor that make
QTM highly efficient. This is not unexpected as the p-orbitals in
general have a very high tendency to form covalent bonds.
While from a chemical-structure and reactivity points of
view, the heavier p-block elements rarely form multiple
bonds,108,109,125,151 from a magnetism point of view even very
small covalency contributions that do not have a local s-
symmetry lead to unequal interactions between the npx and

Table 2 Main results of the multireference calculations

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p .
cm�1a Ueff/cm�1 b gX gY gZ z/cm�1 c rc

Ga-1a 55 227 0.4834 0.4842 3.9151 220 0.0634
Ge-1a 111 529 0.4192 0.4194 3.9099 517 0.0457
Ge-1c 3230 3276 1.9721 1.9721 2.3255 545 35.1108
Ge-1d 6478 6486 1.9947 1.9953 2.0845 329 387.6244
Sn-1a 55 975 0.1137 0.1138 3.9722 973 0.0032
Sn-1b 402 1056 0.7641 0.7657 3.8069 977 0.1695
Sn-1c 1273 1711 1.4871 1.4871 3.3099 1144 1.2375
Sn-1d 1749 2083 1.6767 1.6862 2.9838 1130 2.3939
Pb-1b 344 3280 0.2137 0.2142 3.9543 3262 0.0111
Pb-1d 767 3833 0.3870 0.3886 3.8557 3756 0.0417
As-1a 176 1013 0.3491 0.3495 3.9187 998 0.0311
As-1b 1535 1810 1.6940 1.6945 2.9806 959 2.5630
As-1c 3603 3746 1.9235 1.9235 2.5354 1025 12.3607
As-1d 1722 1963 1.7503 1.7504 2.8700 943 3.3357
Sb-1a 120 2205 0.1104 0.1105 3.9591 2201 0.0030
Sb-1b 221 2192 0.2043 0.2046 3.9238 2181 0.0102
Sb-1c 2429 3367 1.4418 1.4418 3.3586 2332 1.0852
Sb-1d 535 2361 0.4430 0.4430 3.8440 2300 0.0542
Sb-2c 2408 3365 1.4311 1.4312 3.3722 2350 1.0492
Sb-3c 1725 2920 1.1857 1.1898 3.5917 2357 0.5359
Bi-1a 88 6522 0.0283 0.0283 4.0291 6521 0.0002
Bi-1b 35 6471 0.0149 0.0151 3.9568 6471 0.0000
Bi-1c 1835 7423 0.4910 0.4910 3.9118 7192 0.0651
Bi-1d 135 7161 0.0163 0.0163 3.9296 7160 0.0004
Bi-2c 1963 7933 0.5384 0.5438 4.1069 7686 0.0652
Bi-3c 1206 9197 0.1965 0.2021 4.0580 9118 0.0175
Se-1a 298 1624 0.3715 0.3726 3.9148 1597 0.0348
Te-1a 173 3528 0.1008 0.1009 3.9656 3524 0.0024
Po-1a 127 9817 0.0256 0.0261 3.9834 9816 0.0002
I-1a 194 3829 0.1067 0.1075 3.9807 3824 0.0026
At-1a 136 6247 0.0384 0.0386 4.0243 6245 0.0005

a Energy difference between the two lowest-energy spin doublets before the inclusion of SOC. b Energy difference between the two lowest-energy
doublets after the inclusion of SOC. c Calculated from the values of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p
and Ueff.
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npy orbitals that split and mix the orbitals giving a nonzero CF

splitting
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p
. This then ultimately leads to the trans-

verse components in the g tensor.
It is clear from the results shown in Table 2 that the general

trend is that the CF splitting decreases as one moves down a
group, and at the same time SOC increases. The increase in
SOC is not surprising as the one-electron SOC-integral is
proportional to the fourth power of the nuclear charge and is
much larger for heavy elements than the lighter ones.112 The
calculated SOC integrals z vary between 200 cm�1 and 1600
cm�1 in period 4, between 900 cm�1 and 3900 cm�1 in period 5
and between 3200 cm�1 and 10 000 cm�1 in period 6, increas-
ing from left to right in each period. The decrease in the CF
splitting in the heavier elements is contrary to what is observed
in the d-block where the 4d and 5d metals have considerably
stronger CF splitting than the 3d metals.83,96 The simplest
explanation for the decrease in the CF splitting is the increased
spatial extent of the p-orbitals. This leads both to longer metal–
ligand s-bonds due to the increased size of the relevant
orbitals, and stronger s-component in the bond due to the
increased overlap of the npz-orbital with the ligand s-donating
orbitals. At the same time, the overlap of the npx and npy

orbitals and the ligand orbitals is reduced due to the longer
bond length, leading to the weakening of any p-component in
the bond. Therefore, an increase in the p-orbital size leads to
the simultaneous strengthening of the s-bond and weakening
of any p-bonds. Since the strength of the s-bond plays no role
in the CF model, the only observed feature is the reduced CF-
splitting due to the reduced p interaction. This effect is most
clearly present in the structures 1b and 1d of group 14 and 15
elements. Especially in the case of group 15 1b structures, the
CF splitting is reduced by an order of magnitude in each
period. The effect is less pronounced in the structure 1a where
the CF splitting is weak in all structures due to the purely
s-donor ligand. It should be noted that the decrease of the CF
splitting cannot be explained by the ‘‘inert-pair effect’’,97–99 as
s-orbitals do not play a significant role in the magnetic proper-
ties or bonding. Neither can it be explained by the formation of
an inert pair in the spin–orbit coupled np1/2 one-electron energy
level,97,152 as the CF effect is present already at a scalar-
relativistic level.

It is only in the heaviest p-block elements in period 6, where
the SOC is strong enough and the CF splitting is weak enough,

so that z is much larger than
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p
, and the anisotropy

parameter r approaches zero according to eqn (11). In the
case of the earlier period 6 p-block elements, Tl and Pb,
the negative charge on the main-group element necessary
for the correct electronic configuration makes the electronic
structure too unstable. The next elements, Bi, Po and At,
are the ideal elements from an electronic-structure point of
view, while only Bi is feasible from a practical point of view. The
last period 6 element, Rn, was not considered in the present
work due to the unlikeliness of the noble gas existing in the
necessary +3 oxidation state and due to its inherent
radioactivity.

6 Realistic structures
6.1 Target structures

Based on the results of Sections 4 and 5, the most promising
chemical structure of a main-group SMM is a mono-
coordinated Bi(0) complex where the Bi atom is bonded to
the ligand with a single covalent bond. Such a system will need
considerable steric protection around the Bi atom to avoid
dimerization and other possible reactivity. It is expected that
the relatively electropositive Bi in the low oxidation state is a
strong oxidant. To the best of our knowledge, no such structure
has ever been characterized. Herein we will consider two anion
structures based on the phenylbismuth anion Bi-1b with bulky
substituents added to the phenyl skeleton. The structures, [4]�

and [5]�, are shown in Fig. 12.
The neutral bismuthinidene 4 with a 6p2 configuration has

been experimentally characterized.63 The structure of 4 is based
on a hydrindacene ligand with bulky substituents.153 The same
ligand has recently been used to successfully stabilize various
compounds with mono-coordinated main-group elements in
unusual oxidation states including a germylene radical,68 a
nitrene in a spin-triplet state69 and a gallanediyl.70 4 has a
triplet spin ground state that is strongly split under SOC
to produce an overall singlet ground state as discussed in
Section 4. It is remarkably stable and can be isolated in gram
quantities. The hypothetical anion [4]� with a 6p3 configuration
can be obtained from 4 with a hypothetical one-electron
reduction. The hypothetical anion [5]� is based on the C6H-
2,6-(C6H2-2,4,6-iPr3)2-3,5-iPr2 ligand which has previously been
used to stabilize a highly reactive one-coordinate Al(I)
compound.65 The [5]� anion with a 6p3 configuration can be
obtained from the likewise hypothetical neutral bismuthini-
dene 5 with a 6p2 configuration.

6.2 Results

The geometries and energy-level structure of 4, [4]�, 5 and [5]�

were calculated at the same level of theory as in the case of the
model geometries as described in Sections S2.1 and S2.2 of the
ESI.† Reduction potentials were calculated using a compound
method utilizing DFT single-point calculations, multireference
energy-level structure, and single-point calculations at DLPNO-

Fig. 12 Optimized geometries of the hypothetical sterically protected
anions [4]� and [5]�.
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CCSD(T) level154–158 as implemented in Orca version 5.0.4.147–149

Details of the reduction potential calculation are given in Section
S2.3 in the ESI.†

The reduction potentials calculated for 4 and 5 are �1.9 V
and �2.0 V versus the standard hydrogen electrode (SHE),
respectively. The values are higher than the reduction potential
of the simple compound PhBi calculated as �1.5 V in earlier
work,72 and it is important to note that accurate calculation of
reduction potentials is often challenging.159 The calculated
potentials do, however, give a general idea of the stability and
accessibility of the anions [4]� and [5]�. The values are high but
still within the solvent potential window, and should be within
the scope of redox chemistry. The large negative potential does,
however, mean that the systems are strong oxidants. This
emphasizes the need for steric protection of the Bi atom and
also places limits on the chemical nature of the ligands; i.e., the
ligands need to be resistant towards oxidation.

The parameters describing the magnetic properties of [4]�

and [5]� are listed in Table 3. The predicted effective barrier
heights Ueff are 7285 cm�1 and 7471 cm�1 for [4]� and [5]�,
respectively. The values are four times as high as the highest
barriers of 1687 cm�1 and 1843 cm�1 that have been deter-
mined by fits to magnetic relaxation data measured on an
experimentally characterized system.160,161 The barrier is also
higher than the barrier of 6471 cm�1 calculated for the simple
complex Bi-1b. The increased barrier results from the CF

splitting
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p
that is over two orders of magnitudes larger

in both [4]� and [5]� when compared to Bi-1b. However, due to
the stronger CF splitting the anisotropy parameter r is four
orders of magnitude larger in both complexes [4]� and [5]� as
compared to Bi-1b. As a result, the magnetic state is consider-
ably less axial, and there are significant transverse elements gX

and gY of the order B0.7 in the g tensor. The transverse
elements are large enough to enable highly efficient QTM at
zero field while still small enough that slow relaxation of
magnetization most likely can be observed in the presence of
a magnetic field. The field can be either external to the sample
or originate from dipolar interaction between the magnetic
moments of different metal atoms or ions in the crystal lattice.

The reduced axiality of [4]� and [5]� as compared to Bi-1b
results from the interaction between the bulky flanking groups
of the ligands with the Bi atom. The shortest non-bonding Bi–C

contacts in the optimized structures of [4]� and [5]� are 3.419 Å
and 3.381 Å, respectively. The respective sum of van der Waals
radii is 3.77 Å162,163 while the sum of computed covalent radii is
2.26 Å.164 Thus, the close contacts clearly fall into the region of
non-covalent interactions. The large spatial extent of the 6px

and 6py orbitals means that this interaction leads to large
crystal-field splitting of the orbitals, and considerably reduced
magnetic axiality. This introduces considerable challenges in
the chemical design and synthetic preparation of main-
group SMMs.

6.3 Discussion

The synthetic problem both in the case of main-group SMMs
proposed in this work and in the case of lanthanide SMMs is
ultimately rather similar: how to stabilize low-coordinate sys-
tems without disturbing the magnetic axiality of the metal ion
by detrimental metal–ligand interactions. In the case of lantha-
nide SMMs, the synthesis of low-coordinate complexes with
minimal non-covalent metal–ligand interactions has long been
a goal in the synthesis of new SMMs,38,87 and recently impor-
tant advances have been made in the synthesis of formally
two-coordinate lanthanide SMMs.119,165,166 Mono-coordinate
lanthanide SMMs, however, are still confined to theoretical
and computational work.39,167 Trivalent lanthanide ions have
the advantage that the strongly contracted 4f orbitals are
effectively protected from detrimental metal–ligand interac-
tions by the fully occupied 5s and 5p shells. It has been shown,
for example, that in the case of a two-coordinate Yb(III) complex
rather short non-bonding Yb–ligand interactions lead only to a
relatively small deterioration of the magnetic anisotropy.119

Similar conclusions have also been made in the case of a two-
coordinate Dy(III) complex.166 In case of the main-group sys-
tems, the synthetic problem is, however, made much more
challenging due to the larger spatial extent and minimal
electronic protection of the npx and npy orbitals. Furthermore,
in the main-group SMMs the main-group elements are in a
chemically unstable oxidation state whereas in lanthanide
SMMs the lanthanide ion is usually in the ubiquitous and
redox-stable trivalent oxidation state.

The main design criteria for the ligands are as follows: (i) the
ligand should provide a sufficient steric bulk to protect the
main-group element; (ii) the ligand should have only minimal
non-covalent interactions with the main-group element; and
(iii) the ligand should be resistant towards oxidation and other
possible reactivity with the main-group element. The structures
[4]� and [5]� should allow sufficient axiality to display slow
relaxation of the magnetization in the presence of a magnetic
field but not at zero field. Any hysteresis, if observable at all,
would be strongly waist-restricted. The structures can be used
as a starting point to design ligands that would better fulfill
criteria (ii) and would then lead to stronger axiality and main-
group SMMs at zero fields. Possible modification of the struc-
ture should be such that the angle between the two flanking
hydrindacene groups (in the case of [4]�) or the arene groups
(in the case of [5]�) is increased to reduce the short contacts
between the flanking groups and the Bi atom. This could be

Table 3 Main properties calculated for the hypothetical sterically pro-
tected anions [4]� and [5]�

[4]� [5]�

Ab initio Ueff/cm�1 7285 7471ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4Z2

p .
cm�1 2443 2783

gX 0.6796 0.7561
gY 0.6938 0.7711
gZ 3.6925 3.6621

Calculated based on the model z/cm�1 6863 6933
r 0.1267 0.1611
gX 0.6706 0.7450
gY 0.6706 0.7450
gZ 3.8842 3.8560
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achieved, for example, by adding further steric bulk to the
substituents on the flanking groups. However, choosing the
correct substituents is not trivial as they could possibly allow
new interactions with the Bi atom or reduce the angle between
the flanking groups due to the increased dispersion attraction
between them as has been shown to happen with bulky
substituents.151,168 Groups other than hydrocarbons could also
be considered but it is important to choose them in such a way
that they do not violate criteria (iii).

7 Conclusions

The possibility of designing a new generation of SMMs based
on main-group elements was studied. Based on qualitative
electronic-structure considerations, the most likely candidates
were chosen as mono- or two-coodinated monometallic com-
plexes of the main-group elements. A theoretical model was
constructed to demonstrate that an electronic structure capable
of displaying SMM behavior is only possible with an np3

electronic configuration. A large number of possible p-block
elements in various monometallic one- and two-coordinate
model geometries were studied. The results show that only
mono-coordinated structures form a good basis for the realiza-
tion of SMMs. While there is nothing fundamental that forbids
two-coordinate structures from being used, all of the two-
coordinate structures are considered either dissociated or lead
to some internal redox reaction of the main-group element that
then lead to an undesirable oxidation state and/or delocaliza-
tion of the spin. The results further show that only in the case
of the heaviest p-block elements the SOC is strong enough to
overcome the CF effects on the npx and npy orbitals. The CF
effects that arise from the metal–ligand interaction are detri-
mental to the magnetic axiality of the ground state that is an
essential requirement for an SMM. The axiality, as measured by
the smallness of the transverse elements of the g tensor
calculated for the ground doublet, increases with increasing
SOC and decreases with increasing CF. In case of the lighter p-
block elements, the SOC is not strong enough to overcome the
negative effects of the CF. Both the SOC and the CF contribute
positively to the effective barrier height Ueff.

Of the 6p elements bismuth in the oxidation state 0 provides
the best starting point for the design of main-group SMMs;
namely, its radioactivity plays no role in its chemistry, and the
electronic structure of its complexes in the zerovalent oxidation
state is not too unstable. Practical realization of SMMs based on
Bi(0) is, however, challenging. Two possible structures with
bulky steric groups protecting the Bi atom were proposed. The
systems show high effective barriers measuring 7285 cm�1 and
7471 cm�1, which are four times as high as the highest barrier
observed on an experimentally characterized SMM.160,161 How-
ever, the magnetic axiality is severely reduced by the interaction
of the steric groups with the Bi atom affording possible slow
relaxation of magnetization most likely only in the presence of
an external magnetic field.

The present work shows that main-group SMMs are plau-
sible and establishes a general framework for their chemical

and electronic structures. The results further show that the
effective barriers of main-group SMMs for the reversal of
magnetization can greatly surpass those of even the best-
performing f-block SMMs. However, the magnetic relaxation
dynamics in SMMs are not determined purely by the effective
barrier,47,54,55,93,169 and their existence can ultimately only be
validated by experiment. Thus, the experimental realization of a
main-group system that functions as an SMM at zero fields is
still an open challenge that needs to be further studied both
from theoretical and experimental points of view.
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H. van Schoot, G. Schreckenbach, J. S. Seldenthuis, M. Seth,
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J. van Tol, A. Mansikkamäki, M. Rouzières, S. Hill,
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