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Carbonless DNA†

Piotr Skurski *abc and Jakub Brzeski ab

Carbonless DNA was designed by replacing all carbon atoms in the standard DNA building blocks with

boron and nitrogen, ensuring isoelectronicity. Electronic structure quantum chemistry methods

(DFT(oB97XD)/aug-cc-pVDZ) were employed to study both the individual building blocks and the larger

carbon-free DNA fragments. The reliability of the results was validated by comparing selected structures

and binding energies using more accurate methods such as MP2, CCSD, and SAPT2+3(CCD)dMP2.

Carbonless analogs of DNA components, including cytosine, thymine, guanine, adenine, and

deoxyribose, were investigated, showing strong resemblance to the carbon-based versions in terms of

spatial structure, polarity, and molecular interaction capabilities. Complementary base pairs of the

carbonless analogs exhibited a similar number and length of hydrogen bonds as those found in their

carbon-containing counterparts, with binding energies for A–T and G–C analogs remaining comparable.

Carbonless DNA fragments containing two and six base pairs were studied, revealing double-helix

structures analogous to natural DNA. Structural parameters such as fragment size, hydrogen bond

lengths, and rise per base pair were consistent with those observed in unmodified DNA. Docking

simulations with a 12 base pair fragment and netropsin as a ligand indicated a slight shift in binding

preference for the carbonless DNA through the minor groove, with an approximate 25% increase in

binding affinity compared to natural DNA.

1. Introduction

Deoxyribonucleic acid (DNA) is the fundamental molecule
responsible for storing and transmitting genetic information
in all known forms of life. Its structure, composed of four
nucleotide bases, a deoxyribose sugar backbone, and phos-
phate groups, is inherently dependent on carbon atoms to
form stable, complex organic frameworks. However, despite
the centrality of carbon in terrestrial biochemistry, there has
been increasing interest in exploring alternative biochemical
structures that do not rely on this element, as the design and
synthesis of carbon-free analogs of biomolecules offer an intri-
guing frontier in the fields of synthetic biology, materials
science, and molecular engineering.1–3

One of the most explored elements in this context is silicon,
which shares similar chemical properties with carbon due to its
position in the same group of the periodic table. This has led to
investigations into the possibility of fully silicon-based biologi-
cal systems where silicon replaces carbon in key structural

roles. Previous studies have examined the potential of silanes
(Si–H bonds) and siloxanes (Si–O bonds) to form stable, silicon-
centered analogs of organic molecules,4,5 though achieving
silicon-based life forms has posed significant challenges. Nota-
bly, the concept of silicon-based amino acids, where carbon
atoms are replaced by silicon, was once explored, highlighting
the potential for alternative biochemistries.6–8 While these
systems have yet to reach the level of complexity or stability
seen in carbon-based biology, they offer valuable insights into
how the substitution of carbon with silicon could give rise to
novel biochemical frameworks.

An alternative approach is to replace carbon atoms with
elements that have one fewer valence electron (boron) or one
more (nitrogen). This becomes possible through the use of so-
called electronic transmutation, which is a concept introduced
by Olson and Boldyrev9 who utilized the isoelectronic
principle10 by proving that an element M with atomic number
Z (i.e., ZM) is expected to undergo a transmutation into Z+1M via
the acquisition of an extra electron. It was demonstrated11–19

that the resulting species (having Z + 1 electrons) possesses the
chemical bonding properties of the neighboring element Z+1M
as if it was put in the place of the transmuted element ZM.
Certainly, the same reasoning can be applied to transform the
element ZM into Z�1M by withdrawing one electron from it.
Returning to the idea of using boron and nitrogen atoms,
earlier studies have shown that the B� anion, being
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isoelectronic with the carbon atom, exhibits the same bonding
pattern in simple compounds.9,11,12 However, these studies
relied on the use of ions, which essentially rendered their
practical application in biological molecules nearly impossible
(for example, the dianion (B2H6)2� shows strong structural
similarities to ethane, but for obvious reasons must be stabi-
lized (neutralized) by the presence of two Li+ ions). Never-
theless, the concept of electronic transmutation to replace
carbon atoms in a given molecule with boron and/or nitrogen
atoms appears promising, provided the ionic character of the
resulting systems is eliminated.

Another compelling reason to explore boron and nitrogen as
substitutes for carbon lies in the well-established ability of
these elements to form structures analogous to carbon-based
frameworks.20–23 For example, boron nitride nanotubes
(BNNTs) are considered structural analogs to carbon nanotubes
(CNTs), sharing similar cylindrical geometry, strength, and
electrical properties.24 However, BNNTs also exhibit unique
characteristics, such as superior thermal stability and electrical
insulation, which make them highly valuable in nanotechnol-
ogy and materials science.25,26 Beyond nanotubes, hexagonal
boron nitride (h-BN), often referred to as ‘‘white graphene’’,
mirrors the layered structure of carbon-based graphene but
possesses distinct chemical resistance and thermal conductiv-
ity properties.27,28 These examples underscore the versatility of
boron and nitrogen in mimicking the behavior of carbon in
various nanostructures while introducing novel properties.
This capability to replicate carbon-based architectures
strengthens the rationale for investigating boron–nitrogen fra-
meworks in biological systems like DNA, where such structural
flexibility could open new avenues in the design of alternative
molecular systems.

Bringing together the two preceding paragraphs raises the
question – what underlies the stability of BN-based systems and
their resemblance to analogous carbon structures, given that,
as mentioned above, electronic transmutation of B and N
atoms to C atoms requires the transformation of these atoms
into B� and N+ ions? The answer seems quite simple: the
simultaneous presence of B�/N+ pairs in a compound creates
the possibility of mimicking pairs of carbon atoms, while
eliminating the issue of the resulting molecule’s ionic char-
acter. In our view, this is precisely what explains the well-known
stability of boron–nitrogen nanotubes and hexagonal boron-
nitride ‘‘graphene’’.

In this context, the concept of a carbon-free DNA system, in
which the carbon atoms in DNA’s building blocks are system-
atically replaced by boron and nitrogen atoms, presents an
unexplored but theoretically plausible innovation. Such a sub-
stitution preserves the electronic structure of DNA through the
creation of isoelectronic systems. Specifically, pairs of boron
and nitrogen atoms can collectively provide the same number
of electrons as pairs of carbon atoms, maintaining the neces-
sary electronic and bonding configurations while altering, at
least to some extent, the chemical properties of the molecule.
The theoretical foundation for this substitution might be
supported by ab initio calculations, which may demonstrate

the feasibility of maintaining structural integrity and function-
ality despite the absence of carbon.

The rationale behind designing carbonless DNA is multi-
faceted. First, from a research perspective, it expands our
understanding of the possible chemical diversity of life and
the potential for alternative biochemistries. Although life as we
know it is carbon-based, the possibility of non-carbon-based
genetic systems opens new avenues for exploring the limits of
molecular biology and synthetic life forms. These investiga-
tions could yield insights into the adaptability of life’s chem-
istry, with implications for the search for extraterrestrial life.
For instance, understanding how genetic information can be
stored and propagated in carbon-free systems might inform the
search for life on planets or moons with environments where
carbon-based life forms could not survive or thrive.

Moreover, carbonless DNA could have practical applications
in materials science and nanotechnology. Boron and nitrogen-
based frameworks exhibit unique chemical and physical prop-
erties compared to their carbon analogs, such as enhanced
thermal stability, resistance to oxidation, and altered electronic
characteristics.29–31 These properties could make carbonless
DNA a candidate for novel biomaterials or nanoscale devices
that require high stability under extreme conditions. Such
systems may also offer advantages in medical or biochemical
applications, where the chemical inertness and biocompatibil-
ity of boron and nitrogen compounds are highly valued. For
example, boron-based drugs are already in use for cancer
therapy,32–34 and integrating boron into genetic systems might
provide novel pathways for targeted drug delivery or gene
therapy.

From an evolutionary biology perspective, designing carbon-
free DNA pushes the boundaries of what constitutes life. The
ability to create stable genetic structures without carbon chal-
lenges the assumption that carbon is a universal building block
of life.35 By experimenting with these alternative biochemis-
tries, scientists can better grasp the full spectrum of life’s
potential molecular foundations and their evolutionary adapt-
ability in diverse environments. Additionally, carbonless DNA
could provide models for developing synthetic life forms or
protocells with tailored properties that do not rely on the
constraints of carbon chemistry.

In summary, the synthesis and theoretical exploration of
carbon-free DNA are not only scientifically novel but also hold
broad implications for understanding biochemical possibilities
beyond carbon. The implications for research, practical appli-
cations in materials science, and synthetic biology make the
design of such systems a compelling field of study.

Therefore, in this contribution, we employ quantum chem-
istry methods to explore the possibility of designing a repre-
sentative fragment of carbon-free DNA. This is achieved by
substituting all carbon-containing DNA building blocks, speci-
fically the four nucleotide bases and deoxyribose, with their
carbonless equivalents, in which carbon atoms have been
replaced by boron and nitrogen atoms. After justifying our
selection of specific isomeric carbonless analogs, we discuss
in detail the formation of complementary base pairs by the
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carbonless counterparts of nucleobases, followed by an exam-
ination of the structure of larger carbonless DNA fragments
and their interaction with a selected ligand. We believe that
this work contributes to an emerging area of molecular
innovation, providing a foundation for future investigations
into the design, synthesis, and potential uses of carbon-free
biomolecules.

2. Methods

The stationary-point structures of cytosine (C), thymine (T),
adenine (A), guanine (G), and D-2-deoxyribose (R), as well as
their corresponding carbonless equivalents (denoted clC, clT,
clA, clG, and clR, respectively) were obtained through density
functional theory (DFT) using the oB97XD long-range-corrected
functional including empirical dispersion corrections36 with
the aug-cc-pVDZ valence basis set.37,38

The equilibrium structures of the A–T and G–C complemen-
tary base pairs, along with their carbonless analogs clA–clT and
clG–clC, were determined at four theoretical levels: (i) using the
oB97XD/aug-cc-pVDZ approach, (ii) applying the second-order
Møller–Plesset perturbation method (MP2)39–41 with the aug-cc-
pVDZ basis set, (iii) utilizing the GFN0-xTB method,42 and (iv)
using the GFN2-xTB method43 (where both GFN0-xTB and
GFN2-xTB are density functional based tight binding (DFTB)
methods).

In all cases studied, the harmonic vibrational frequencies
characterizing the stationary points were evaluated at the same
theoretical level to ensure that the obtained structures corre-
spond to true minima on the potential energy surface.

The base–base binding energies (BEs) for the A–T, G–C,
clA–clT, and clG–clC systems were calculated at the
following computational levels: (i) oB97XD/aug-cc-pVDZ, (ii)
MP2/aug-cc-pVDZ, (iii) CCSD/aug-cc-pVDZ//oB97XD/aug-cc-
pVDZ, (iv) SAPT2+3(CCD)dMP2/aug-cc-pVDZ//oB97XD/aug-cc-
pVDZ, (v) GFN0-xTB, and (vi) GFN2-xTB. Here, CCSD refers
to the coupled cluster method with single and double
substitutions,44–47 while SAPT2+3(CCD)dMP2 represents the
symmetry-adapted perturbation theory methodology as
described below. The notation employed denotes the computa-
tional level used for determining the binding energy (before the
symbol 8) and the computational level used for obtaining the
optimized structure (after the symbol 8). In cases where energy
and geometry were determined at the same theory level, we use
notation without the 8 symbol.

To elucidate the physical nature of the interactions between
the bases comprising the studied complementary pairs, sym-
metry adapted perturbation theory (SAPT)48 calculations were
performed at the highest possible level, SAPT2+3(CCD)dMP2.49–51

This level of SAPT includes second- and third-order terms in the
perturbation expansion, along with coupled-cluster doubles
(CCD) corrections for dispersion effects and dMP2 correction
based on MP2 supermolecular interaction energy. The
SAPT2+3(CCD)dMP2 method has been widely applied to char-
acterize systems with various compositions and interaction

types,52–54 including DNA nucleobase pairs.55 For comparative
purposes, interaction energies calculated at other (less
advanced) SAPT levels, i.e., SAPT2+3(CCD), SAPT2+3dMP2,
SAPT2+3, SAPT2, SAPT0, and sSAPT0 are also reported. All
SAPT calculations were carried out using the PSI4 computa-
tional package (1.9.1 release).56

The oB97XD/aug-cc-pVDZ electron densities of base pairs
were subjected to quantum theory of atoms in molecules
(QTAIM) analysis to determine the potential energy densities
corresponding to bond critical points (BCPs) of intermolecular
hydrogen bonds.57 BCPs are transition states on the electron
density surface, representing minima along the bond path and
maxima in all other directions.58 The energies of hydrogen
bonds (EH-bond) were calculated as the negative of half the
potential energy densities (V(r)) at the corresponding BCPs, as
suggested by Espinosa and coworkers.59 The potential energy
density, V(r), is defined as 0.25r2r(r) � 2G(r), where G(r) is the
Lagrangian kinetic energy density. The QTAIM analysis was
conducted using the Multiwfn (Version 3.8(dev)) software.60

The structures of the carbon-containing and carbonless DNA
fragments comprising two base pairs (GA sequence denoted
DNA(dimer) and clGclA sequence denoted clDNA(dimer)) were
determined using the oB97XD/aug-cc-pVDZ computational
approach, allowing for full relaxation of all variables (i.e., no
geometric parameters were constrained). The structures of the
carbon-containing and carbonless DNA fragments comprising
six base pairs (GATATC sequence denoted DNA(hexamer) and
clGclAclTclAclTclC sequence denoted clDNA(hexamer)) were
obtained through partial geometry optimizations at the
oB97XD/cc-pVDZ theory level. In this case, the geometric para-
meters of the terminal base pairs were ‘‘frozen’’ (to stabilize the
helix), while the geometric variables of the four central base
pairs were optimized. This approach was chosen because these
fragments were artificially ‘‘cut’’ from a double helix, resulting
in a lack of stabilization usually provided by neighboring
helical segments in native DNA. Additionally, during the opti-
mization of the DNA(hexamer) and clDNA(hexamer) structures,
the negatively charged phosphate groups in the phosphate-
deoxyribose backbone were neutralized by H+ cations.

To assess the binding potential of a carbonless DNA chain,
docking simulations were carried out using the docking sub-
module of xTB. The submodule operates in three stages: (i)
interaction site screening, (ii) genetic optimization using a rigid
intermolecular force field (xTB-IFF), and (iii) geometry optimi-
zation using GFN2-xTB. Detailed information on the submodule’s
operation can be found in the work of Plett and Grimme.61 The
equilibrium geometry of netropsin (which was chosen to play the
ligand role) was optimized at the oB97XD/aug-cc-pVDZ level and
then used as the starting point. The structure of the CGCGA-
TATCGCG B-DNA dodecamer (selected as the receptor) was gener-
ated using Chimera (version 1.17.3),62 while the structure of its
carbonless counterpart was obtained using a script developed by
the authors, based on the findings and assumptions described in
the forthcoming parts of the manuscript.

The interaction energies between netropsin and the DNA
fragments (i.e., segments consisting of netropsin and four DNA
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base pairs, crucial for netropsin binding) were calculated,
accounting for basis set superposition error (BSSE), using the
B3LYP-D3BJ63–66/def2-SVP67 level of theory implemented in
ORCA (version 5.0.3).68 The plots of the lowest energy structures
of the complexes comprising netropsin with DNA(tetramer) and
clDNA(tetramer) were generated using VMD software, version
1.9.4a53.69

The molecular electrostatic potential (MEP) maps for GA
DNA dimer and GATATC DNA hexamer and their carbonless
counterparts were generated by projecting the electrostatic
potential onto electron density isosurfaces (0.01 a.u.), as
obtained from oB97XD/cc-pVDZ calculations.

The bond orders were evaluated (using oB97XD/aug-cc-
pVDZ electron densities) by the natural bond orbital (NBO)
analysis scheme70–73 employing the NBO 7.0 software.74

All remaining quantum chemical calculations, particularly
those related to structure optimization and the determination
of harmonic vibrational frequencies, were performed using the
GAUSSIAN16 (Rev. C.01) program suite.75

3. Results
3.1. Design of the carbonless DNA

We begin our discussion by explaining our motivations for the
design of carbonless DNA, particularly by outlining the assump-
tions we adopted and providing a detailed description of the
design and testing (verification) of the individual molecular
fragments that comprise the target system.

3.1.1. Preliminary assumptions. Our concept for designing
a carbonless DNA structure is based on replacing all carbon
atoms with other atoms while maintaining the molecular
structure’s greatest possible resemblance to the original
carbon-containing DNA. This resemblance is to be understood
both in a molecular sense (spatial structure) and a physico-
chemical sense (properties such as polarity and interaction
capabilities with other molecules). Therefore, constructing
carbonless DNA as an isoelectronic system with an unmodified,
carbon-containing DNA (having the same sequence of canoni-
cal nucleotide bases) appears to be a natural approach. To
maintain control over the modifications, we decided to inde-
pendently construct carbonless equivalents of all DNA compo-
nents (e.g., cytosine (C), thymine (T), guanine (G), adenine (A),
and deoxyribose (R)), verify their similarity to the original
(unmodified) molecules, and then construct the carbonless
DNA using these equivalents.

Adopting isoelectronicity as a sine qua non condition natu-
rally limits the possibilities for designing carbonless DNA.
However, even with this limitation, numerous potential options
for realization remain. To simplify this process, we arbitrarily
chose to replace any even number 2n of carbon atoms with n
boron atoms and n nitrogen atoms. This procedure preserves
both the number of atoms and the total number of electrons in
the system. Nevertheless, since all DNA components (except for
cytosine) contain an odd number (2n + 1) of carbon atoms, we
had to add one hydrogen atom (when replacing 2n + 1 carbon

atoms with n + 1 boron atoms and n nitrogen atoms) or remove
one hydrogen atom (when replacing 2n + 1 carbon atoms with n
boron atoms and n + 1 nitrogen atoms) to maintain isoelec-
tronicity. In the case of specific DNA components containing an
odd number of carbon atoms, for three of them (thymine,
adenine, guanine), we applied the strategy of replacing 2n + 1
carbon atoms with n + 1 boron atoms and n nitrogen atoms,
accompanied by the addition of one hydrogen atom, whereas
for one component (2-deoxyribose), we opted to introduce n
boron atoms, n + 1 nitrogen atoms, and remove one hydrogen
atom. The strategic placement of a single hydrogen atom in the
carbonless DNA model was guided by two key considerations.
First, the choice of the specific site for hydrogen addition
aimed to select the most stable isomer of the modified DNA
component. Second, the placement avoided positions involved
in the formation of intercomponent bonds within the DNA
structure, ensuring that the fundamental architecture of the
molecule remained unaltered. Nevertheless, it is important to
note that the addition of this hydrogen atom plays a critical role
in stabilizing the electronic structure of the carbonless DNA. By
satisfying valency requirements at the selected site, the hydro-
gen atom prevents the formation of reactive radicals, thereby
reducing the susceptibility of the molecule to hydrolytic or
oxidative damage. As revealed by earlier studies, the substitu-
tion of specific atoms within DNA components was shown to
significantly affect the stability and reactivity of the molecule by
modulating the electronic environment and conformational
preferences.76 Additionally, it was observed that such modifica-
tions can reduce the formation of reactive intermediates,
thereby minimizing molecular hotspots prone to undesired
reactions.77 These findings underscore the importance of pre-
cise atomic modifications in achieving a balance between
reactivity control and structural stability.

Building on these insights, our approach incorporates the
targeted addition of a hydrogen atom to mitigate potential
hotspots of reactivity, ensuring a stable electronic environment
for the carbonless DNA model. By carefully balancing chemical
stability with functional preservation, this design contributes to
advancing the understanding and application of carbonless
nucleic acids in molecular research.

The specific design of the carbonless equivalents of cytosine,
thymine, adenine, guanine, and deoxyribose are detailed in
subsequent sections. However, it is important to note that the
addition or removal of a single hydrogen atom in a given
fragment was carried out at a site that is not involved in
forming hydrogen bonds related to base pair formation, nor
does it significantly impact the formation of covalent bonds
connecting the fragment to the rest of the DNA. This approach
aims to preserve the functional role of each fragment within the
overall DNA structure.

3.1.2. Design of carbonless cytosine (clC). The isolated
cytosine molecule (C4H5N3O) contains an even number of
carbon atoms (4), allowing their replacement with two boron
atoms and two nitrogen atoms. This results in the carbonless
equivalent B2H5N5O, which is isoelectronic with cytosine. The
procedure for replacing C atoms with B and N (i.e., the design
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of the carbonless equivalent of cytosine, clC) was carried out by
retaining the nitrogen and oxygen atoms in their original
positions within the cytosine molecule, while considering all
possible isomers formed by replacing the four carbon atoms in
the ring (positions 2, 4, 5, 6) with two boron atoms and two
nitrogen atoms. This leads to 6 isomers, as shown in Fig. 1.

Geometry optimization performed independently for each of
these 6 isomers revealed that only one (labeled 1 in Fig. 1)
preserves the planarity of the six-membered ring, while in the
other cases (isomers 2–6), the resulting structures exhibit either
a broken ring (isomer 3), a slightly deformed (non-planar)
ring (isomers 4 and 6), or a severely deformed ring with
deviations from planarity on the order of 20–301 (isomers 2
and 5), see Fig. S1 in ESI.† Additionally, our calculations
showed that isomer 1 is the lowest energy isomer among

all considered isomers, whereas the relative energies of isomers
2–6 exceed 30 kcal mol�1.

Isomer 1 corresponds to a planar structure with Cs symme-
try, similar to the unmodified cytosine molecule. The hydrogen
atom attached to the nitrogen at position 1 of the ring is tilted
towards the oxygen atom, forming an HNN bond angle of
109.071. Notably, there is also a slight slant in the amino group,
with its nitrogen forming an angle of 116.451 with the boron
and nitrogen atoms at positions 4 and 5, respectively. The
polarity of isomer 1 (|~m| = 4.711 D) is comparable to, though
slightly less than, the polarity of the unmodified cytosine
molecule (|~m| = 6.755 D, as calculated at the same theory level).

In light of these results, we conclude that isomer 1 of the
B2H5N5O molecule, whose geometric structure and bond orders
(derived from NBO population analysis) are presented in Fig. 1,
is a suitable carbonless equivalent of cytosine, which we will
refer to as clC in this work.

3.1.3. Design of carbonless thymine (clT). Since the iso-
lated thymine molecule (C5H6N2O2) contains an odd number of
carbon atoms, replacing them with boron and nitrogen atoms
requires the addition or removal of a hydrogen atom to create a
carbonless thymine molecule (clT) that is isoelectronic with the
unmodified thymine molecule (T). In this case, we decided to
replace the five carbon atoms in thymine with three boron
atoms and two nitrogen atoms, necessitating the addition of
one hydrogen atom. An important decision was where to attach
this additional hydrogen atom. It was impossible to attach
hydrogen to a B or N atom replacing the methyl group carbon
(as it would result in a pentavalent atom), and attaching
hydrogen to any C or N atom in the ring would likely create a
quasi-tetrahedral configuration, distorting the ring from pla-
narity. Thus, the only feasible option was to attach the hydro-
gen atom to one of the two oxygen atoms in the structure. Given
that one oxygen atom (attached to the ring at position 4, see
Fig. 2) is involved in forming a hydrogen bond related to base
pair formation in DNA, the only viable option was to attach the
additional hydrogen atom to the oxygen atom connected to the
ring at position 2.

The resulting molecule, with the B3H7N4O2 formula, has
10 structural isomers (assuming the two nitrogen atoms in
unmodified thymine remain at positions 1 and 3 in the ring).
Geometry optimization of these 10 isomeric structures (labeled
1–10 in Fig. 2) revealed that only four of them (isomers labeled
1, 4, 6, and 7) maintain the planarity of the six-membered ring,
whereas the others either have a broken ring (isomers 2 and 3)
or a significantly deformed ring (isomers 5 and 8–10), see
Fig. S2 in ESI.† Among the planar ring isomers, the lowest
energy structure is isomer 1, while the energies of isomers 4, 6,
and 7 are higher by 9–82 kcal mol�1. Additionally, the polarity
of isomers 4, 6, and 7 (manifested by their dipole moments |~m|
spanning the 9.518–11.994 D range) is significantly higher than
that of isomer 1 (4.343 D).

The equilibrium structure of isomer 1 of the B3H7N4O2

molecule exhibits Cs symmetry, with the symmetry plane
encompassing all atoms except the two hydrogen atoms of
the NH3 group attached to the ring (see Fig. 2, which also

Fig. 1 Cytosine (C), isomers 1–6 of carbonless cytosine, and the equili-
brium structure of the chosen cytosine equivalent (isomer 1), clC.
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shows the bond orders in 1, derived from NBO population
analysis). The six-membered ring in isomer 1 forms an almost
perfect hexagon, with deviations from the 1201 valence bond
angles not exceeding 61. Furthermore, the polarity of isomer 1
(|~m| = 4.343 D) is very close to that of the unmodified thymine
molecule (|~m| = 4.478 D, as calculated at the same theory level).
Therefore, given that isomer 1 corresponds to the lowest energy
structure and has similar polarity to thymine, we conclude that
it is the appropriate carbonless equivalent of thymine, which
we will refer to as clT (carbonless thymine) in this work.

3.1.4. Design of carbonless adenine (clA). The adenine
molecule (C5H5N5), despite being a purine nucleobase and
consisting of two fused rings (pyrimidine and imidazole),
contains the same number (five) of carbon atoms as thymine.
Therefore, we applied an analogous procedure of replacing

these carbon atoms with three boron atoms and two nitrogen
atoms, while adding an additional hydrogen atom to make the
resulting molecule isoelectronic with unmodified adenine.
Regarding the position for attaching the additional hydrogen,
only the heterocyclic nitrogen atoms in positions 3 and 7 were
considered (see Fig. 3), because attaching hydrogen to the
nitrogen in position 1 would disrupt the ability to form a
complementary base pair, and attaching it to other ring posi-
tions would create an atom with four substituents, likely
distorting the rings from planarity.

Since there are 10 structural isomers of the B3H6N7 molecule
with a hydrogen atom attached at position 3, and 10 analogous
isomers with a hydrogen atom attached at position 7, we
performed geometry optimizations for all these 20 isomers. It
turned out that the global minimum corresponds to one of the

Fig. 2 Thymine (T), isomers 1–10 of carbonless thymine, and the equilibrium structure of the chosen thymine equivalent (isomer 1), clT.
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isomers with a hydrogen atom attached to the imidazole ring
(position 7). In Fig. 3, we present only the isomers with a
hydrogen atom in position 7 (see structures 1–10) because the
structures with a hydrogen atom in position 3 (referred to in
this section as 10–100, respectively) are analogous in terms of
the arrangement of B and N atoms in the rings.

Geometry optimization for each structure showed that iso-
mers 3, 6, 7, 8, 50, and 90 have significantly deformed rings,
while the rings of isomers 2, 10, 20, 40, and 100 are less
deformed (with deviations from the 1201 valence bond angles
not exceeding 91), see Fig. S3 in ESI.† The structures 1, 4, 5, 9,
10, 30, 60, 70, and 80 possess planar rings, making them the only
isomers suitable for consideration as the carbonless equivalent
of adenine. Furthermore, we found that isomer 1 corresponds
to the global minimum, while the relative energies of systems
2–10 and 10–100 span the 58–148 and 24–149 kcal mol�1 range,
respectively, indicating that isomer 1 is the most appropriate
candidate.

Isomer 1 has a planar structure (Cs symmetry), encompass-
ing both rings and the amino group. Due to the presence of
three nitrogen atoms in positions 1, 2, and 3, the pyrimidine

ring in isomer 1’s structure does not correspond to a perfect
hexagon. Aside from this difference, isomer 1 structurally
resembles unmodified adenine. Its polarity, indicated by a
dipole moment of 1.654 D, is also close to that of adenine
(|~m| = 2.424 D, as predicted at the same theory level).

Therefore, we conclude that isomer 1, whose equilibrium
structure and bond orders derived from NBO population ana-
lysis are shown in Fig. 3, is the appropriate carbonless equiva-
lent of adenine, which we will refer to as clA (carbonless
adenine) in this work.

3.1.5. Design of carbonless guanine (clG). The guanine
molecule (C5H5N5O), similarly to adenine, contains an odd
number of five carbon atoms in its fused imidazole and
pyrimidine rings (see Fig. 4). Therefore, we applied an analo-
gous procedure to replace these five carbon atoms with three
boron atoms and two nitrogen atoms, necessitating the addi-
tion of one hydrogen atom to ensure the designed molecule is
isoelectronic with unmodified guanine. This additional hydro-
gen atom can only be placed at position 3 or 7 of the structure,
as attaching it to the oxygen atom could disrupt the formation
of a complementary base pair, and adding it to other ring

Fig. 3 Adenine (A), isomers 1–10 of carbonless adenine, and the equilibrium structure of the chosen adenine equivalent (isomer 1), clA.
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positions would create an atom with four substituents, likely
deforming the rings from planarity.

Attaching the hydrogen atom to either position 3 or 7 leads
to 10 analogous isomers differing in the location of B and N
atoms in the molecular structure, resulting in a total of 20
isomeric systems. Our calculations showed that the global
minimum corresponds to one of the isomers with the hydrogen
atom attached to the pyrimidine ring (position 3). However, this
isomer exhibits excessively high polarity (|~m| = 11.990 D)
compared to the unmodified guanine molecule (|~m| = 6.680
D, as calculated at the same theory level) and a different dipole
moment vector orientation, and therefore cannot serve as a
carbonless equivalent of G. Since the requirement of similar
polarity for the carbonless equivalent must be met according to
our assumption, we selected the isomer with the additional
hydrogen atom attached at position 7 (i.e., to the imidazole
ring), which features a planar structure of fused rings and
polarity similar to the unmodified guanine molecule (see
structure labeled 1 in Fig. 4).

Thus, in Fig. 4, we present the isomers with hydrogen
attached at position 7 (see structures labeled 1–10). The analo-
gous isomers with hydrogen connected to the pyrimidine ring
(position 3) are not shown in the figure but have the same

arrangement of B and N atoms in their structures (referred to in
this discussion as structures 10–100).

Geometry optimizations performed for each of these 20
structures revealed that the rings in isomers 8, 50, and 80 are
broken, while the rings in isomers 5, 9, 10, 10, 20, 30, 70, and 100

are deformed from planarity. The rings in the remaining
isomeric structures (i.e., 1, 2, 3, 4, 6, 7, 40, 60, and 90) are planar,
making these structures potential candidates for being the
carbonless equivalent of guanine, see Fig. S4 in ESI.† It turned
out, however, that among these listed isomers exhibiting a
planar structure of fused rings, only the isomer labeled 1 in
Fig. 4 shows similar polarity (|~m| = 7.823 D) to unmodified
guanine and almost identical orientation and direction of the
dipole moment vector. Isomer 1 exhibits, as mentioned, simi-
larities to unmodified guanine, which include a planar struc-
ture of fused rings, a slight displacement of the oxygen atom
towards the nitrogen atom at position 1, a non-planar (pyrami-
dal) structure of the amino group attached to the pyrimidine
ring at position 2, and most importantly, similar polarity and
orientation of the dipole moment vector. According to NBO
population analysis, the oxygen atom in isomer 1 is double-
bonded to the nitrogen atom at position 6 (the bond orders of
the remaining bonds are marked in Fig. 4). Due to these

Fig. 4 Guanine (G), isomers 1–10 of carbonless guanine, and the equilibrium structure of the chosen guanine equivalent (isomer 1), clG.
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mentioned similarities to unmodified guanine, we determined
that isomer 1 (see Fig. 4 for its equilibrium geometry) repre-
sents the appropriate carbonless equivalent of guanine, which
we will refer to as clG in this work.

3.1.6. Design of carbonless D-2-deoxyribose (clR). In addi-
tion to the C, T, A, and G nucleobases, another carbon-
containing building block of DNA is 2-deoxyribose (C5H10O4).
To find a carbonless equivalent of this molecule, we need to
replace the five carbon atoms with boron and nitrogen atoms,
similar to the procedure we used for C, T, A, and G. However,
applying the exact same strategy (replacing five carbon atoms
with three boron atoms and two nitrogen atoms and adding
one hydrogen atom) would not be suitable for 2-deoxyribose, as
it would result in a boron or nitrogen atom having five
substituents in the resulting system. Additionally, adding
hydrogen to the oxygen atom in the ring could significantly
affect the structure and properties of the molecule. Moreover,
attaching hydrogen to the oxygen atom of the terminal hydroxyl
group is not feasible since, in the DNA structure, this atom is
part of the phosphate group.

Therefore, we decided to replace five carbon atoms with two
boron atoms and three nitrogen atoms while simultaneously
removing one hydrogen atom. The resulting molecule,
B2H9N3O4, is isoelectronic with 2-deoxyribose. We chose to
remove the hydrogen atom attached at position 5 (see Fig. 5)
to maintain the number of substituents on each ring atom.

The described procedure results in 10 isomeric
structures, presented in Fig. 5. Geometry optimizations per-
formed for each of these structures revealed that the five-
membered ring maintains its integrity only in the cases of
isomers 1 and 4. In the other cases (isomers 2, 3, 5–10),
the local energy minimum corresponds to structures with
a broken ring. Additionally, we found that the global
minimum corresponds to isomer 1, while the energies
of isomers 2–10 are higher by 11–162 kcal mol�1 compared to
this isomer.

Isomer 1 exhibits a five-membered ring conformation ana-
logous to that of unmodified deoxyribose, as seen in Fig. 6,
resulting in a nearly identical arrangement of substituents
attached to the ring. The only differences observed when
comparing the equilibrium structures of deoxyribose and iso-
mer 1 are in the slightly different orientations of the hydrogen
atoms in the hydroxyl groups attached at positions 3 and 5 (see
Fig. 5 for atom numbering). This is due to the relatively free
rotation around the single bonds connecting the oxygen atoms
to the atoms in these positions and should not affect the
properties of the system. The polarity of isomer 1 (manifested
by its dipole moment of 5.416 D) is also close to that of 2-
deoxyribose (|~m| = 4.720 D).

Therefore, we conclude that isomer 1 is an appropriate
carbonless equivalent of deoxyribose (which we will refer to
as clR in this work).

Fig. 5 2-Deoxyribose and 1–10 isomers of its carbonless equivalent. Structure 1 corresponds to the most stable isomer chosen as carbonless
deoxyribose equivalent (clR).
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3.2. Properties of the carbonless DNA (clDNA)

Having discussed carbonless equivalents of nucleobases and
deoxyribose, we now move on to the examination of larger
structures formed by these DNA building blocks. In this sec-
tion, we will first explore the formation of complementary base
pairs by carbonless equivalents of nucleobases and compare
them with analogous complementary pairs formed by unmodi-
fied A, T, G, and C. Next, we will analyze the shortest possible
DNA sequence formed by the previously described carbonless
equivalents of nucleobases (clA, clT, clG, and clC), that is, a
sequence containing only two pairs of complementary bases,
comparing it with an analogous sequence formed by unmodi-
fied bases. Subsequently, we will discuss the helical structure of
a selected DNA fragment, once again, formed by carbonless
equivalents of DNA building blocks as well as their unmodified

counterparts containing carbon atoms. Finally, we will address
the interaction between the carbonless and carbon-containing
DNA fragments with a selected ligand.

3.2.1. Base pair formation with carbonless nucleobase
equivalents. One of the most crucial structural roles played by
nucleobases within the DNA structure is the formation of
complementary pairs. Therefore, it is essential to verify the
ability of carbonless equivalents of DNA, namely clA, clT, clG,
and clC (described in previous sections), to form analogous
pairs. In order to achieve this, we determined the equilibrium
structures of the clA–clT and clG–clC systems and compared
them with the structures of the corresponding A–T and G–C
systems. The calculations aimed to determine the mole-
cular structures were performed at four different theoretical
levels, specifically using the oB97XD/aug-cc-pVDZ approach
applied during the design of the carbonless equivalents, as
well as using a reliable ab initio method, MP2 (with the same
basis set, aug-cc-pVDZ), which partially accounts for electron
correlation effects. Additionally, to assess whether simpler
computational techniques under the density functional based
tight binding (DFTB) methods provide relatively reasonable
results in this case, we employed the GFN0-xTB and GFN2-
xTB methods (as confirming the applicability of DFTB methods
would enable the efficient study of even very large structures
of this type due to the low computational cost of DFTB
techniques). In comparing complementary base pairs
formed by unmodified molecules and their carbonless counter-
parts, we focus on the overall structure of the system, the
number and length of intermolecular hydrogen bonds, the
energy of each of these hydrogen bonds, and the base–base
binding energy.

The equilibrium structures of the A–T, G–C, clA–clT, and
clG–clC pairs shown in Fig. 7 exhibit significant similarities
between the carbonless systems and the systems containing
carbon atoms. These similarities include the mutual orienta-
tion of the molecules in a given complementary pair, the

Fig. 6 Equilibrium structures of 2-deoxyribose and its lowest energy
carbonless equivalent (isomer 1, clR).

Fig. 7 Equilibrium structures (determined at the oB97XD/aug-cc-pVDZ theory level) of A–T and G–C complementary pairs and their clA–clT and clG–
clC carbonless analogs.
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planarity of all single and fused rings, and the number of
intermolecular hydrogen bonds formed.

A more detailed analysis of the mentioned intermolecular
hydrogen bonds, however, reveals some minor differences. In
relation to the clG–clC and G–C pairs, we found that three
bonds in the clG–clC pair are very similar to those in the G–C
pair (the maximum difference does not exceed 0.036 Å). In
particular, the hydrogen bond involving the oxygen atom of the
clC molecule, labeled as (clG)NH� � �O(clC) in Table 1, is longer
than the corresponding bond in the G–C pair by 0.036 Å, the
(clG)O� � �HN(clC) bond in clG–clC is shorter by 0.021 Å com-
pared to its counterpart in G–C, whereas the (clG)NH� � �N(clC)
bond in clG–clC and the analogous NH� � �N bond in G–C are
nearly identical (differing by 0.003 Å), cf. oB97XD results in
Table 1. When comparing the clA–clT and A–T pairs, we found
that the (clA)N� � �HN(clT) bond is longer than the (A)N� � �HN(T)
bond by 0.038 Å, while the (clA)NH� � �O(clT) bond is longer than
its counterpart in the A–T pair by 0.246 Å. Thus, we conclude
that the lengths of hydrogen bonds in carbonless base pairs are
comparable to or slightly longer than those in the corres-
ponding unmodified base pairs, yet these differences are very
small, except for one case of the hydrogen bond involving the
oxygen atom in thymine (or its carbonless equivalent) where the
difference is nearly 0.25 Å. The larger length of intermolecular
hydrogen bonds in the complementary clA–clT and clG–clC
pairs compared to the A–T and G–C pairs, respectively,
indicates that the base–base binding energies may be slightly
lower for the former pairs than for the latter, particularly
concerning clA–clT vs. A–T.

Indeed, the base–base binding energies (BEs) presented in
Table 2 confirm these initial predictions made based on
structural considerations. Specifically, the BE values obtained
for G–C using DFT(oB97XD), MP2, and CCSD methods are very
similar to those determined for clG–clC (the differences do not
exceed 0.5 kcal mol�1). On the other hand, the binding energies
predicted by these three methods for A–T are slightly (by about
2–3 kcal mol�1) higher than the BE values obtained for clA–clT.
Comparable BE values were obtained for the aforementioned
base pairs using the symmetry-adapted perturbation theory
(SAPT) methodology (in this case, in Table 2, we present the

BE values as the interaction energies taken with the opposite
sign derived from the energy decomposition analysis, details of
which are discussed in the following paragraphs of this
section).

Furthermore, the application of the QTAIM model based on
electron density distribution allowed us to determine the
energy of individual hydrogen bonds in the studied nucleobase
pairs (see the obtained values presented in Fig. 8).

The individual hydrogen bond energies (EH-bond) for the A–T,
G–C, clA–clT, and clG–clC systems predicted using the QTAIM
model are consistent with the differences in H-bond lengths
listed in Table 1. For the corresponding A–T and clA–clT pairs,
the (A)NH� � �O(T) bond is stronger than the (clA)NH� � �O(clT)
bond by 2.9 kcal mol�1, which corresponds to the longer bond
length in clA–clT by 0.246 Å. Similarly, the (A)N� � �HN(T) bond is
stronger than the (clA)N� � �HN(clT) bond by 1.1 kcal mol�1,
reflecting the longer bond length in clA–clT by 0.038 Å, as
shown in Fig. 8 and Table 1. The resulting difference in base–
base binding energy (A–T vs. clA–clT) of 4 kcal mol�1 is partially
compensated by a stronger stabilizing interaction (resembling
an additional hydrogen bond) in clA–clT between the
hydrogen atom at position 2 of the clA pyrimidine ring and
the oxygen atom in clT, compared to the unmodified A–T pair.
According to the QTAIM model, this stabilization is stronger by
1.8 kcal mol�1 in clA–clT compared to A–T (these EH-bond values
are not indicated in Fig. 8). Consequently, the QTAIM model

Table 1 Lengths of hydrogen bonds (r in Å) predicted for unmodified A–T and G–C complementary base pairs and their carbonless counterparts clA–
clT and clG–clC

Base pair

H-bond lengths

oB97XDa MP2a GFN2-xTB

A–T r[(A)NH� � �O(T)] = 1.889 r[(A)NH� � �O(T)] = 1.896 r[(A)NH� � �O(T)] = 1.789
r[(A)N� � �HN(T)] = 1.773 r[(A)N� � �HN(T)] = 1.755 r[(A)N� � �HN(T)] = 1.623

clA–clT r[(clA)NH� � �O(clT)] = 2.135 r[(clA)NH� � �O(clT)] = 2.114 r[(clA)NH� � �O(clT)] = 1.991
r[(clA)N� � �HN(clT)] = 1.811 r[(clA)N� � �HN(clT)] = 1.783 r[(clA)N� � �HN(clT)] = 1.737

G–C r[(G)O� � �HN(C)] = 1.726 r[(G)O� � �HN(C)] = 1.723 r[(G)O� � �HN(C)] = 1.637
r[(G)NH� � �N(C)] = 1.875 r[(G)NH� � �N(C)] = 1.876 r[(G)NH� � �N(C)] = 1.781
r[(G)NH� � �O(C)] = 1.872 r[(G)NH� � �O(C)] = 1.871 r[(G)NH� � �O(C)] = 1.778

clG–clC r[(clG)O� � �HN(clC)] = 1.705 r[(clG)O� � �HN(clC)] = 1.707 r[(clG)O� � �HN(clC)] = 1.612
r[(clG)NH� � �N(clC)] = 1.878 r[(clG)NH� � �N(clC)] = 1.837 r[(clG)NH� � �N(clC)] = 1.811
r[(clG)NH� � �O(clC)] = 1.908 r[(clG)NH� � �O(clC)] = 1.935 r[(clG)NH� � �O(clC)] = 1.769

a Structures obtained using the aug-cc-pVDZ basis set.

Table 2 Base–base binding energies (BE in kcal mol�1) predicted for
unmodified A–T and G–C complementary base pairs and their carbonless
counterparts clA–clT and clG–clC

Base pair

Binding energy

oB97XDa MP2b CCSDc BE(SAPT)d GFN0-xTBe GFN2-xTBf

A–T 16.6 17.7 16.0 15.7 18.2 16.1
clA–clT 14.0 16.2 14.3 13.7 18.2 12.4
G–C 30.6 30.3 28.8 31.1 29.0 29.2
clG–clC 30.2 30.8 29.1 32.5 28.7 27.8

a oB97XD/aug-cc-pVDZ results. b MP2/aug-cc-pVDZ results. c CCSD/
aug-cc-pVDZ//oB97XD/aug-cc-pVDZ results. d SAPT2+3(CCD)dMP2/aug-
cc-pVDZ//oB97XD/aug-cc-pVDZ results. e GFN0-xTB results. f GFN2-
xTB results.
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predicts the overall base–base binding energy in A–T to be
about 2 kcal mol�1 higher than in clA–clT, aligning with the BE
values determined by DFT(oB97XD), MP2, and CCSD methods
shown in Table 2.

Regarding the QTAIM-predicted EH-bond values in G–C and
clG–clC pairs, we found nearly identical energies for the
(G)NH� � �N(C) and (clG)NH� � �N(clC) bonds (7.3 kcal mol�1),
consistent with the almost identical bond lengths (differing
by 0.003 Å). Additionally, the (G)NH� � �O(C) bond energy is 0.5
kcal mol�1 higher than that of (clG)NH� � �O(clC), while the
(G)O� � �HN(C) bond energy is 0.9 kcal mol�1 lower than that
of (clG)O� � �HN(clC). This corresponds to the elongation (by
0.036 Å) of the first bond and the shortening (by 0.021 Å) of the
second when transitioning from the unmodified to the carbon-
less base pairs (see Fig. 8 and Table 1). Consequently, the
QTAIM model predictions lead to nearly identical (within
0.5 kcal mol�1) base–base binding energies for G–C and clG–
clC pairs, consistent with the BE values determined by oB97XD,
MP2, and CCSD methods presented in Table 2.

The SAPT2+(3)(CCD)dMP2/aug-cc-pVDZ interaction energies
presented in Table 3 demonstrate that the SAPT-calculated
interaction energies are consistent with those obtained using
other methods (oB97XD, MP2, CCSD or GFN2-xTB). The
SAPT2+(3)(CCD)dMP2 interaction energy calculated for A–T is

2.01 kcal mol�1 higher than that determined for clA–clT. In
contrast, the interaction energy between the nucleobases in G–
C is 1.46 kcal mol�1 lower than that determined for clG–clC.
Regarding individual contributions to the total interaction
energies, it can be concluded that there are only slight differ-
ences between the regular and carbonless base pairs. Specifi-
cally, for the A–T/clA–clT pairs, all components of the total
interaction energy, i.e., electrostatics, induction, dispersion,
and exchange, are calculated to be higher for the A–T pair.
Conversely, for the G–C/clG–clC pairs, the carbonless pair (clG–
clC) exhibits stronger interactions across all contributions. The
largest difference, 5.62 kcal mol�1, is observed in the exchange
interaction, indicating that the A–T pair experiences greater
repulsion via this interaction compared to clA–clT. Interest-
ingly, when the percentage contribution of each interaction to
the total energy is considered, the intermolecular interactions
within A–T/clA–clT as well as G–C/clG–clC pairs are very similar
in nature. Overall, regardless of the complementary pair con-
sidered, the most significant attractive interactions are: electro-
statics c induction 4 dispersion.

Our results are in agreement with those obtained by Kuma-
wat and Sherill, who found the interaction energies of A–T and
G–C calculated at the SAPT2+(3)(CCD)dMP2/aug-cc-pVTZ level
on B3LYP-D3(BJ)/aug-cc-pVDZ geometries to be �16.87 and

Fig. 8 Hydrogen bond energies (in kcal mol�1) determined for A–T and G–C complementary pairs and their clA–clT and clG–clC carbonless analogues
using the QTAIM model.

Table 3 Total SAPT2+3(CCD)dMP2 interaction energy (in kcal mol�1), individual contributions to that energy (in kcal mol�1) as well as the corresponding
percentage contributions

Base pair SAPT2+3(CCD)dMP2 Electostatics Induction Dispersion Exchange

A–T �15.72 �29.46 (32.4%) �12.79 (14.1%) �11.03 (12.1%) 37.56 (41.3%)
clA–clT �13.71 �25.74 (33.2%) �9.42 (12.1%) �10.48 (13.5%) 31.94 (41.2%)
G–C �31.07 �45.99 (34.8%) �21.57 (16.3%) �14.12 (10.7%) 50.62 (38.3%)
clG–clC �32.53 �47.39 (34.6%) �22.99 (16.8%) �14.30 (10.5%) 52.15 (38.1%)

Paper PCCP

Pu
bl

is
he

d 
on

 0
3 

Ja
nu

ar
y 

20
25

. D
ow

nl
oa

de
d 

on
 1

/1
3/

20
26

 1
0:

23
:4

4 
A

M
. 

View Article Online

https://doi.org/10.1039/d4cp04410j


This journal is © the Owner Societies 2025 Phys. Chem. Chem. Phys., 2025, 27, 2343–2362 |  2355

�32.82 kcal mol�1, respectively (the interaction energies
obtained by us differ from those of Kumawat and Sherrill by
1.15 and 1.75 kcal mol�1 for A–T and G–C respectively).55

The values of SAPT interaction energies obtained at levels of
theory lower than SAPT2+3(CCD)dMP2 are collected in Table 4.
From this table, it can be concluded that: (i) SAPT2+3(CCD),
SAPT2+3dMP2, and SAPT2, while being less computationally
demanding, produce results that on average differ by no more
than 1 kcal mol�1 from SAPT2+3(CCD)dMP2; (ii) SAPT2+3dMP2

interaction energies are closer to SAPT2+3(CCD)dMP2 than to
SAPT2+3(CCD), indicating that the dMP2 correction is more
critical than the CCSD in studied case; (iii) SAPT2+3 calcula-
tions, with an average error of 1.36 kcal mol�1, yield results of
moderate quality for the systems considered; and (iv) SAPT0
and sSAPT0 proved unreliable for the studied systems.

It is also worth noting that the computational approach
oB97XD/aug-cc-pVDZ used to calculate the base–base binding
energy proved to be reliable, as very similar BE values (within 2
kcal mol�1) were obtained based on electronic energies refined
with the CCSD method. Furthermore, the reliability of the
DFT(oB97XD) approach in determining structures (as well as
in calculating binding energies) was confirmed by results
obtained using the MP2 method with the same basis set (see
Tables 1 and 2). Last but not least, it is noteworthy that even the
simplified computational approaches GFN0-xTB and GFN2-xTB yield
results in these cases that are consistent with the results of
DFT(oB97XD) and MP2, both in terms of structure (Table 1) and
predicted binding energies (Table 2). Particularly notable are the
results from the GFN0-xTB approach, which are close to the oB97XD
results (yet the difference in binding energies for A–T vs. clA–clT is
not as well reproduced). This suggests the potential effectiveness of
the GFN0-xTB and GFN2-xTB methods for larger structures contain-
ing A–T and G–C pairs as well as clA–clT and clG–clC pairs.

Summarizing the observations regarding the formation of
complementary pairs by carbonless equivalents of nucleobases,
we conclude that they form analogous structures to A–T and G–
C, maintaining the planar arrangement of all rings and the
number of intermolecular hydrogen bonds. However, in the
clA–clT and clG–clC pairs, the hydrogen bonds are slightly
longer compared to A–T and G–C, respectively, which results
in lower base–base binding energies, particularly noticeable in
the clA–clT pair. This may lead to slightly lower stability of the
carbonless DNA structure compared to the corresponding
unmodified DNA structure (which will be discussed in the
following sections).

3.2.2. Structure of the carbonless DNA fragment contain-
ing two base pairs. The next step in our research involved
comparing molecular systems containing two nucleobase pairs,

which together represent a fragment of the DNA structure
(referred to here as DNA(dimer)). The unmodified fragment,
which contains carbon atoms, consists of complementary A–T
and G–C base pairs linked by a phosphate-deoxyribose back-
bone. In contrast, the carbonless DNA fragment (referred to
here as clDNA(dimer)) contains all of these building blocks in
their previously discussed carbonless forms. Geometry optimi-
zation for both systems allowed for the relaxation of all vari-
ables (i.e., no geometric parameters were frozen).

Even a preliminary comparison of the resulting DNA(dimer)
and clDNA(dimer) structures (shown in Fig. 9) reveals that they
are very similar. Specifically, it can be concluded that (i) in both
cases, the complementary bases are paired, (ii) the A–T and clA–
clT pairs are linked by two hydrogen bonds, (iii) the G–C and
clG–clC pairs are joined by three hydrogen bonds, (iv) the
complementary base pairs A–T, G–C, clA–clT, and clG–clC form
approximately planar structures, (v) the planes defined by A–T
and G–C are roughly parallel, with the same orientation
observed for clA–clT and clG–clC, and (vi) the phosphate-
deoxyribose backbones exhibit a similar spatial orientation in
both DNA(dimer) and clDNA(dimer). Since a detailed compara-
tive analysis of the DNA(dimer) and clDNA(dimer) structures
would be too extensive, we limit our focus here to the compar-
ison of the hydrogen bond lengths between complementary
bases (see Table 5), as these structural elements are the most
susceptible to potential distortions and are expected to show
the greatest differences between the carbon-containing system
and its carbonless counterpart.

It should be noted that the hydrogen bond lengths within
each complementary pair change only slightly (in most cases by
less than 0.05 Å) when incorporated into either DNA(dimer) or
clDNA(dimer) and forming part of the dimer structure (cf.
Tables 1 and 5, which list the hydrogen bond lengths in
isolated base pairs and in those within DNA(dimer) or
clDNA(dimer), respectively). The only significant change was
observed for the (A)NH� � �O(T) bond (an increase of 0.101 Å) in
DNA(dimer) and the corresponding (clA)NH� � �O(clT) bond (an
increase of 0.078 Å) in clDNA(dimer). Since other corres-
ponding changes also occur in the same direction (except for
the (G)NH� � �O(C) and (clG)NH� � �O(clC) bonds, where the for-
mer shows a slight elongation and the latter a slight short-
ening), and given that these changes are generally minor, and
that the hydrogen bond lengths in the isolated complementary
pairs and their isolated carbonless counterparts were similar
(see the preceding section), we conclude that the hydrogen
bonds linking the A–T and G–C complementary pairs in
DNA(dimer) are comparable in length to those in the clA–clT
and clG–clC pairs in clDNA(dimer).

Table 4 Interaction energies between components of base pairs calculated at different SAPT level (in kcal mol�1)

Base pair SAPT2+3(CCD)dMP2 SAPT2+3(CCD) SAPT2+3dMP2 SAPT2+3 SAPT2 SAPT0 sSAPT0

A–T �15.72 �16.79 �16.14 �17.21 �15.68 �19.61 �18.96
clA–clT �13.71 �13.96 �14.22 �14.47 �13.40 �16.25 �15.79
G–C �31.07 �32.29 �31.57 �32.78 �30.15 �37.56 �36.90
clG–clC �32.53 �33.42 �33.10 �33.99 �31.43 �38.55 �37.83
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Regarding the electrostatic potential distribution around
DNA(dimer) and clDNA(dimer), although similarities are evi-
dent, some differences can be observed, most notably in the
region of the guanine imidazole ring and its carbonless equiva-
lent. These differences are illustrated in Fig. 9, where molecular
electrostatic potential maps are plotted.

Summarizing the observations regarding the formation of
two stacked nucleobase pairs by carbonless equivalents of

nucleobases and deoxyribose, we conclude that they form
analogous structures to the corresponding systems built from
unmodified bases and phosphate-deoxyribose backbone frag-
ments, maintaining the planar arrangement of all rings and
preserving the number of intermolecular hydrogen bonds of
comparable lengths.

3.2.3. Structure of the carbonless DNA fragment contain-
ing six base pairs. After discussing small DNA fragments, such
as systems consisting of two nucleobase pairs, we now proceed
to compare larger systems – fragments of DNA containing six
complementary base pairs (GATATC sequence), constructed
from either standard (carbon-based) components or their car-
bonless analogs. We will refer to these systems as
DNA(hexamer) and clDNA(hexamer), respectively. For frag-
ments of this size, it is already possible to observe the helical
structure characteristic of native DNA. Aiming to compare the
structures of DNA(hexamer) and clDNA(hexamer), we per-
formed partial geometry optimizations of these systems. Given
that the fragments under study were artificially ‘‘cut’’ from a
double helix and, as a result, lacked the stabilization provided
by the neighboring helix segments in native DNA, we ‘‘froze’’
the geometric parameters of the terminal base pairs. In con-
trast, the geometric variables corresponding to the four central
base pairs were optimized. This approach aimed to partially
recreate the structural conditions of native DNA, with the hope

Fig. 9 Equilibrium structures (determined at the oB97XD/aug-cc-pVDZ theory level) of DNA(dimer) containing A–T and G–C complementary pairs (left
panel) and clDNA(dimer) containing clA–clT and clG–clC carbonless base pairs (right panel), each depicted in two views. The corresponding molecular
electrostatic potential (MEP) maps calculated based on oB97XD/aug-cc-pVDZ electron densities and plotted on the 0.01 a.u. isodensity surface are
presented below. The values on the electrostatic potential scale are presented in atomic units (a.u.).

Table 5 Lengths of hydrogen bonds (r in Å) predicted at the oB97XD/
aug-cc-pVDZ level for unmodified A–T and G–C complementary base
pairs forming DNA(dimer) and their carbonless counterparts clA–clT and
clG–clC forming clDNA(dimer). Changes in bond length (in Å) compared
to the corresponding isolated complementary base pair are given in
parentheses (cf. Table 1)

DNA(dimer) clDNA(dimer)

A–T clA–clT

r[(A)NH� � �O(T)] = 1.990 (+0.101) r[(clA)NH� � �O(clT)] = 2.213 (+0.078)
r[(A)N� � �HN(T)] = 1.730 (�0.043) r[(clA)N� � �HN(clT)] = 1.780 (�0.031)

DNA(dimer) clDNA(dimer)

G–C clG–clC

r[(G)O� � �HN(C)] = 1.711 (�0.015) r[(clG)O� � �HN(clC)] = 1.698 (�0.007)
r[(G)NH� � �N(C)] = 1.872 (�0.003) r[(clG)NH� � �N(clC)] = 1.873 (�0.005)
r[(G)NH� � �O(C)] = 1.906 (+0.034) r[(clG)NH� � �O(clC)] = 1.879 (�0.029)
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that the optimized segment would mimic real interactions
between the components of the system. Additionally, the
negatively charged phosphate groups in the phosphate-
deoxyribose backbone were neutralized by H+ cations in our
computational model. Due to the large size of the studied
structures, we were compelled to conduct the geometry optimi-
zations of DNA(hexamer) and clDNA(hexamer) using a slightly
smaller basis set (cc-pVDZ) compared to the aug-cc-pVDZ basis
used for the smaller systems previously described.

The resulting structures of DNA(hexamer) and clDNA(hexamer),
along with their molecular electrostatic potential (MEP) maps, are
shown in Fig. 10. As can be easily observed, both structures are very
similar, sharing comparable dimensions. The internal structure of
both helices is also analogous, with individual base pairs being
approximately parallel to one another (the largest deviations from
planarity, visible in Fig. 10, were observed in both cases for the
central base pairs of the helix). Moreover, the vertical distances
between consecutive base pairs are comparable. Specifically, the
distances between stacked complementary base pairs (measured as
the distances between the centers of neighboring pyrimidine rings)
range from 3.391 to 3.982 Å for DNA(hexamer) and from 3.117 to
3.858 Å for clDNA(hexamer), with the extreme values corresponding
to analogous distances in DNA(hexamer) and clDNA(hexamer). As a
result, the maximum difference in the distance between stacked
carbon-based bases and their carbonless analogs does not exceed
0.18 Å. This suggests that the DNA(hexamer) and clDNA(hexamer)
structures are similarly tightly coiled. It is also worth noting that, in
a typical B-DNA helix, the rise per base pair (i.e., the distance

between each base pair along the helical axis) is approximately 3.3–
3.4 Å, indicating that our calculations reproduce the native DNA
structure reasonably well.

The twist angle values in DNA(hexamer) range from 321 to
381 (with an average value of 351), which are very close to the
typical values observed in B-DNA (B361). In contrast, the
corresponding values in clDNA(hexamer) are slightly higher,
ranging from 361 to 431 (with an average value of 391). This
suggests that the carbonless base pairs in clDNA may induce a
tighter helical twist compared to canonical DNA, potentially
affecting the overall helical structure and inter-base pair inter-
actions, which could have implications for its stability and
interaction with proteins or other biomolecules. As for the
propeller angle values, the range in DNA(hexamer) is from 41
to 181 (with an average value of 101), while in clDNA(hexamer),
it spans from 31 to 121 (with an average value of 71). Hence,
these values are comparable to those observed in B-DNA, where
typical values range from 101 to 201, yet they remain in the
lower end of this typical range.

The similarity in size and shape between the DNA(hexamer)
and clDNA(hexamer) systems is also evident in the molecular
electrostatic potential maps shown in Fig. 10. However, a
comparison of these MEP maps also reveals certain differences
in charge distribution between the two systems. Specifically,
the terminal phosphate-deoxyribose backbone segment of one
strand (visible in the upper right corner of the MEP map) shows
a more pronounced absence of electron density in the
clDNA(hexamer) case compared to DNA(hexamer). In contrast,

Fig. 10 Structures of DNA(hexamer) containing A–T and G–C complementary pairs (left panel) and clDNA(hexamer) containing clA–clT and clG–clC
carbonless base pairs (right panel) determined at the oB97XD/cc-pVDZ theory level. The corresponding molecular electrostatic potential maps
calculated based on oB97XD/cc-pVDZ electron densities and plotted on the 0.01 a.u. isodensity surface are presented below. The values on the
electrostatic potential scale are presented in atomic units (a.u.).
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within the complementary base pairs of DNA(hexamer), regions
of negative MEP values, indicating an abundance of electron
density, are more distinctly visible. Aside from these general
observations, it is challenging to make more detailed interpre-
tations of the electrostatic potential maps for these systems,
primarily due to their complexity.

Summarizing the observations regarding the formation of a
double helix fragment containing six pairs of carbonless
equivalents of nucleobases and the carbonless analog of
phosphate-deoxyribose backbones, we conclude that its struc-
ture (in terms of helix dimensions, twist and propeller angles,
vertical distances between consecutive base pairs, i.e., the rise
per base pair, and the lengths of individual hydrogen bonds) is
very similar to the corresponding fragment of DNA constructed
from carbon-containing structural elements.

3.2.4. Interactions of the carbonless DNA fragment with
netropsin ligand. To assess the binding potential of a carbon-
less DNA chain, we conducted docking simulations for carbon-
containing and carbonless DNA fragments (each comprising 12
base pairs) mimicking the receptor and arbitrarily chosen
ligand that proceeded in three stages: initial interaction site
screening, genetic optimization using a rigid intermolecular
force field (xTB-IFF), and geometry optimization utilizing
GFN2-xTB method. Netropsin, a polyamide antibiotic known
for its preference for binding to DNA through the minor groove
in its cationic form,78–80 was selected as a representative ligand.
The receptors in our analysis comprised the CGCGATATCGCG
dodecamer of B-DNA and its carbonless counterpart. The
choice of this sequence was guided by data from Coll and
coworkers, who elucidated the crystal structure of netropsin
interacting with this dodecamer via the minor groove. Their
findings emphasized netropsin’s preference for binding to AT-
rich sites.81

The lowest energy isomers of the netropsin/DNA(dodecamer)
and netropsin/clDNA(dodecamer) complexes, obtained from dock-
ing simulations, were subjected to further analysis. Segments
consisting of netropsin and four base pairs (see Fig. 11, where
these systems are depicted and labeled as netropsin/DNA(tetramer)
and netropsin/clDNA(tetramer)), crucial for netropsin binding, were
extracted from both the netropsin/DNA(dodecamer) and netropsin/
clDNA(dodecamer) systems. Subsequently, the binding energies
between netropsin and these isolated fragments (referred to as
DNA(tetramer) and clDNA(tetramer)) were calculated, accounting
for basis set superposition error. The results yielded binding
energies of 50.0 kcal mol�1 for the netropsin/DNA(tetramer)
interaction and 67.3 kcal mol�1 for netropsin/clDNA(tetramer).
Although it might be tempting to conclude that carbonless DNA
binds more strongly to netropsin (by approximately 25%)
compared to unmodified DNA, the binding energies we deter-
mined must be approached with caution for several reasons.
Firstly, our calculations did not account for solvent effects or
the ionic strength of the medium. The former is significant for
obvious reasons, while recent studies clearly indicate that the
latter is also critically important. For instance, this has been
demonstrated in studies of the interaction between metallacar-
borane o-cobaltabis(dicarbollide) ([COSAN]�) and DNA using a

combination of microsecond-scale molecular dynamics and
hybrid quantum mechanics/molecular mechanics simula-
tions,82 as well as in studies of Nile Blue (NB) binding with
calf thymus DNA through molecular modeling, spectroscopic,
and thermodynamic techniques.83 These studies show that
both the DNA/[COSAN]� interaction and the DNA/NB inter-
action are highly dependent on the ionic strength/salt concen-
tration of the medium. Secondly, it should be noted that the
binding energy we calculated for netropsin/DNA(tetramer) is
likely significantly overestimated, as it is several times greater
than the experimental value of 12.7 kcal mol�1 reported by
Breslauer and coworkers,84 as well as the theoretically deter-
mined value of 13.2 kcal mol�1 by Zhang et al.85 This leads to
the conclusion that our predicted binding energies for both
netropsin/DNA(tetramer) and netropsin/clDNA(tetramer) are
subject to significant errors (for the reasons outlined above).
Therefore, we refrain from interpreting these binding energies
and simply state that our results suggest that carbonless DNA
likely interacts more strongly with polar and charged moieties
(e.g., water, netropsin) compared to regular DNA. This could be
attributed to the fact that the B–N bonds present in clDNA are
polarized (due to being formed between different atoms),
whereas the C–C bonds in DNA are not polarized (excluding
the effects of substituents). Consequently, the accumulation of
such highly polar structural motifs in specific regions, such as
the minor groove, could result in stronger interactions with
polar or charged ligands.

Fig. 11 The lowest energy structures of the complexes of netropsin with
DNA(tetramer) and clDNA(tetramer).
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4. Summary

In summary of our accomplishments described in this work, we
conclude that:

(1) We set the goal of designing a carbonless DNA fragment
and attempted to achieve this by replacing all carbon atoms
with boron or nitrogen atoms, adopting isoelectronicity as a
sine qua non condition.

(2) To accomplish this, we applied theoretical quantum chem-
istry methods, specifically the DFT method with the oB97XD
functional and the aug-cc-pVDZ basis set. For selected systems,
we verified its reliability by comparing the obtained structures and
binding energies with those derived from more accurate methods
such as MP2 (for structural parameter comparisons), as well as
CCSD and SAPT2+3(CCD)dMP2/aug-cc-pVDZ (for comparing binding
energies in complementary pairs).

(3) We initiated our goal by independently constructing
carbonless equivalents of all DNA components (e.g., cytosine,
thymine, guanine, adenine, and deoxyribose), ensuring that
they resembled the original carbon-containing DNA compo-
nents (in terms of analogous spatial structure, polarity, and
interaction capabilities with other molecules).

(4) After determining the structure of all DNA building block
equivalents, we established the structure of carbonless analogs of
complementary base pairs and compared them with unmodified
(i.e., carbon-based) base pairs. We found that the number and
length of the corresponding hydrogen bonds in these systems show
remarkable similarity. Moreover, we found that the binding ener-
gies of the carbonless analogs of the base pairs are also very close to
those in their respective carbon-based A–T and G–C pairs.

(5) We determined the structure of two carbonless DNA frag-
ments containing two and six base pairs, respectively, and found
that they form double-helix fragments, analogous to those formed
by unmodified (i.e., carbon-based) DNA, as evidenced by the
comparison of structural parameters such as the size and shape
of these fragments, the length of individual hydrogen bonds, twist
and propeller angles, and the rise per base pair (i.e., the distance
between each base pair along the helical axis).

(6) Using docking simulations for carbon-containing and
carbonless DNA fragments (each comprising 12 base pairs)
mimicking the receptor and an arbitrarily chosen ligand
(netropsin), we found that this example ligand exhibits a
slightly different preference (in spatial/structural terms) for
binding to carbonless DNA through the minor groove com-
pared to unmodified DNA.

In conclusion, we assert that the design approach for
carbonless DNA described here has proven to be effective.
The structure of such DNA should display all structural simila-
rities to carbon-based DNA, as well as analogous stability.
However, we anticipate that it may interact somewhat differ-
ently with various ligands.
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