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The physics of defect chemistry and the chemistry
of defect physics

Andreas Klein (2 * and Denis Sudarikov (2

Defect chemistry is the classical approach to evaluate point-defect concentrations in solids depending on the
chemical activity of the (n — 1) of n constituents by evaluating the mass action laws of a number of defect
reactions conserving species, lattice sites, and charge. In an alternative approach, formation energies of
individual defects can be calculated to determine the dependence on the Fermi level and on the chemical
potentials of the reservoirs. This contribution provides the quantitative relationship between the two
approaches, offering the opportunity to compare calculated defect formation energies with experimentally
determined quantities. As an example, the application of the two approaches to the comparison of electronic
and ionic compensation of doping and the influence of the band edge energies on it is given. This example
demonstrates that the Gibbs energy of reduction and oxidation are essentially aligning the energy axis of ionic
defects relative to that of electronic defects. In conjunction with the dependence of the valence band
maximum and conduction band minimum energies on material composition, this offers the opportunity to
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1 Introduction

Point defects affect almost every material property, particularly
those of ionic solids." Understanding their influence and con-
trolling their concentrations is a central issue of materials
science. Traditionally, the thermodynamics and kinetics of
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tune the preference for electronic, ionic or mixed compensation of doping by two independent quantities.

defects in solids are described by defect chemistry, which has
become a separate discipline in physical chemistry.>™ The
comparison of defect models with experiments is indispensable
for obtaining a quantitative description of defect concentra-
tions. However, the considerable complexity of some ionic
solids with plenty of different defect species does not always
allow for a unique solution of the involved set of equations.
Therefore, research on defect properties is still ongoing even
for well-studied materials, such as BaTiO;.>**> With the pro-
gress of first-principles electronic structure calculations, a new
approach was revealed in the late 20th century,'®'” which is
becoming increasingly important with further refinement of
the techniques."® The approach, which is termed the physical
approach in this contribution, is based on the comparison of
total energies of supercells with and without defects. Thereby it
provides the formation energy of a single isolated defect, which
experimentally is not accessible. Apart from the approxima-
tions required to perform the calculations, no assumptions
about the presence of other defects and no experimental
inputs are necessary. While defect chemistry provides defect
concentrations depending on the chemical activity in so-called
Brouwer diagrams, the physical approach provides indepen-
dent Gibbs formation energies for every defect, which are
typically plotted as a function of the electron chemical potential
(the Fermi level) for selected chemical boundary conditions.
It has already been emphasized that the chemical and the
physical descriptions of defect properties are equivalent,'®*°
but a quantitative relationship allowing for a comparison of the
two approaches is still lacking.
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This article will first provide a brief introduction to the two
approaches for describing defect properties, restricted to the simple
case of dilute, non-interacting defects and to a situation with only
four different native defect species, an ionic acceptor and an ionic
donor species and free electrons and holes in the conduction and
valence bands. The defect reactions and their relationship to defect
formation energies will be exemplified using the example of Schottky
disorder (cation and anion vacancies as native defect species), but
are equally valid for any other kind of disorder. This simplified
scenario is sufficient to provide a quantitative relationship between
equilibrium constants of defect reactions and calculated defect
formation energies, which remain valid if the complexity is
increased, for example by including valence changes of the ionic
defects, trapped electronic carriers, and charged dopants. The
influence of the latter is specifically elaborated for the important
competition between ionic and electronic compensation of doping,
which determines the nature of conductivity (ionic, electronic, or
mixed). The scenario will also be used to highlight differences and
synergies of the two descriptions of defect properties.

2 Defect chemistry

Defect chemistry is the traditional approach used to describe
the dependence of defect concentrations on thermodynamic
variables.>® The chemical boundary conditions include the tem-
perature 7 and the activities of the involved components a;, where
the activities are related to the chemical potentials y; via:

wi = 10+ kpTIn g (1)

where 4 is the standard chemical potentials of species i and a; = py/
pi for gases and a; ~ 1 for single component condensed phases. In
the case of metal oxides, the oxygen partial pressure dependence of
the defect concentrations is of particular importance. The chemical
potential of oxygen is related to the partial pressure via:>'

o = 2u(02) = é(u‘)(oz) " karln”l(ﬁ;j) ®

Together with the tabulated values for the standard chemical
of molecular oxygen, u°(0,) (equivalent to the standard molar
Gibbs energy of oxygen, AGo,(0,), see e.g. ref. 22), the relation-
ship between the chemical potential and the partial pressure of
oxygen is obtained from eqn (2). Data for 300, 600 and 1000 K are
shown in Fig. 1. The significant influence of temperature is
evident from the calculation.

Defect concentrations are obtained by evaluating the defect
reactions specific to the material. When only charged intrinsic
defects are assumed and defect association is neglected, the
relevant ionic defects in a binary compound MX, are the metal
and anion vacancies, vy and vyx, and interstitials, M; and X;,
respectively (we use lowercase “v” and “i” for vacancies and
interstitials for clarity'). In most cases, only two ionic defects
are important. The resulting different disorders are of Schottky
(S: vy & vy), Frenkel (F: vy & M;), anti-Schottky (S: M; and X;), or
anti-Frenkel (F: vx & X;) type. The different types of disorder are
independent but connected to each other by F + F — S = S. This
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Fig. 1 Relationship between the oxygen chemical potential and the oxygen
partial pressure as calculated from eqgn (2) using data for the standard Gibbs
energy of molecular oxygen®? (100 kJ mol™ = 1.0364 eV ~ 1eV). The insert
depicts the standard molar Gibbs energy of molecular oxygen, G%(O,) = 1°
(data taken from ref. 22).

contribution will restrict the comparison between the chemical
and physical approaches for describing properties to the example
of Schottky disorder, but it is equally valid for any kind of ionic
disorder. For an oxide with composition MO, the ionic equilibrium
for Schottky disorder is determined by transferring a metal and an
oxygen species to the surface of the material, which is described
using the following reaction:

M1>\</l + OS = VK/I + V(.). + (Mo)surf [3)

with the mass action law:

) S oai o

where Kg(T) and AGs are the equilibrium constant and the
Gibbs energy for Schottky disorder and [...] represents the
site fractions of the species involved in the reactions (concen-
tration of defects/concentration of potential defect sites). The
final approximation assumes an activity of MOy, of one, and
that the concentration of ionic defects is small compared to the
concentrations of regular lattice species (dilute limit), ie.
[l < M5, [v5] < [03].

In addition to the ionic defects, electronic disorder is related
to the excitation of electrons from the valence band into the
conduction band, thereby generating an electron in the con-
duction band and a hole in the valence band according to:

Ks(T) = exp(

nil = ¢’ +h* (5)
with the mass action law:
E, n p
K. n(T) = —=2 ) =[] = —-—
(1) e () =R = (@

Here, the band gap of the material, E,, is the free energy of
formation of the electron-hole pair, 7 and p are the concentrations
of free (non-trapped) electrons and holes, and N¢ and Ny are the
effective density of states in the conduction and valence band for
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non-degenerate semiconductors with parabolic band dispersion.
The link connecting electronic and ionic disorder to each other
(see the section on ionic vs. electronic compensation for an
explanation) and to the oxygen partial pressure is the reduction
(or oxidation) reaction of the sample. For example, the reduction of
an oxide may proceed according to:

1
o = vy +2¢ + ioz(g) ()
The mass action law related to this reduction is

e = ""p(*AkGBr}d> = [&]eTa0)"  (8)

Instead of the reduction reaction, it is sometimes more
convenient to consider the oxidation reaction. To be consistent
with the discussion below, we express the oxidation reaction for
Schottky disorder as:

1
EOz(g) = 0§ + vy +2h° 9)

with the mass action law

AGox
kg T

Kox = exp(— ) = [vig][h*]a(02) """ (10)

The significance of the distinction between the reduction
and oxidation reaction will become evident during the discus-
sion of the influence of the band edge energies.

Eqn (3)«(8) include only doubly charged oxygen and metal
vacancies. In principle, also singly charged and neutral vacancies
may be present. For every added defect species, an additional
reaction is required. For differently charged ionic defects, these
would be the ionization reactions,> which are omitted here for
clarity. Eventually, the defect concentrations for a compound MO
with Schottky and electronic disorder are obtained from the Gibbs
energies of Schottky disorder and of the reduction reaction by
solving the set of the three mass action laws, eqn (4), (6) and (8) (or
(10)), in conjunction with the charge neutrality condition. The latter
is given for Schottky disorder with the concentrations (per volume)
of doubly charged metal and oxygen vacancies, C,; and Cy, by:

2:-Cy +n=2-Cp+p (11)
For the charge neutrality condition, concentrations of defects
have to be used instead of the site fractions as the number of
potential defect sites can differ for defects, for example, the
concentration of potential defect sites for oxygen vacancies is the
concentration of oxygen lattice sites, while that of the electronic
defects is the effective density of states, Nc and Ny, which is about
three orders of magnitude lower than that of the lattice sites.
One possible practical solution to the set of equations is
obtained by calculating the concentrations of all defects depending
on the concentrations of, for example, oxygen vacancies for a given
set of oxygen partial pressure and equilibrium constants K of the
three reactions. For the given example it is convenient to start with
eqn (4) to obtain the metal vacancy concentration as a function of
oxygen vacancy concentration. Eqn (8) then provides the elec-
tron concentration, and eqn (6) the hole concentration as a
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function of vao. With the dependence of all defect concentra-
tions on Cye in the form Cp, (Cvg), the equilibrium oxygen
vacancy concentration, Cye ., is obtained by directly solving

the charge neutrality equation, eqn (11). Eventually, all equili-
brium defect concentrations are obtained from the equilibrium

oxygen vacancy concentration, Cp, eq. (Cv(‘)"eq.>- Doing the cal-

culation with a variation of the oxygen partial pressure finally
reveals the Brouwer diagram, ie. the concentrations of all
defects depending on oxygen partial pressure. An example of
this kind of diagram is presented in Fig. 2(a).

3 The physical approach

An alternative way to obtain defect concentrations in materials
starts with the Gibbs formation energies of individual defects.
These can be calculated by means of density functional theory
(DFT) as a function of the chemical potential of the constitu-
ents and of the Fermi level.'®*® The Gibbs formation energies
are obtained by comparing the total energies of a supercell with
and without a defect. Addition or removal of an atom to
the supercell changes its energy by the chemical potential of
that atom, which is determined by the external conditions. The
range of possible chemical potentials is restricted by the
boundary phases. In the case of a binary metal oxide with
composition MO and pure metal and oxygen as boundary
phases, most oxidizing conditions are given by uo = 0 eV and
most reducing ones by py = 0 €V. AS fivo = Ho T fim, Where ivo
is the standard molar formation energy of the MO compound,
the reduced limit is given by uo = pmo. Between the oxidized
and the reduced limit, the defect formation energies depend
linearly on the chemical potential. Therefore, only one chemical
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Fig. 2 (a) Brouwer diagram for a metal oxide MO with a Gibbs energy of
Schottky disorder of 2.5 eV, a Gibbs reduction energy of 4.7 eV and a band
gap of 2.7 eV at 1000 °C; (b) Gibbs energies of the formation of doubly
charged metal vacancies (blue lines) and oxygen vacancies (red lines)
depending on Fermi energy in the metal-rich limit (solid lines; uo =
—4.5 eV) and in the oxygen-rich limit (dotted lines; uo = 0 eV). The electron
and hole concentrations can formally be derived from the formation energies
included in (b). They do not depend on oxygen activity and the lower slope of
the formation energies of electronic defects is related to the single charge. The
formation energies given in (b) result in defect concentrations as a function of
oxygen partial pressure identical to those depicted in (a).

Er-Eyg [eV]
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potential needs to be specified for binary compounds. The
chemical boundary conditions for a compound containing n
species requires the specification of (n — 1) chemical potentials.
For SrTiOs;, as an example, one needs to specify the activity of
either Sr, Ti, SrO, or TiO, in addition to that of oxygen. For binary
metal oxides, one can also express the boundary conditions in
terms of the experimentally controlled oxygen partial pressure,
which is related to the oxygen potential via eqn (2). However, the
use of chemical potentials to describe thermodynamic stability is
more straightforward and is therefore commonly used. Where
possible, both scales are included in the diagrams in this con-
tribution, but it is emphasized that the connection between yo and
p(0,) is strongly dependent on temperature as illustrated in Fig. 1.

The charge state of the defect is accounted for by adding
either positive or negative background charges. As for atoms,
addition or removal of an electron from the supercell changes
its energy by the chemical potential of the electron u.. In
summary, the defect formation energy AGY, of a defect in charge
state g can be written as:'’

AGH = (GqD — Gidea]) + qu. — Z Ani; (12)
1
where G}, is the total Gibbs energy of the system in the presence
of the defect D in the charge state g, Gigear the same of the
perfect crystal and An; is the number of atoms of type i added or
removed in the defective supercell. The chemical potential of
electrons, the Fermi level, is taken with respect to the valence
band maximum. With the formation energies of eqn (12), the
site (or mole) fraction of defect D in charge state g is given by:
q
D)) = exp (52 13

It is mentioned that the DFT calculations reveal formation
energies of the supercells at zero Kelvin, Hp(0 K). The temperature
dependence of the enthalpy and entropy contribution to the Gibbs
formation energy of defects are not included. It is also mentioned
that additional posteriori corrections to eqn (12) are required, for
example, to account for effects related to the small size of the
supercells. These corrections do not affect the dependence of AGY,
on the chemical potentials and the Fermi level. Details for the
corrections can be found, for example, in ref. 18.

According to eqn (12), the Gibbs formation energies of charged
defects depend linearly on the Fermi energy. This can be ratio-
nalized as the electrons added or removed from a defect have an
energy corresponding to the (electro)chemical potential of the
electrons, which is called the Fermi level.*® Following eqn (12), it
is sufficient to calculate the defect formation energy in a given
charge state at any value of the Fermi level and chemical potential.
To display the result of the calculation, the defect formation
energies are typically plotted as a function of the Fermi level for
the most oxidizing and most reducing conditions. An example for
a simple hypothetical binary metal oxide MO with Schottky
disorder is given in Fig. 2(b). Only doubly charged states of the
metal and oxygen vacancies are considered for clarity.

Practically, the equilibrium defect concentrations are obtained by
calculating the defect concentrations as a function of the Fermi level
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using the defect formation energies for a given chemical potential of
oxygen. The equilibrium Fermi level is then determined by solving
the charge neutrality eqn (11) and used to obtain the equilibrium
defect concentrations. Repeating the calculations for the allowed
range of oxygen chemical potentials finally results in the Brouwer
diagram. The formation energies given in Fig. 2(b) reveal defect
concentrations at 1000 °C identical to those displayed in Fig. 2(a).

4 Connecting the two approaches

The two approaches for finding defect concentrations are
equivalent as they provide identical defect concentrations for
an appropriately selected set of parameters. In order to put this
equivalence on a mathematical basis, it is necessary to relate
the quantities required for calculating the concentrations using
the defect chemistry approach to the defect formation energies
used in the physical approach. For the example used above, the
relationship has to be identified for the reaction free energies
of the Schottky and the reduction reaction. The third quantity,
the band gap, is directly used in both approaches. The relation-
ship for the Schottky reaction is easily identified, as the free
energy of the Schottky pair formation is equivalent to the sum
of the formation energies of the charged metal and oxygen
vacancies for the metal oxide MO with a divalent metal (see

eqn (3)):

AGs = AGys + AGy, (14)

Although the Gibbs formation energies of the metal and oxygen
vacancies both depend on the chemical potentials and on the Fermi
level, the sum of the two does not. Whenever the Gibbs formation
energy of one of the two defects is changing with Eg or yo, the
formation energy of the other defect is changing by the same
amount in the opposite direction. The first is the case due to the
opposite charge state of the metal and oxygen vacancy in eqn (12)
and the second is the case as the chemical potential of the oxygen
and the metal in the last term of eqn (12) are connected by:

#(©0) + u(M) = u(MO) (15)
The relationship for the free reaction energy of the reduction can
be obtained via the mass action law for the reduction reaction (8). In
this equation, the site fraction for oxygen vacancies, [v¢ |, which is a
function of the Fermi level and the oxygen chemical potential, is

replaced by exp(—AGvg / kT), that for electrons, [e'], which is a

function of the Fermi level, by exp(—(Ecg — Ex)/kT), and the oxygen
partial pressure by using the expression given in eqn (2). This
leads to:

exp (_Akf:;d) = [v&]-[e1p(02)"?

Phys. Chem. Chem. Phys., 2025, 27, 6390-6399 | 6393
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Taking the logarithm of (16) and multiplying the result by
ksT reveals:

—AGrea = — AGyp (EF, o) — 2(Ecs — EF)
1 . (17)
+ 5(2H0 —1’(02))

This equation is valid for any combination of Er and uo. It is
convenient to evaluate eqn (17) for uo = 0 €V (oxygen-rich limit)
and Ey = Ecg (Fermi level at the conduction band minimum),
resulting in:

AGreq = MGy (o = 0, Ep = Ecg) + %HO(Oz) (18)

While AG,.q can be obtained from experiment (for BaTiO;
see e.g., ref. 7 and references therein), AGye is only accessible
from computations (for BaTiO; see, e.g., ref. 11, 15, and 23).
Therefore, eqn (18) directly offers the opportunity to compare
calculated defect formation energies with experimentally
derived quantities, which is not possible otherwise. The differ-

1
ence between AGreq and AGye is given by E,uO(Oz), which is a

function of temperature. The oxygen chemical potential can be
obtained from thermodynamic data®* and can be up to several
electronvolts as illustrated by the insert in Fig. 1. For given
formation energies of the cation and anion vacancies, eqn (14)
and (18) provide the quantitative relationship to calculate the
free energies and equilibrium reaction constants for Schottky
disorder and the reduction reaction. For the example given in
Fig. 2, the sum of the formation energies of the metal and
oxygen vacancy is 2.5 €V at any value of the Fermi energy and
oxygen chemical potential. The formation energy of the oxygen
vacancy at the conduction band minimum (Er = Ecg) under
oxidizing conditions (1o = 0 €V is 6.2 eV, extrapolation of the
red dashed line to E = Ecg in Fig. 2(b)). To obtain the free
reduction energy, the standard molar free formation energy of
oxygen molecules, 1°(0,) at 1273 K, is required. This is obtained
from thermodynamic reference data®® as —287.67 k] mol ' =
—2.98 eV, resulting in AGyeq = 6.2 — 1.5 = 4.7 €V, which is used to
calculate the Brouwer diagram in Fig. 2(a). The value of °(0,) can
also be obtained by extrapolating the respective curve in Fig. 1 to
Uo = 0 and then evaluating eqn (2).

The connection between the formation energy of the metal
vacancy and the Gibbs energy of the oxidation can be obtained
in the same manner as that for the reduction (eqn (16)) as:

AGox = AGyy (1o = 0, Er = Evp) + %ﬂo(oz) (19)

The free reaction energy of the oxidation, AG,,, is connected
to that of the reduction, AG;.q, the Schottky pair, AGs, and the
electron-hole pair, AG._y, = E,, via:

AGoy = AGs + 2-Ey — AGhreq (20)

where the factor of 2 before the band gap results from the
double charge of the vacancies. The expressions derived above
can also directly be used in the reverse manner to derive the
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formation energies of the cation and anion vacancies from the
formation energy of the Schottky pair and the reduction or
oxidation reaction. Inserting AG..q in eqn (18) reveals the
formation energy of the oxygen vacancy at Ex = Ecg and po =
0 and the formation energy of the cation vacancy is then
obtained from eqn (14).

The relationship between Brouwer diagrams and Gibbs
energies of the formation of metal and oxygen vacancies of a
binary metal oxide MO with Schottky disorder for three different
values of the Gibbs energy of reduction is illustrated in Fig. 3.
Three scenarios with identical Gibbs energy for Schottky dis-
order (AGs = 4.5 eV) and identical band gaps (E, = 2.7 eV) but
different Gibbs energies of reduction are compared. The sce-
nario in the middle column of Fig. 3 is identical to the one
depicted in Fig. 2. In the left and right columns, the Gibbs
energy of reduction is changed by +1.3 eV. Lowering (left
column) and raising (right column) the Gibbs energy of
reduction shifts the Brouwer diagram towards higher and lower
oxygen activity, respectively.

The Gibbs formation energies of metal and cation vacancies
representing the three scenarios are given below the respective
Brouwer diagrams. As expressed by eqn (18), lowering the Gibbs
energy of reduction lowers the Gibbs formation energy of the
oxygen vacancy by the same amount for both oxidizing and
reducing conditions (dashed and solid red lines). As the Gibbs
energy for Schottky disorder is the same in all three scenarios,
the changes of the Gibbs formation energy of the metal vacancy
are opposite to those of the oxygen vacancy. This leads to an
apparent shift of the formation energies on the energy axis,
which amounts to half of the change in the Gibbs energy of
reduction due to the double charge of the defects considered.

5 lonic vs. electronic compensation

One of the major differences between materials is whether they
react on doping by the formation of electronic, ionic or both
charge carriers. Due to the charge neutrality requirement, a
positively charged donor added to a material, for example by
substituting Sr*" in SrTiO; by La**, can be compensated either by
an intrinsic acceptor, such as a metal vacancy, or by an electron in
the conduction band.”* A negatively charged acceptor can be
compensated by an intrinsic donor, such as an oxygen vacancy,
or by a hole in the valence band. Electronic compensation is
desirable for semiconducting properties, pure ionic conduction
for electrolytes in batteries and fuel cells and mixed ionic-
electronic conduction for electrode materials and gas permeation
membranes. For semiconductors, particularly those with larger
energy gaps, it has been known for many years that electronic
carrier concentrations are limited by self-compensation, which is
the same as the formation of ionic lattice defects upon increasing
the dopant concentration.>>

The difference between ionic and electronic compensation
is directly related to the formation energies of the ionic
defects.>>*”*® Donor or acceptor doping adds or removes
electrons from the host material, which raises or lowers the

This journal is © the Owner Societies 2025
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(top) Defect concentrations as a function of oxygen activity of a metal oxide MO with Schottky disorder at 1000 °C for AGs = 2.5 eV, 5 = 2.7 eV

and three different values of the Gibbs energy of reduction. The dominant compensation of doping with donors (D) or acceptors (A) for a doping
concentration of 2.5 x 10* cm~ (dashed horizontal line) is indicated. Details are discussed in the text; (bottom) Gibbs energies of cation and anion
vacancy formation corresponding to the Brouwer diagram in the upper row. Most oxidizing (o = 0 eV) and most reducing (uo = —4.5 eV) conditions are
represented by solid and dashed lines, respectively. The red and blue arrows indicate the lower and upper limits of the Fermi level upon acceptor and
donor doping under most oxidizing and most reducing conditions, respectively.

Fermi level, respectively. As illustrated in Fig. 2 and in the lower
row of Fig. 3, raising the Fermi level will lower the Gibbs
formation energy of the intrinsic acceptor (metal vacancy),
while lowering the Fermi level will reduce the formation energy
of the intrinsic donor (oxygen vacancy). Eventually, the for-
mation energies may become zero or even negative. Negative
formation energies correspond to a thermodynamic instability.
If the Gibbs formation energies of defects are negative, the
material can gain energy unlimited by the formation of defects
with an equilibrium defect concentration being higher than the
concentration of potential defect sites ([...] > 1). If not
kinetically limited, the decrease in the formation energy
towards zero will result in the formation of a high concen-
tration of ionic defects. These prevent the Fermi level from
shifting further. Using this picture, ionic compensation will
occur if the Gibbs energy of the formation of the ionic defect
becomes zero before the Fermi level reaches either the conduc-
tion band minimum upon donor doping or the valence band
maximum upon acceptor doping. Electronic compensation
corresponds to the formation of electrons or holes, which
appears if the Fermi level approaches the conduction or valence
band, respectively. The limits of the Fermi level for the different
conditions are indicated in the bottom row of Fig. 3 by red
arrows for acceptor doping and by blue arrows for donor
doping. The limits are depending on the chemical boundary
conditions, ie. the oxygen partial pressure in the present
scenario. Based on this description, the occurrence of ionic

This journal is © the Owner Societies 2025

compensation can be clearly identified. For AG,eq = 3.4 eV, for
example, oxidizing conditions lead to ionic compensation for
both donor and acceptor doping, while reducing conditions
lead to ionic compensation for acceptor doping and to electro-
nic compensation for donor doping. The respective compensa-
tion mechanisms are indicated in the graphs in the upper row
of Fig. 3.

The relationship between the Gibbs energy of reduction, i.e.
the Gibbs formation energy of the oxygen vacancy, and the
charge compensation for the case of donor doping is illustrated
in Fig. 4. For the calculation, the concentration of singly
positively charged donors is included in the charge neutrality
eqn (11) when determining the equilibrium concentrations. For
simplicity, a shallow donor with a valence independent of the
Fermi level is used. For donor doping, charge compensation
can be either by electrons or, for the case of Schottky disorder,
the metal vacancy. To illustrate the effect, Gibbs energies for
Schottky disorder of AGs = —3.2 €V and for reduction of AG,eq =
—5.4 eV and a band gap of E, = 3.0 eV are used for the
calculation of defect concentrations as a function of donor
concentration. The Brouwer diagram for the undoped material
is again symmetric, while adding 10'® cm ™ donors leads to an

increase of the concentration of metal vacancies (ND ~ ZNVKA )

for oxygen chemical potentials o > —3 eV. The dependence of
defect concentrations on doping concentrations for yio > —3 eV
(case (1) in Fig. 4) are displayed in the lower left graph of Fig. 4.
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Fig. 4 (top) Brouwer diagrams of a metal oxide with Schottky disorder (AGs = —3.2 eV; AG,q = —5.4 €V) and a band gap of £4 = 3.0 eV without (left) and

with (middle) a donor concentration of Np = 10*® cm™ at T = 1000 °C. The corresponding Gibbs formation energies of metal vacancies for chemical
potentials of uo = —=3.0 eV (1), uo = —3.7 eV (2), and uo = —4.2 eV (3) are given in the right graph; (bottom) defect concentrations as a function of donor
concentration for the three different values of the oxygen chemical potential.

For all doping concentrations, the metal vacancy remains the
dominant compensating defect.

The situation is changing with decreasing oxygen activity.
For up = —3.7 eV, case (2) in Fig. 4, electrons are the dominant
compensating defect for donor concentrations up to Np &~ 3 X
10" em™>. For higher Np, metal vacancies dominate. In this
situation, which corresponds to a mixed compensation, the
formation energy of the metal vacancy vanishes exactly at the
conduction band minimum (see the upper right graph in
Fig. 4). For even more reducing conditions, case (3) in Fig. 4,
electronic compensation is dominating for the whole range of
donor concentration. Fig. 4 illustrates the change in compensa-
tion mechanism for donor doping and its relationship to the
formation energy of the metal vacancies and the conduction
band minimum. In none of the cases illustrated in Fig. 4 is
saturation of the electron carrier concentration with increasing
doping concentration observed. This kind of saturation is
expected as the Fermi level cannot increase beyond the energy,
at which the formation energy of the cation vacancy vanishes.
The saturation will occur but at much higher doping concen-
trations. These are not included in Fig. 4 as the approximation
of dilute defect concentrations is not valid in this case. The case
of acceptor doping and its relationship to the formation energy
of the oxygen vacancy and the valence band maximum can be
demonstrated analogously for oxygen chemical potentials of
Uo = —1.5...0 eV.

The examples illustrate that the preference for electronic or
ionic compensation is determined by the defect formation
energy of the ionic defects. Comparing the magnitudes of the
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formation energy of the ionic defects, e.g. Schottky disorder,
and the electronic defects is not sufficient. In order to reveal the
compensation mechanism, it is necessary to plot the formation
energy of the ionic defects on the same energy axis as the
formation energies of the electronic defects as in Fig. 2(b).
Keeping the formation energy of the electronic defects fixed by
fixing the energies of the band edges, it is the energy of the
reduction (or oxidation) reaction, which shifts the formation
energy of the ionic defects relative to the electronic ones as
illustrated by the top graphs in Fig. 3. As the plots with the
formation energy directly reveal the preferred compensation
mechanism, the representation of the defect properties in the
physical picture is more intuitive in this case.

6 Influence of the band edges

The previous section has illustrated how the Gibbs energy of the
reduction or oxidation reaction aligns the dependence of the
formation energy of ionic defects with those of the electronic
defects. This alignment is displayed explicitly in Fig. 5, which is
an extended representation of Fig. 2(b). The formation energies
of the ionic defects and those of the electronic defects can both
be displayed depending on the Fermi level, Eg. As the Fermi level
is the same for all defects, the two energy axis are identical as
indicated at the bottom of the graph. The alignment of the
energy axes holds not only for electronic and ionic defects, but
for any charged defect in the material.?® Other defects
of relevance are, for example, the different charge states of
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the ionic defects, which introduce charge transition levels inde-
pendent of the chemical activity. Other defects are related to
valence changes of the host species, which correspond to trap-
ping of electrons or holes on cationic or anionic sites, for
example My, M}, and Og. Defect reactions such as 2Fej, =
Fe}., + Fef, have been used, for example, to describe the energy
gaps in Fe,0; or La(Sr)FeO;_,.>>*° Moreover, the dependence of
the formation energies of charged dopants on the Fermi level is
related to the solubility of the dopants.?’>" Another relation to the
dependence of defect charge states on the Fermi level is the
phenomenon of exsolution.” Therefore, using the Fermi level as
a common energy axis constitutes a unique opportunity for a
comprehensive description of defect formation, forming the basis
for the recently proposed concept of Fermi level engineering.”®

As discussed in the previous section, the preference for elec-
tronic or ionic compensation is determined by the energies, at
which the formation energies of the respective defects vanish. The
preference can hence be changed either by moving the formation
energies of the ionic defects or by moving the formation energies
of the electronic defects on the common energy axis. In principle,
the two effects can be considered independently. The discussion
will start with the variation of the ionic defects.

According to eqn (18) and (19), the Gibbs energies of
reduction and oxidation, AG..q and AG,y, affect the formation
energy of the oxygen and metal vacancies as illustrated at the
right in Fig. 5. The effect of AG,.q and AG, on the formation
energies has to be added to the difference between oxidizing

band edges ionic defects

EF A EF A
more resistive
to oxidation

red

red

o
‘ l AGred
v

more resistive
to reduction

A

AGp

AGp

Fig. 5 Alignment of the energy axes of electronic defects (left) and ionic
defects for a binary metal oxide of stoichiometry MO with Schottky
disorder (right). The formation energies of electrons and holes are shifted
up or down on the energy axis by variation of the conduction band
minimum, Ecg, and valence band maximum, Eyg, while those of the oxygen
and metal vacancies are shifted by variation of the reduction and oxidation
potential, respectively. The labels “red” and “ox” indicate the lower and
upper limit of the oxygen partial pressure for which the oxide is stable. The
horizontal lines on the right energy axis indicate the upper limit of the

Fermi level under reducing (E[$%) and oxidizing conditions (ER) as well as

the lower limit under reducing (E[&%) and oxidizing (ESY) conditions,
respectively. Please note that the shift of the ionic defects on the energy

axis is only half of the change of the reduction and oxidation energy.
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(high p(0,)) and reducing environments (low p(O,)). For a fixed
formation energy of Schottky disorder, as exemplified in Fig. 2,
3 and 5, the formation energy of the metal and oxygen vacan-
cies are inversely affected by changes of AG,.q and AG,y if the
metal has a valency of +II. For materials with different stoichio-
metry, such as M,0, M,0;, efc., the change of the formation
energy of the cation vacancy has a different magnitude than
that of the oxygen vacancy.

If a material is more resistive to reduction, the Gibbs energy
of reduction increases and that of the formation of oxygen
vacancies (blue lines in Fig. 5) increases accordingly. Conse-
quently, the lower limit of the Fermi level, labelled E¢d and EX
in Fig. 5 moves downwards on the energy axis. If a material is
more resistive to oxidation, the upper limits of the Fermi level,
labelled Ei5® and ESY in Fig. 5, move upwards on the energy axis.
With the labels for the upper and lower limits of the Fermi level in
Fig. 5, the condition for electronic and ionic compensation of
acceptor and donor doping, which are the essence of the practical
doping principles of semiconductors,*® can be expressed as:

> Erd, EXX — electronic
Acceptor: Evg

< E EP* — jonic

(21)
< Ef, EXX — electronic
Donor: Ecg
> EF EPY — jonic

The distinction between electronic and ionic compensation
according to eqn (21) also includes the variation between
oxidizing and reducing conditions. For example, donor-doped
SrTiO; exhibits electronic compensation under reducing but
ionic compensation under oxidizing conditions.** In the con-
text of Fig. 5, this can be expressed by ESY > Eop > ESX.

In addition to changing the preference for electronic or ionic
compensation by changing the Gibbs energies of reduction and
oxidation, the preference is also changed when the formation
energies of the ionic defects is kept constant on the common
energy axis but the formation energies of the electronic defects
are shifted in energy as illustrated on the left side of Fig. 5. The
latter are determined by the position of the band edges.
By definition, the formation energy of electrons will be zero
at Ecg and that of holes will be zero at Eyg. Therefore, moving
the position of the band edges up or down as indicated on the
left side of Fig. 5 can be used to change the preference for ionic
or electronic compensation. This dependence of the charge
compensation mechanism on the band edge energies is well
known in semiconductor physics and explains the different
dopability of materials, i.e., the achievable electronic carrier
concentration upon donor or acceptor doping.*>~>7*37%°

It is also well-known that the energies of the valence band
maximum and conduction band minimum can vary quite
substantially between materials. The valence band maximum
energy, for example, is affected by the choice of the anion due
to the energy of the p-orbitals,>”*° but also by cationic con-
tributions to the valence band density of states. Such cationic
contributions are present for transition metal compounds with
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shallow d orbitals, e.g. Cu, or partially, e.g. Fe, but also for
compounds containing heavier ions with filled s-orbitals, such
as Pb**, Sn®* or Bi**.*®3741713 These contributions result in an
upward shift in the valence band maximum, which is favorable
for electronic compensation by holes. In fact, room tempera-
ture p-type electronic conduction by holes is exclusively found
in materials with a high valence band maximum energy origi-
nating from such cation orbital contributions to the valence
band.>”***® Further discussion of the factors determining the
energy band alignment of materials can be found, for example,
in ref. 36, 37, and 43.

7 Summary and perspective

Point defects are fundamental ingredients of materials, parti-
cularly in ionic solids, which affect a wide range of properties.
Understanding and controlling the concentration of point
defects is of key importance. There are two approaches to
describe defect concentrations: defect chemistry and the calcu-
lation of defect formation energies by ab initio methods. While
the equivalency of both approaches is evident and has been
explicitly reported previously,'®® a direct quantitative relation-
ship between the equilibrium constants of the defect reactions
used in defect chemistry and the formation energies of ionic
defects has been presented here for the first time. For example,
the Gibbs energy of reduction has been related to the Gibbs
energy of the formation of oxygen vacancies (eqn (18)), revealing
that the two are not equivalent. The provided quantitative rela-
tionship between defect chemistry and the physical approach is
essential for a direct comparison of both approaches and enables
a combined application with potential synergetic effects. For
example, the quantitative relationship allows us to compare
experimental values derived from defect chemical experiments
with the calculated formation energies, which cannot be deter-
mined directly from experiments. This may help, for example, to
identify potential quantitative uncertainties in defect calculations.

The competition between ionic and electronic compensa-
tion decides if a material becomes an ionic conductor (or an
insulator if the ionic defects are not mobile), an electronic
(semi)conductor, or a mixed ionic-electronic conductor. The
prevailing compensation mechanism can directly be extracted
from the dependence of the defect formation energies on the
Fermi level in the physical approach. In contrast, the equili-
brium constants of the defect reactions do not provide a direct
connection to the compensation mechanism. A simple com-
parison of the Gibbs energies of ionic and electronic disorder is
not sufficient. This is not only the case because the charge
states of ionic and electronic defects are different. More impor-
tantly, it is necessary to connect the Fermi level dependence of
the formation energies of electronic and ionic defects on a
common energy axis in order to extract the prevailing compen-
sation mechanism for donor and acceptor doping. It has been
demonstrated that the connection of the energy axes of ionic
and electronic defects is directly provided by the Gibbs energy
of reduction and oxidation. While the latter two are connected
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in a specific material by its ionic disorder and the band gap
(eqn (20)), they can, in principle, be tuned independently by
material composition. In addition to tuning the Gibbs energies
of reduction and oxidation, the prevalent charge compensation
mechanism is affected by the valence band maximum and
conduction band minimum energies. A high valence band
maximum favors electronic compensation for acceptor doping
and a low conduction band minimum favors electronic com-
pensation for donor doping. The energies of the band edges
also depend on material composition.

As the band edge energies and the Gibbs energies of reduction
and oxidation both depend on the material composition, it would,
perspectively, be interesting to figure out if the two dependencies
are connected or independent. To our knowledge, no direct
connection between the band edge energies and the Gibbs
energies of reduction/oxidation has been established. It is unclear
whether this kind of relationship is physically reasonable at all
but it is interesting to note that Cu-containing materials, which
exhibit a significantly higher valence band maximum than com-
parable compounds without shallow occupied d-states,>”** typi-
cally show a high concentration of Cu vacancies,**”° indicating
that they are easy to oxidize. This indicates that it may not be
possible to tune the electronic and ionic disorder independently,
which would considerably reduce the degree of freedom in the
design of materials with the desired electrical properties. It would
therefore be important to evaluate whether such a fundamental
connection exists or not.
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