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Kinetic processes of interfacial transport of
reactive species across plasma–water interfaces:
the effect of temperature†

Frederick J Green and Mohammad I Hasan *

This work quantifies, through use of molecular dynamics (MD) simulations, the kinetic rates of physical

surface processes occurring at a plasma–water interface. The probabilities of adsorption, absorption,

desorption and scattering were computed for O3, N2O, NO2, NO, OH, H2O2, HNO2, HNO3, and N2O5 as

they interact with the interface at three water temperatures: 298 K, 323 K, and 348 K. Species are cate-

gorised into the short-residence group (O3, N2O, NO2, and NO) and the long-residence group (OH, H2O2,

HNO2, HNO3, and N2O5) based on their mean surface residence time. It is reported that the most probable

process for the short-residence group is desorption, which limits their characteristic residence time at the

interface to less than 100 ps, while the long-residence species experience a mixture of absorption and

desorption, with a characteristic residence time exceeding 200 ps for many species in this group. With

increasing water temperature, a universal decline in characteristic surface residence time is observed. It is

found that the short-residence group experience a reduction in probability of desorption in favour of scat-

tering, whereas the long-residence group experience a reduction in probability of adsorption in favour of

absorption and desorption. The data reported in this work facilitate the development of a basic surface

kinetic model, which was used to find that tuning the plasma toward the production of HNO3 will result in

an increase in the rate of uptake of reactive nitrogen species by a factor of 250%.

1. Introduction

The question of how plasma-generated reactive species are
transported across a plasma–water interface is crucial, with broad
implications for various scientific and technological fields where
plasma activates water.1–4 Understanding the behaviour of these
reactive species at a plasma–water interface holds significance for
applications such as environmental remediation,5,6 materials
science7 and biomedicine.3,8–10 Plasma-generated reactive species,
particularly H2O2,11,12 are known for their strong antimicrobial
properties13–15 and ability to treat toxic organic compounds in
wastewater,16,17 occupying key roles in plasma-based sterilization
methods.18–20

A key step to investigate the transport of plasma-generated
reactive species across a plasma–water interface is to describe
how a plasma–water interface differs from a gas–water inter-
face. Since theory and measurements for the multiphase trans-
port of reactive species across a gas–water interface are widely
available,21–24 it is reasonable to question how much of that

knowledge is applicable to a plasma–water interface. The
presence of plasma at the surface of water drives multiple
processes that are unique to it; these include the application
of an electric field, enhanced chemical reactivity due to the
presence of reactive species, mechanical convection, and heat
transfer. Multiple studies have investigated the electric field
at such interfaces, reporting a typical strength in the order
of 104 to 105 V m�1.25,26 Such values are much lower than
109 V m�1, the strength at which the electric field induces
significant structural and behavioural changes in water.27–29

Chemically, the typical plasma densities in atmospheric pressure
plasmas, along with the densities of generated reactive species
(assuming no significant accumulation) are on the order of
1021 m�3,30 which is seven orders of magnitudes lower than
the density of liquid water at ambient conditions (around
1028 m�3). When converted to surface densities, this means that
for every molecule of a reactive species at the interface, there are
approximately 50,000 surface water molecules. This suggests
that the characteristics of water at the interface are minimally
impacted by the presence of reactive species as their influence is
negligible. Mechanically, despite the very dilute nature of the
plasma, it has been shown in multiple studies that the inter-
action at the interface is significant enough to drive a flow in the
bulk of the water.26,31–33 In addition to the observed macroscopic
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flow, smaller and faster perturbations exist, such as the Kelvin–
Helmholtz instability.31 Thermally, most experiments where the
plasma interacts directly with water report a significant increase
in the temperature of the bulk water.34–36 Based on this discus-
sion, it is reasonable to describe the plasma–liquid interface as a
special case of the gas–liquid interface where the water experi-
ences a shear turbulent flow at an elevated temperature, as a first
approximation.

Most studies on the transport of gaseous species across a
gas–water interface were conducted under equilibrium condi-
tions, under which the interfacial transport can be described by
Henry’s law.37 Indeed, this assumption is often made even in
explicit treatment of a plasma–water interface.17 Given that
nonthermal plasmas are far from equilibrium, the applicability
of Henry’s law is questionable, and a kinetic description is
needed. In such a description, a molecule of a reactive species
arriving from the plasma phase to the interface may experience
a chemical process such as a chemical reaction, or may
experience a physical process such as thermal or mass accom-
modation. In this work, we take thermal accommodation to
mean that the radical arriving to the interface has had enough
time interacting with water molecules such that its kinetic
energy is equilibrated with that of the water molecules,38 and
mass accommodation is defined as the probability that a
molecule residing at the interface will be absorbed into the bulk
phase.39,40 Therefore, quantifying the characteristic timescales
and probabilities of such processes is vital for constructing a
detailed model of the surface in plasma liquid interactions.41

Indeed, in a comprehensive 2016 review of plasma–liquid inter-
actions, Bruggeman et al. concluded that understanding the
transport and chemistry of reactive species at the plasma–liquid
interface is a key challenge in the field.42

To build a kinetic description of the interfacial transport of
reactive species at the gas–water interface, previous work has
been undertaken focusing on the thermal and mass accommo-
dation of a variety of reactive species in the context of atmo-
spheric chemistry. One approach was to compute the free
energy of solvation for a variety of reactive species (notably
O3, OH and H2O2) via molecular dynamics (MD) simulations,
subsequently computing the probability of surface effects such
as adsorption, absorption and desorption.38,43 However, this
approach has proven challenging as the calculated probabil-
ities depend upon how they are derived from the solvation
energy. An alternative, more intuitive approach has since
emerged, which has been applied to a wider range of species
including N2O5, NO2, HO2 and CH3NH2.4,38,44–47 In this
approach, a molecule is bombarded against a slab of water
and its fate; namely whether it is scattered, absorbed, adsorbed
or desorbed, is determined within a timeframe. By repeating
this process over sufficiently many runs it is possible to
quantify the probability of each individual process.48 Notably,
work by Vieceli et al.4 using this approach applies it to O3 and
OH, reporting that an O3 molecule has an approximate
desorption probability of 65% on the water surface, an adsorp-
tion probability of 20%, and an absorption probability of 4%.
The corresponding figures for OH were found to be 5%, 57%

and 33% respectively. This work aims to investigate and quan-
tify the mass accommodation processes of reactive species
typically generated in air plasmas, these are H2O2, O3, OH,
N2O, N2O5, HNO2, HNO3, NO and NO2, as the water tempera-
ture is varied. Processes investigated include absorption,
adsorption, scattering and desorption, as well as quantifying
the characteristic residence time of a given species on the
interface as function of temperature. The data reported in this
work paves the way for the construction of detailed surface
kinetic models of the reactive species at the plasma–water
interface, capable of capturing the non-equilibrium nature of
the transport of reactive species across the plasma–water inter-
face. Mathematically, the processes analysed in this work can
be represented as processes 1 to 3, which are desorption,
adsorption and absorption respectively.

M sð Þ ��!k Tð Þ
M gð Þ (1)

M gð Þ ��!k Tð Þ
M sð Þ (2)

M sð Þ ��!k Tð Þ
M lð Þ (3)

where M(g) is the species M in the gas phase, M(s) is the species
M on the interface, and M(l) is the species M in the liquid phase.

2. Methods

The MD simulations in this work were conducted using
LAMMPS (version 8 Feb 2023).49 The reactive species investi-
gated were H2O2, OH, O3, N2O, N2O5, HNO2, HNO3, NO and
NO2 as these are the most frequently reported-on species in the
context of air plasmas. The molecular geometries used for the
simulated molecules were obtained from the Automated Topol-
ogy Builder (ATB) repository,50 which uses the GROMOS 54A7
force field.51 The repository utilises GAMESS-US, wherein the
first stage the molecule is optimised at HF/STO-3G level of
theory, followed by refinement stage where it is further opti-
mised at B3LYP/6-31G level of theory. This is done assuming an
implicit polarisable continuum model (PCM). The optimization
process yields the geometry as well as the partial charges
assigned to each atom in the molecule.50 For water, the SPC/
E model was used as this combination of force field is widely
used.52–55 Both force fields are nonreactive force fields, which
restricts the investigated surface processes to physical pro-
cesses as chemical reactions cannot be directly captured.
Despite the existence of reactive force fields such as ReaxFF56

that explicitly model bond formation, the size of the timesteps
required to resolve these dynamics appropriately is too small to
capture the timescale of the physical processes studied in this
article. The size of the simulation domain was 31 Å � 31 Å �
150 Å. A slab of water consisting of 1000 molecules was created
in the region of 0 o Z o 31 Å, leaving enough space for the
studied molecule to be introduced into the simulation domain
far from the surface of the water slab. These parameters were
chosen to obtain a water density of approximately 1 g cm�3.
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To further verify the density, a hyperbolic tangent function was
fit to the Z axis profile of the water slab. Selecting a cutoff
density threshold of one-half the bulk maximum, a value of
30.75 Å was obtained. Taking the X and Y axes to both equal
31 Å according to spatial restriction due to the application
of a periodic boundary condition, we found that the density
of the slab to be 1.01 g cm�3. The Ewald summation method
was used to calculate long-range coulombic interactions.57

The Nosé–Hoover thermostat was used to control the system
temperature,58 which was set to three values for each species,
being 298 K, 323 K and 348 K. The SHAKE algorithm was
employed to keep the water molecules rigid.59 The simulation
box as well as the procedure used for generating the results are
summarised in Fig. 1. The procedure for generating the
reported data consisted of 3 stages: the equilibration phase,
production phase, and post-processing analysis.

In the water equilibration phase, the water slab was equili-
brated for 2 nanoseconds in the canonical (NVT) ensemble with
a timestep of 2 femtoseconds, for the three investigated tem-
peratures. To prevent the slab from drifting in the box, an
invisible atom of large mass was attached to the bulk. A snap-
shot of the system at the end of equilibration for each tem-
perature was then used as the starting point for the subsequent
bombardment simulations to circumvent the need to equili-
brate the system for every run. In the production phase, a
molecule was introduced into the simulation box at a distance,

calculated from the centres of mass of the molecules, of 30 Å
above the surface and assigned an initial velocity that directed it
toward the water slab. Its interaction with the slab was quantified
by recording the Z coordinate of the centre of mass of the
molecule as function of time, and outputting that into a trajectory
file. Note that the positions of all molecules are recorded using the
centre of mass of the molecule. For each trajectory, the file begins
recording this data as soon as the molecule’s distance from the
surface is equal to or less than 9 Å as this is the cut off used for the
force field, defining the threshold at which the molecule starts to
interact with the surface. If the molecule’s Z coordinate is higher
than 75 Å, which corresponds to the molecule leaving the surface
after having interacted with it, the simulation was terminated to
prevent the molecule from crossing the periodic boundary condi-
tion. The orientation of the molecule with respect to the surface,
and its X and Y coordinates in the plane where it is introduced,
were randomly assigned for each trajectory. The molecule is
assigned an initial thermal velocity in the negative Z direction,
calculated using eqn (4), which moves it toward the surface of the
water. The molecule at this stage is excluded from the NVT
ensemble until it reaches the surface.

nrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
3kBT

m

r
(4)

where nrms is the root mean square velocity, kB is the Boltzmann
constant, T is temperature of the gas (set to 298 K for all

Fig. 1 (Left) A snapshot of the simulation system at the beginning of the simulation including the water (blue) slab and studied species (red/yellow).
(Right) A flow chart describing the procedure followed in this work to generate the results.
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simulations), and m is the mass of the molecule bombarding the
water. This gas temperature was chosen based on preliminary
findings that varying the impact velocity of neutral species has a
marginal effect on the surface processes studied, as long as the
impact velocity is not far off from the thermal velocity of the gas.
Therefore, maintaining a constant temperature is sufficient and
does not influence the conclusions drawn from these simulations.
At least 200 runs per molecule for each water temperature were
simulated. This number was determined through preliminary
testing to be the minimum required number of trajectories to
ensure correct sampling. This was done by sampling 1000 trajec-
tories of one molecule and reducing the number of runs system-
atically until the results deviated significantly. It was found that
the statistics provided by 200 trajectories deviated 5.2% from
those obtained at 1000 trajectories. Therefore the 200-trajectory
threshold was considered the minimum number of trajectories to
compute meaningful statistics. For all species investigated in this
work, 400 trajectories were generated up to 100 ps. Given that
some species such as H2O2 and OH appeared to reside on
the surface for exceedingly long periods of time if allowed, 200
trajectories for such species were run for up to 200 ps to provide a
better insight into their behaviour on longer timescales. After
trajectory files were collected for all investigated species, analysis
was conducted for each molecule at each of the three liquid
temperatures. Specifically, this is the computation of the
desorption, scattering, absorption and adsorption event counts
at the end of each trajectory file. To calculate the event counts and
the probability of the process subsequently, the state of the
molecule is categorised into one of the 4 categories based on its
Z coordinate. This process is repeated for each trajectory for each
species at each liquid temperature, generating a classification
histogram for each species at 100 ps and 200 ps (for species that
required longer run times), where the amplitude of each column
represents the probability of the corresponding process, as
explained in Fig. 2. The criterion for the classification requires
the surface to be defined by a range of values in the Z axis, from
ZSmin to ZSmax. However, no universal definition for the interface
region exists, as is evident by the array of the different methods
used in previous works.1,38,43,55 In this work, ZSmax was defined to

be equal to the coordinate of the water molecule with the highest
Z coordinate plus half the cut-off distance of the force field, giving
a typical value of 32 to 33 Å. While ZSmin was defined to be equal to
the coordinate of the water molecule with highest Z minus half
the cutoff distance of the force field, yielding a typical value of
approximately 26 Å. Surface roughness, defined as the condition
under which the plane of the surface may at any given timestep
not be perpendicular to the Z axis, is accounted for in our surface
definition by time-averaging where the Z coordinate of the surface
is determined by averaging the density profile over a million
timesteps. The classification criteria were as follows:

Scattering: a species is considered scattered if it resides on the
water surface for less time than required to reach thermal
equilibrium with the water slab. This definition renders scattering
phenomenologically distinct from desorption, given that there is
not sufficient contact with the surface to facilitate significant
energy exchange. This value was chosen to be 2 picoseconds
before being ejected back into the gas phase, based on previous
work.4,38,60 precisely, that is ZSmin o Zmolecule o ZSmax for less than
2 ps. Notably, there is some contention in the literature regarding
the thermal equilibration time, with some works reporting that it
can take an interval on the order of 10 ps or longer for the kinetic
energy of some of the investigated molecules to equilibrate with
that of the bulk.61 However, an analysis of time-dependent kinetic
energy fluctuation with respect to ensemble average by Vieceli
et al. yields the general result that 2 ps is sufficient time for a
molecule to dissipate its excess kinetic energy.4

Desorption: if the species is not on or below the surface at
the end of the simulation, but was not scattered, then it is
considered desorbed, that is: Zmolecule 4 ZSmax at the end of the
trajectory file. Absorption: if the species is below the surface at
the end of the simulation, then it is considered absorbed, that
is: Zmolecule o ZSmin. Adsorption: if the species is on the surface
at the end of the simulation, then it is considered adsorbed,
that is: ZSmin o Zmolecule o ZSmax. It is worth noting that the
investigated species, during the simulation, may undergo one
or several of these processes during its trajectory, but only its
state at the end of the trajectory is recorded. For example, a
molecule residing on the water surface may become absorbed

Fig. 2 Illustration of the classification criteria used to quantify the probability of the individual surface processes and explaining the procedure followed
for the quantification.
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by entering the bulk but return to the surface for the remaining
duration of the simulation. In this case, it is considered
absorbed while under the surface, but will cease to be consid-
ered absorbed after returning to the surface. Ultimately, the
classification for that trajectory will be adsorption.

3. Results and discussion
3.1. Validation of the simulation procedure

To verify that the results obtained in this work are physical, two
validation approaches were followed. First, a comparison of the
data obtained in this work to that already reported for similar
conditions, which validates the simulation procedure. Second,
considering that the temperature variance is a novel aspect of
this work, the suitability of the employed force field to capture
temperature variation is discussed. Most of the previous works
focused on the processes that O3 and OH experience at ambient
conditions on the surface of water,4,38 as such conditions are
the most common in the context of atmospheric chemistry. O3

and OH are chosen as representatives for hydrophobic and
hydrophilic species, respectively. Fig. 3 shows the normalised
time-dependent surface population of both species for the
298 K case as computed in this work in comparison to those
reported in the literature. It should be noted that t = 0 in this
figure is the time of arrival of the molecule to the interface from
the gas phase for all trajectories. As time progresses, some
trajectories leave the surface by either desorption or absorp-
tion, therefore the fraction shown on the Y axis of this figure
indicates the ratio of the resident molecules at a given time to
the overall number of molecules at the surface. A clear quali-
tative agreement exists between the presented results in this
work and the reported results in the literature, showing the
tendency of O3 to completely leave the surface within 100 ps,
where it is mostly desorbed due to its hydrophobic nature. The
figure shows a similar agreement for OH, which stays for an
extended period on the surface and is mostly lost to absorption.
This is a reflection of its solvation energy, which has a

pronounced minimum at the surface.38 Quantitively, there are
noticeable differences between the results reported here and
those reported in the literature, particularly for OH. These stem
largely from differences in the method used to classify whether
the molecule is in the gas, interfacial or bulk phase. Some work
has employed the solvent accessible surface area (SASA) tech-
nique, where the surface area of a molecule that is available to a
solvent is calculated, and its phase inferred.38 This approach
precludes the requirement for an interface region, though at
increased computational cost. Another reason is the difference
in some of the force field parameters used. In this work we opted
for consistency by using the GROMOS force field for all mole-
cules. In the referred works, the force field parameters were
collected from diverse sources, potentially arbitrarily. Despite the
differences, the overall behaviour is similar and therefore the
method followed in this work is valid for generating a similar
type of data. It is worth noting that while the classical force
field effectively models hydrogen bonding and other non-
reactive interactions, and allows for a direction comparison to
the literature in this case, it does not capture potential reactive
pathways, such as OH recombination or reaction with the
water surface.

The validation of the temperature trend is more challenging,
as data on surface processes as a function of temperature for
different molecules is scarce. However, there are multiple works
reporting on the GROMOS force field’s ability to capture the
effect of different temperatures in the solvent.51,62,63 Further-
more, considering that the decrease of solubility of gases in
water with increasing temperature is a well-established phenom-
enon in physical chemistry, a simple test was conducted, com-
puting the radial distribution function (RDF) of O3 and HNO3

molecules at the three investigated temperatures in this work.
The RDF was computed and averaged over a trajectory of 1 ns in
the bulk of the water slab shown in Fig. 1. The RDFs of O3 and
HNO3 are shown in Fig. 4, which demonstrates a reduction in
the peak of the RDF as the temperature of the solvent is
increased, representing a weaker hydration shell which indir-
ectly corresponds to lower solubility. While the decrease in this

Fig. 3 The time-dependent surface populations of O3 and OH as computed in this work in comparison to those reported by Roselová1 et al. and
Vieceli et al.4
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peak seems marginal, it is consistent in its amplitude to that
reported for the RDF of water at different temperatures.64

Quantitively, the RDF and the solubility of gases are fundamen-
tally correlated, but their correlation is complex and far beyond
the scope of this work.

3.2. Probabilities of surface processes

As explained in Section 2, the outcome of each trajectory was
categorised at two timeframes into adsorption, desorption,
absorption and scattering, then the number of trajectories in
each category was normalised by the overall number of trajec-
tories to give the probability of a specific process. Based on the

preliminary analysis of the results it was found that the species
can be split into two groups with distinctive behaviours, differing
mainly in surface residence time and absorption probability. The
first group will be referred to as the short-residence group, that
includes O3, N2O, NO and NO2. The second is the long-residence
group that consists of OH, H2O2, HNO2, HNO3, and N2O5. Fig. 5
shows the probability of these surface processes at 100 ps for the
short-residence group at the three temperatures, while Fig. 6
shows the same figure for the long-residence group at two
timeframes (100 ps and 200 ps). To give an example of how
these figures can be interpreted; a species the probability of
adsorption after 100 ps of arrival to the surface is 40%.

Fig. 4 Time-averaged RDFs for O3 and HNO3 at the three studied water temperatures.

Fig. 5 The probabilities of four surface processes for the short-residence group over a duration of 100 ps, at each of the three investigated
temperatures. Here, t = 0 indicates the time of arrival of the molecule to the surface. A total of 400 trajectories were used to generate each figure.
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3.2.1. Relation to other descriptions of interfacial transport.
To put the probabilities displayed in Fig. 5 and 6 into context, it
is useful to discuss their meaning with respect to other descrip-
tions of the interfacial transport of reactive species across a gas–
water interface. The most widely used parameter in this context
is Henry’s coefficient Hcc, which describes the ratio of the
solvated species concentration in water to that in the gas
phase.65 Based on their Henry’s coefficient, the species analysed
in this work can be categorised into poorly soluble (Hcc o 1)
such as O3, N2O, NO and NO2. Moderately soluble (1 o Hcc o
103) including OH and N2O5, and highly soluble species
(Hcc 4103) such as H2O2, HNO2, and HNO3.65 Given that Henry’s
coefficient represents the tendency of a species to be solvated in
water, it is expected to be correlated with the absorption prob-
ability in Fig. 5 and 6, anticipating that species with higher
Henry’s coefficients will have larger absorption probability.
However, considering that Henry’s coefficient describes a
dynamic equilibrium between solvation and degassing,66 it only
gives an indication of the relative probability of absorption
rather an absolute measure of it as Fig. 5 and 6 show. Further-
more, since this equilibrium requires a characteristic time to be
reached, which is often much longer than 200 ps, Henry’s
coefficient describes the steady state behaviour rather than the
transient behaviour shown in Fig. 5 and 6.

Another more general description of interfacial transport is
given by the free energy of solvation or the potential of mean
force (PMF) corresponding to the solvation process,43 which
can be computed using umbrella sampling.67 This description
encapsulates the same information contained in Henry’s coef-
ficient in addition to providing information on the likelihood
of the species residing on the surface. Examining the PMF
reported in the literature for most species analysed in this
work, a common feature is the existence of a free energy
minimum at the interface, indicating a preference for adsorp-
tion over immediate absorption (that is molecules residing on
the surface for some time before being absorbed). This applies
to O3,43 OH,43 H2O2,43 N2O5

68 and NO2.69 We could not find the
PMF of NO, HNO2 or HNO3, however, a MD study has shown a
strong preference for HNO3 to reside on the surface as well,70

indicating the presence of a minimum of the PMF there. Since
the PMF describes the Gibbs free energy of solvation, it can be
converted into a relative probability using the Boltzmann
factor, providing information on the relative probability of
adsorption and desorption, which makes a direct comparison
between the PMF and the absolute probabilities presented in
Fig. 5 and 6 impossible. Moreover, the relative probabilities
described by the PMF represent steady state behaviour, provid-
ing further difficulty in making a direct comparison between
the PMF and the probabilities reported in Fig. 5 and 6.

A third description of the interfacial transport of reactive
species in water is given by the mass accommodation coeffi-
cient (a) which, unlike the earlier descriptions, provides kinetic
information on the interfacial transport process; that is the
fraction of the gaseous molecules being taken into the water
bulk following thermal accommodation. Experimental deter-
mination of the mass accommodation coefficient of a species is

challenging, and as a result their exact values vary widely.71

Even from the perspective of an atomistic simulation, incon-
sistency still exists due to the variety of the force fields used in
the simulations. Nonetheless, the range of values reported for a
given species is relatively consistent. For example, a of NO and
NO2 in water are reported to be less than 10�3,72 for O3 and
HNO2 it is in the order of 10�2,4,38,73,74 for OH, H2O2, and HNO3

it is in the order of 10�1.38,40,73,75 The literature varies widely on
the mass accommodation coefficient of N2O5, ranging from
values close to 10�3 to values approaching 0.5.73,76 We could
not find a for N2O reported anywhere in the literature. The
mass accommodation coefficient is the closest parameter to be
compared to the absorption probability of any species shown in
Fig. 5 and 6. However, a small difference is that the mass
accommodation coefficients describe the overall probability of
absorption, which includes the direct absorption from the gas
phase as well as the adsorption-mediated absorption,43 which
are dealt with as two separate processes in Fig. 5 and 6.
Therefore, these figures paint the most comprehensive picture
of the molecular processes occurring on the surface among all
reported works in the literature.

3.2.2. Trends of surface processes at constant temperature
(298 K). Once the molecule arrives to the surface, the most
likely process to occur is adsorption, with an overwhelming
probability of more than 95% across the two groups, reflecting
the presence of the PMF minima on the surface as discussed
earlier. The only alternative process upon arrival to the surface
is scattering. This process has the highest probability for the
short-residence group (that is O3, N2O, NO and NO2), as Fig. 5
shows. As mentioned, our chosen timeframe for scattering is
2 ps. While scattering probabilities were observed to be small
for most species, particularly in the long-residence group, it
remains essential to treat scattering and desorption as distinct
processes because they represent subtly but fundamentally
different physical interactions. This distinction is particularly
relevant for short-residence species, where scattering contri-
butes significantly to their rapid departure from the surface.

As time progresses, the difference in the behaviour of the
two groups becomes clearer. Within the first 100 ps, desorption
has the highest probability among the short-residence group,
with values ranging from 60% for NO to 92% for O3. The
absence of data for absorption in O3 and NO may suggest that
no absorption occurs. However, considering the finite number
of trajectories used to generate these figures, the absence of a
process merely indicates that its probability is less than the
threshold detectable probability of 0.25%. Comparing this
number to the values of a reported earlier for O3 shows that
this work slightly underestimates the probability of absorption.
The probability of absorption as described in Fig. 5 for O3 at a
temperature of 298 K has already been reported for two other
works.4,38 Comparing our value to those, it is perfectly in line
with O3 behaviour reported by Roeselová et al.,38 while it is
underestimated in comparison to that reported by Vieceli et al.4

Since our values and those of Roeselová et al. are much closer to
the experimental mass accommodation coefficient of O3, we
believe our estimate is closer to the real value than that
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Fig. 6 The probabilities of four surface processes for the long-residence species group in periods of 100 ps (left hand column) and 200 ps (right hand
column) at three temperatures of the water. In these figures t = 0 indicates the arrival time at the surface. A total of 200 trajectories were used to generate
each 200 ps figure, whereas 400 were used for each 100 ps figure.
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reported by Vieceli et al. The behaviour of N2O, NO2 and NO is
similar to that of O3, as Fig. 5 shows. This demonstrates a
perfect overlap between the short-residence group and the
poorly soluble species as defined by Henry’s coefficient. It is
also quite consistent with the very low mass accommodation
coefficient of NO2 reported earlier. The long-residence group
(OH, H2O2, HNO2, HNO3 and N2O5) is characterised by spend-
ing considerable periods of time on the surface compared to
the short-residence group. Over time, their adsorption prob-
abilities decline as the probabilities of absorption and
desorption increase as Fig. 6 shows. A common feature among
these 5 species is the non-negligible desorption probability, in
the range of 5–10% in the 100 ps timeframe. This explains why
highly soluble species such as H2O2, HNO2, and HNO3, with Hcc

approaching 106 have mass accommodation coefficients in the
order of 10�2 to 10�1; desorption in this case works as a
limiting process, setting the characteristic time needed for
the solvated concentration to reach its steady state value.
A distinctive feature among these species is how much of the
absorbed species end up desorbing or absorbing. On one end
there is N2O5, for which the desorption probability increases
from 19% at 100 ps to 57% in 200 ps, while the absorption
probability increases from 1% to 4% in the same time interval.
This indicates that the reported results are more consistent
with the lower estimate of the mass accommodation coefficient
of N2O5 reported in the literature. On the other end there is
HNO3, for which there is an increase in the probability of
absorption from 3% at 100 ps to 5% at 200 ps. For its
probability of desorption, there is a decrease from 8% to 4%
in the same interval. Other species such as OH, H2O2, and
HNO2, show an intermediate behaviour in which the increase
in the desorption rate is more significant than that of absorp-
tion. However, the increase in the desorption rate of OH and
H2O2, at B15% each remains higher than or roughly equal to
that of adsorption. In general, the overall behaviour of the long-
residence group is consistent with its solubility as described by
Henry’s coefficients and the reported mass accommodation
coefficients.

3.2.3. Temperature effect. It is a well-established fact that
the solubility of gases in water decreases as the water tempera-
ture is increased.77 This is evident from the temperature
dependence of Henry’s coefficient. However, that does not
directly correlate to the kinetic nature of these processes at
the surface. As expected, examining the temperature trend
observed in Fig. 5 and 6 shows a clear shift in the probabilities
of adsorption and absorption toward desorption and scattering.
Quantifying this variation however reveals a noticeable consis-
tency with the sensitivity of Henry’s coefficient to water, which
depends on the energy of solvation of the species. For example,
Fig. 6 shows that desorption competes with adsorption for
the most probable process within 200 ps for a temperature of
348 K for H2O2 and HNO2, while HNO3 seems to be the least
affected by the increase in the temperature. Considering that
the energy of solvation of H2O2 and HNO2 are approximately
10 kcal mol�1 and 9.7 kcal mol�1 respectively,43,78 and that of
HNO3 is 1.4 kcal mol�1,70 it becomes clear why H2O2 and HNO2

are so sensitive to the temperature of water. The same trend
applies to OH, with a solvation energy of 4.5 kcal mol�1.43 The
outlier here is N2O5, which despite its low energy of solvation of
2.3 kcal mol�1,68 shows a high sensitivity to the temperature of
the water. We have no firm explanation for this observation,
however we hypothesise that considering the large molecular
structure of N2O5, it is reasonable to expect a steric factor to
have a noticeable influence on its surface kinetics. The mole-
cule needs to be aligned in a specific orientation with respect to
the water molecules at the surface to most advantageously form
hydrogen bonds with them. As the temperature increases, the
likelihood of this alignment becomes smaller, adding a steric
effect to its adsorption at the surface. In the context of transi-
tion state theory, the steric factor is not part of the exponential
factor, hence this hypothesis is consistent with the low energy
of solvation of N2O5.

The response to the increase in the temperature of the short-
residence group, namely O3, N2O, NO and NO2, is different
from the long-residence group, as the competition here is
between desorption and scattering. An increase in temperature
shows a shift from desorption to scattering, with the exception
of NO, which is discussed below. Fundamentally, the result of
both processes is the same in that the molecule is ejected from
the surface, while the core difference is the interaction time
with the surface. In that sense, the shift toward scattering as the
temperature increases is a result of a reduced average residence
time on the surface.

The increase in the temperature of the water from 298 K to
323 K appears to affect NO differently, wherein scattering
probability decreases slightly, with a complementary increase
in desorption probability. From 323 K to 348 K however, there is
a sharp increase in scattering probability. This is seemingly
anomalous, but in fact is due to choice of scattering threshold.
While our selection of 2 ps is supported by previous works, it is
possible that it is not appropriate for all species given the range
of factors, such as mass of the investigated species,79 that may
impact thermal equilibration time. Fig. 7 can be used to
illustrate this point. The surface residence probabilities for
each temperature for NO transiently form the expected tem-
perature trend at around 20 ps. Therefore, a scattering thresh-
old set at 20 ps would reflect this temperature trend, though
would deviate from the consensus of previous works. However,
it is still favourable to use this threshold rather than calculate
such a threshold for each species in this work, given the large
range of species included.

3.3. The time-dependent surface population

As discussed in Section 3.2, all species experience surface
interaction, however briefly. Since adsorption is the most
common and best statistically sampled process and, given also
that adsorption quantifies the residence time on the surface, it
defines a time window in which chemical reactions may occur.
In this section the trajectories are analysed based on the time
they spent on the surface. That is, the number of trajectories on
the surface for each timestep is computed, omitting all scat-
tered trajectories. When a trajectory leaves the surface at a
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given time, the value of the population of the surface is
decreased by 1 at that time. All plots are normalised to 1 at
t = 0 (the moment of arrival to the surface) such that scattered
trajectories are omitted. Fig. 7 shows the time-dependent sur-
face residence probabilities for all species at all temperatures.

Clearly, surface populations decrease exponentially with time,
indicating first order kinetics. It should be noted that the decay
in these plots is a result of a combination of desorption and
absorption. The relative contribution of each process can be
inferred from Fig. 5 and 6. Fig. 7 is an illustration of the basis

Fig. 7 The time-dependent surface population for all species investigated in this work at the three investigated water temperatures. Note that O3, N2O,
NO2 and NO have data up to 100 ps because they approach zero within this timeframe. The solid lines indicate simulation data, and the dashed lines
indicate an exponential fit.
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on which the species were split into the two groups; the short
residence group (O3, N2O, NO2, and NO) leaves the surface
within the first 100 ps, while the long-residence group exhibits
variable behaviour. For example, OH, HNO2, N2O5 and H2O2

seem to leave the surface at comparable rates. HNO3 is the
slowest at leaving the surface, almost exhibiting zeroth-order
kinetics, as it has a strong preference to stay on the surface as
discussed in Section 3.2. To provide a better overview of the
characteristic residence times, the data shown in Fig. 7 were fit
to a single decaying exponential and presented in Table 1.

The main influence of temperature on the characteristic
residence time of the species is to cause a decrease in the
residence time for all species. The most interesting aspect of
this behaviour is N2O5, which experiences a reduction in
characteristic residence time from 292.5 ps at 298 K to 96.1
ps at 348 K. As such, it is possible to postulate that N2O5 at
elevated temperature ‘switches groups’ and acts as a short-
residence species. The remaining species appear to stay in their
corresponding groups. The species least affected by the tem-
perature increase is N2O, which shows an average decrease in
the characteristic residence time of 10% per 25 K increase. On
the other end, HNO3 shows a decrease of 36% per 25 K
increase. The rate of the decrease is nonlinear in most of the
long-residence group, while it is linear in the short-residence
group. Species such as HNO3 and N2O5 show a noticeable
change in the rate of variation in the curve, particularly
at 348 K.

An interesting feature observed in Fig. 7 is the presence of
small-scale fluctuations in the time-dependent surface popula-
tions for long-residence species such as HNO3 and H2O2, and
its complete absence in short-residence species such as O3 and
N2O. These small-scale fluctuations are a result of trajectories
that switch between adsorbed and absorbed states during the
simulation. Similarly, some trajectories switch between des-
orbed and adsorbed states, albeit this occurs to a smaller extent
in comparison to adsorption–absorption fluctuations. While
the existence of these fluctuations may introduce a source of
noise to the probabilities depicted in Fig. 5 and 6, their small
amplitude in comparison to the overall trend supports its
validity. The origin of these fluctuations stems from the pre-
viously discussed solvation free energy minimum present at the
interface for the investigated species. It follows from this that
after absorption, assuming the molecule stays close to the

surface for some time, there should be a greater probability
of returning to the surface than remaining in the bulk, and that
this should be more pronounced for species with a greater
surface free energy minimum, which is reflected in the
literature.43 Considering that only a small fraction of trajec-
tories experiences these rapid fluctuations, proper quantifica-
tion for this phenomenon requires much larger statistical
sampling to provide accurate quantitative measures of their
importance, thus it is beyond the scope of this work.

3.4. Implications on the plasma–water interfacial transport
processes

Considering that the aim of the work presented here is to build
a detailed picture of processes occurring at the plasma–water
interface, it is important to put the results into perspective.
At the plasma–water interface, it is possible to describe the
surface population of a reactive species by eqn (5), which
assumes that the surface is far from saturation, which is a
reasonable condition considering the dilute nature of low
temperature plasmas:

@ns
@t
¼ 1

4
gngnth � kdesns � kabsns (5)

In eqn (5), ns is the surface density of the reactive species, g
is the sticking coefficient, which is defined from Fig. 5 and 6 as
1 minus the scattering probability. ng is the density of the species
in the plasma phase, vth is its thermal velocity. The first term
describes the flux from the plasma phase to the interface. In the
second and the third terms, kdes is the rate constant of the
desorption process as described by eqn (1) and kabs is the rate
constant of the absorption in the bulk as described by eqn (2). The
second and the third term on the right-hand side of eqn (5) can be
summed into one term that describes the departure of the surface
species from the interface, that is kdep = kabs + kdes. The departure
rate can be directly estimated as 1/t where t is the characteristic
residence time given in Table 1. The split of kdep into kabs and kdes

is done based on the probabilities of desorption and absorption
shown in Fig. 5 and 6, according to eqn (6).

kdes ¼
1

t
Pdes (6)

where Pdes is the normalised probability of desorption. The
normalisation is done such that Pdes + Pabs = 1. Similarly, kabs is
obtained by substituting Pabs, the normalised probability of
absorption, in eqn (6). These rate constants are used to obtain
ns from eqn (6).

The same procedure was applied to all species and pro-
cessed, and the corresponding rate constants are reported in
Table 2. It should be noted that eqn (5) only describes the
physical processes, implicitly lacking a description of chemical
kinetics at the interface, as well as the processes of resurfacing
and hopping along the interface, for which work on extending
the description of eqn (5) is ongoing. Table 3 reports the
sticking coefficients of the different species as a function of
temperature.

Table 1 The characteristic residence time of the species on the surface as
the temperature is varied, obtained by fitting the curves shown in Fig. 6 to a
single decaying exponential. The unit displayed in the table is ps

Group Species 298 K 323 K 348 K

Short residence O3 20.5 17.5 14.1
N2O 40.8 27.6 21.6
NO2 23.9 20.2 16.8
NO 12.1 9.7 8.9

Long residence OH 597.4 251.8 242.4
H2O2 296.3 136.3 132.6
HNO2 561.3 454 208.1
HNO3 669.3 550.5 289.8
N2O5 292.5 116.7 96.1
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Using eqn (5) and the data presented in Tables 2 and 3, it
becomes clear that the uptake of short-residence reactive species
into the water is a slow process. Among the long residence group
on the other hand there is a noticeable variation in the rate of
the uptake of the different species. An apt comparison is
between HNO2 and HNO3. Hydrolysis of these species leads to
the formation of nitrates and nitrites in the water, which is vital
for many emerging applications relying on plasma activation of
water. At room temperature, and assuming an equal density of
1021 m�3 for both species in the gas phase, the rate of bulk
uptake, defined as the third term in the right-hand side of
eqn (5) of HNO2 is 2.54 � 1021 m�2 s�1, while that of HNO3 is
6.32 � 1022 m�2 s�1. This shows that the flux of HNO3 into the
bulk is 25 times larger than that of HNO2 assuming the same
temperature and densities in the gas phase. Combining that
with the characteristic time of hydrolysis (dissociation into H+

and an anion) of HNO3 being in the order of 3 ps and that of
HNO2 in the order of 10 ns,80 shows that the rate of activation by
the plasma can be faster by 4 to 5 orders of magnitude if the
formation of HNO3 is promoted in the plasma. Therefore, tuning
the plasma chemistry to maximise the formation of HNO3 will
lead to significantly faster activation rate.

4. Conclusions

This work presents one of the most comprehensive studies on
the physical processes occurring at a plasma–liquid interface
for 9 of the most widely encountered reactive species in the
context of air plasmas. The study investigated adsorption,
desorption, absorption and scattering probabilities for the

investigated species on a longer timescale than reported for
any species for which similar studies were conducted, to the
best of the authors’ knowledge. The results reported in this
work were found to be consistent with experimentally reported
mass accommodation coefficients, as well as with the findings
of other studies. In comparison to widely reported parameters
describing the interfacial transport processes of gaseous spe-
cies such as Henry’s coefficients, the probabilities presented in
this work are absolute probabilities that describe the kinetic
rate of these processes, paving the way for a new generation of
plasma–water interaction models where the chemical kinetics
of the surface can be explicitly modelled.

The 9 species investigated were O3, N2O, NO, NO2, OH,
H2O2, HNO2, HNO3, and N2O5. It was found that these species
can be split into two groups based on their characteristic
residence times on the surface; a short-residence group con-
sisting of O3, N2O, NO, and NO2, while the rest fall into the
long-residence group. A discussion of surface process probabil-
ity at a constant temperature of 298 K finds that the short-
residence group has a probability of desorption in the order of
95% within the first 100 ps of residence on the surface,
followed by scattering as the second most probable process.
Absorption has a probability of less than 0.5%. The behaviour
of this group is fully consistent with its Henry’s coefficient
being less than 1, reflecting their poor solubility in water. It is
also consistent with their mass accommodation coefficients
being in the order of 10�3 to 10�2.

The long-residence group on the other hand, shows that the
most probable surface process in the first 100 ps is adsorption,
which ranges from a minimum of B78% for N2O5 and H2O2 to a
maximum of 90% for HNO3. Noticeably, all the species in this group
have a relatively large desorption probability of around 10–20%,
which explains the low values of the mass accommodation coeffi-
cients, in the range of 10�2 to 10�1 despite their high Henry’s
coefficients that exceed 1000 for the majority of them. This indicates
that a molecule of these species experiences multiple absorption
and adsorption events before ultimately being desorbed. On a
longer timeframe of 200 ps, the probability of adsorption decreases,
with the sharpest decrease occurring in N2O5, dropping from 78% at
100 ps to 37% at 200 ps. In contrast, HNO3 experienced the lowest
decrease, remaining at B90% for both timeframes. The decrease in
the adsorption probability manifests foremost as an increase in the
probability of desorption, followed by absorption.

Table 2 The kinetic rate constants for adsorption and desorption processes reported for the short and the long-residence groups

Group Species

kdes (s�1) kabs (s�1)

298 K 323 K 348 K 298 K 323 K 348 K

Short residence O3 4.9 � 1010 5.7 � 1010 7.1 � 1010 o2.7 � 108 o3 � 108 o4.3 � 108

N2O 2.5 � 1010 3.6 � 1010 4.6 � 1010 o1.4 � 108 o1.9 � 108 o2.8 � 108

NO2 4.2 � 1010 5 � 1010 6 � 1010 o2.3 � 108 o2.6 � 108 o3.5 � 108

NO 8.3 � 1010 1.0 � 1011 1.1 � 1011 o4.9 � 108 o5.8 � 108 o8.6 � 108

Long residence OH 7 � 108 2.0 � 109 2.1 � 109 9.8 � 108 1.9 � 109 2 � 109

H2O2 1.5 � 109 3.8 � 109 5 � 109 1.9 � 109 3.6 � 109 2.5 � 109

HNO2 1.7 � 109 2.0 � 109 4.2 � 109 4.6 � 107 1.8 � 108 6.2 � 108

HNO3 3.9 � 108 3.2 � 108 1.3 � 109 1.1 � 109 1.5 � 109 2.1 � 109

N2O5 3.3 � 109 8.4 � 109 1 � 1010 1.5 � 108 1.7 � 108 o6 � 107

Table 3 Sticking coefficients for all species as a function of temperature

Group Species

g

298 K 323 K 348 K

Short-residence O3 0.915 0.95 0.815
N2O 0.920 0.96 0.810
NO2 0.935 0.96 0.855
NO 0.845 0.885 0.760

Long-residence OH 0.985 0.995 0.975
H2O2 0.995 0.995 0.995
HNO2 0.995 1 0.970
HNO3 0.995 1 0.985
N2O5 0.975 0.970 0.940
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The influence of the temperature of water was also investi-
gated in this work, since the plasma–water interface was mod-
elled as hot water as a first approximation. For the short-
residence group, the increase in the temperature manifested as
a reduction in the desorption probability and an increase in the
scattering probability. For the long-residence group, the tem-
perature increase shifted the probability from adsorption and
absorption to desorption. The residence time of all species
decreased as the temperature increased, the most notable beha-
viour is that of N2O5, which experiences a significant reduction
in its residence time to the point that it can be counted as a
short-residence species at elevated water temperature.

Given that the scope of this work lies within the study of
strictly physical processes at the plasma–water interface, it
follows that a major limitation is not accounting for the
chemical reactions that many of these reactive species may
experience at the surface. Our choice of the force field was
made so that it provides a broad coverage of as many species
that can be encountered in plasma conditions as possible.
While this approach offers a flexible ‘‘recipe’’ extendable to
other plasma types, fully capturing reactivity requires a reactive
force field (such as ReaxFF) equipped with plasma-optimised
parameters, which are not yet available. Addressing this limita-
tion is a work in progress. Nonetheless, a basic kinetic model
describing the uptake of HNO2 and HNO3 into the water was
built using the data computed in this work. It was found that
the uptake flux, the rate at which the species is solvated, of
reactive nitrogen species at the plasma–liquid interface can be
250% times faster if the plasma chemistry is tuned to maximise
the production of HNO3.
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