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Solvent effects on the second harmonic responses
of donor–acceptor Stenhouse adducts: from
implicit to hybrid solvation models†

Angela Dellai, a Isabella Krismer,a Giacomo Prampolini, b

Benoı̂t Champagne, c Tárcius N. Ramos *c and Frédéric Castet *a

The effect of conformational dynamics and solvent interactions on the second-order nonlinear optical

(NLO) responses of the open and closed forms of a donor–acceptor Stenhouse adduct (DASA) are

investigated by a mixed quantum/classical computational approach, which couples molecular dynamics

(MD) simulations and time-dependent density functional theory (TD-DFT) calculations. The latter are

further combined with various solvation schemes, including polarizable continuum models, hybrid QM/

MM approaches using either non polarizable or polarizable electrostatic embedding, and QM/QM0

schemes with explicit treatment of a few molecules of the first solvation shell. The performances of the

different solvation models are discussed in the context of comparisons with experimental data obtained

from hyper-Rayleigh scattering measurements.

Introduction

Organic photochromes that isomerize with large variations in
their second-harmonic (SH) optical responses are of growing
interest for photonic applications, as they are the active ele-
ments of all-optical input/output devices in which UV or visible
wavelengths are used to trigger the photo-switching, while
lower-energy NIR wavelengths are used for readout. A plethora
of molecular nonlinear optical switches (NLOs) have been
designed over the past 20 years, mostly by chemically tuning
well-known photochromic patterns.1–4 Among this wide variety
of systems, reverse photochromes triggered using visible-light
such as donor–acceptor Stenhouse adducts (DASAs) offer advan-
tages over more conventional UV-activated photoswitches, as their
lower isomerization energies increase their fatigue resistance
and can therefore help improve device lifetimes.5–18 As shown in
Fig. 1 for a representative system incorporating a N-methylbenzyl-
amine donor and a barbituric acid acceptor group, DASAs
reversibly isomerize from a p-conjugated (open) form to a

non-p-conjugated cyclic (closed) one upon exposure to visible
light, and thermally revert to the initial form in the dark.
Recent works combining NIR-range hyper-Rayleigh scattering
(HRS) experiments and quantum chemical calculations demon-
strated that DASA derivatives behave as highly efficient NLO
switches, the p-conjugated form displaying large first hyper-
polarizability (b) which cancels out upon cyclization due to the
breakdown of the p-electron conjugation.19,20

The quest of optimal NLO photoswitches with tailored
specifications in terms of wavelength control, photoconversion
rates, relative stability of isomeric forms and b contrast, relies
heavily on computational chemistry. One of the benefits offered
by a computer-aided rational design, consists in the possibility
to straightforwardly disentangle the complex interplay among
the different factors that may concur to the efficiency of the
switches. Such contributions can be either intrinsic to the
chromophore molecular structure (e.g. arising from symmetry,
chemical substitution or p-electron delocalization), or also

Fig. 1 Photo-switching between the open and zwitterionic closed forms
of the investigated DASA derivative, labeled BA4 according to the nomen-
clature used in ref. 20.
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induced by external parameters, as the laser probe or environ-
ment effects. Given the size of the chromophores of interest for
practical applications, the range of first principles methods to
calculate first hyperpolarizabilities is in practice restricted to
time-dependent density functional theory (TD-DFT) and the
related quadratic response methods.21 As a result of the intrin-
sic nonlocal character of electric field effects and of the fact that
the b response of push–pull p-conjugated compounds is asso-
ciated with excitation-induced/field-induced charge transfer,
several benchmark studies have demonstrated that adequate
exchange–correlation functionals (XCFs) should contain a sub-
stantial amount of Hartree–Fock (HF) exchange, as it displays
the correct �1/r asymptotic behavior.22–26 In this regard, the
M06-2X global hybrid,27 which contains 54% of HF exchange,
has been shown to well reproduce both experimental data and
reference ab initio values for a large set of systems including
highly dipolar merocyanines.26 Alternatively, range-separated
hybrids like CAM-B3LYP,28 in which the Coulomb operator is
split into a short-range part associated with local/semilocal
exchange and a long-range part associated with HF exchange,
have also been shown to predict reliable b values.29–34

Beside the choice of the appropriate DFT approximation,
two major challenges still remain for achieving accurate com-
parisons between computed and experimental results. The first
is to take into account the influence of the conformational
dynamics of the molecule on the NLO responses. Since in
p-conjugated systems NLO responses are largely sensitive to
fluctuations in the molecular geometry, quantitative estimates
not only require a fine description of the molecular structure,
but also, to extract reliable averaged properties, the complete
sampling of the conformational space spanned during their
dynamics. As shown in recent works,35–38 the most straight-
forward and computationally affordable strategy for achieving
this goal is to combine classical molecular dynamics (MD)
simulations with TD-DFT calculations, in so-called ‘‘sequential
MD + QM’’ procedures.39–43 Using the system schematized in
Fig. 1 as a working example (labeled as BA4 according to the
nomenclature used in ref. 20), we recently showed that taking
structural dynamics into account considerably increases the
first hyperpolarizability of the NLO-active open form compared
with TD-DFT calculations performed on the equilibrium structure,
and provides an average b value in better agreement with experi-
mental data.43 We also showed that this large enhancement is
correlated with the changes in the bond order alternation along
the p-conjugated triene bridge linking the amine donor and the
barbituric acid acceptor. Concretely, structural distortions take
the molecule out of its cyanine-type equilibrium geometry,
move the bond order alternation away from its zero value and
therefore increase the second-order NLO response.

The second computational challenge stands in the accurate
description of environment effects. Since HRS experiments
are performed in solution and not in vacuo, the interactions
between the NLO chromophore and the solvent need to be appro-
priately addressed. Most often, solute–solvent interactions are
treated by using polarizable continuum models (PCM),44 in which
the solvent is approximated as a structureless polarizable

continuum, only characterized by its macroscopic dielectric
permittivity e, which depends on the frequency of the applied
electric field. These models have the advantage to be compu-
tationally efficient and to reliably describe the polarization
effects due to the surrounding solvent molecules. However,
the lack of an explicit treatment of weak yet specific non-
covalent interactions might be detrimental to quantitative
predictions of the NLO responses of solvated chromophores.
In this work, we further investigate the NLO responses of the
photochromic system sketched in Fig. 1, focusing on the effects
of solute–solvent interactions. Implicit approaches, which are
discussed in a first part, are compared to hybrid solvation
schemes based on either QM/MM or QM/QM0 methodologies.
The relevance of the approximations inherent in these different
calculation schemes is discussed in the context of comparisons
with experimental data. In particular, we decipher the relevance
of introducing local field corrections in the calculation and/or
in the experimental determinations of the NLO responses.

Investigated NLO properties and
computational methods
Second harmonic responses of molecules in solution

The molecular electronic structure is strongly affected by the
embedding solvent, which can significantly alter the properties
of solvated molecules. Indeed, solute–solvent interactions
might lead to a reorganization of the electron densities of both
the solute and, mainly, the nearest solvent molecules. This
topic has been widely studied over many decades within several
approximations.45–50 Such electronic reorganization can be
conceptually understood using a simple model, which approxi-
mates the solvent as an isotropic continuum (with a given
dielectric constant) around a cavity hosting the solute. For
the sake of simplicity, the following discussion assumes that
the solute reduces to a point dipole (in the center of a spherical
cavity), but the scheme can be straightforwardly generalized
to a solute having electronic and nuclear distributions (in a
molecular shape cavity). The solute–solvent interaction is
described using a classical electrostatic formalism, leading to
the so-called reaction field (

-

ER0), which depends on the dipole
moment of the solute in the solution (~m solute):

-

ER0 = f R0~m solute (1)

where f R0 is the reaction field tensor, which reduces to a scalar
for a point dipole in a spherical cavity. Note that these effects
are already present in the absence of light radiation. When a
Maxwell electric field (

-

EM) oscillating at a frequency o interacts
with the solute–solvent system, the local field (

-

EL) acting on the
solute includes three contributions: (i)

-

ER0, which is always
present, but also (ii) the induced reaction field originating from
the induced dipole moment oscillating at the fundamental and
harmonic frequencies of the Maxwell field (

-

ERI = f RI~m solute, with
f RI the induced-reaction field tensor), and (iii) a contribution
due to the screening of

-

EM, which creates the so-called ‘‘cavity
field’’ (

-

EC = f C-

EM, with f C the cavity field tensor). So, this local
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field has been historically expressed in different ways, e.g., by
collecting the reaction field factors, f R = f R0 + f RI, and adding
the cavity contribution f C, or by simply assuming a general f L

tensor:

~EL ¼ ~ER0 þ ~ERI þ ~E C

¼ f R0 þ f RI
� �

~msolute þ f C~EM

¼ f R~msolute þ f C~EM

¼ f L~EM

(2)

On this basis, the molecular optical properties of the solute
have been obtained using perturbation theory by expanding the
molecular polarization in terms of the electric field

-

E X, where
X = L, C, M:

pi ¼ msolutei þ aijEX
j þ

1

2
bijkE

X
j E

X
k þ

1

6
gijklE

X
j E

X
k E

X
l þ � � � (3)

Eqn (3) shows that different choices of X lead to different values
of the calculated molecular properties, and that comparisons
must be made carefully. The molecular responses obtained
with respect to

-

EM are often referred to as ‘‘effective’’ properties
(aeff,beff,geff,� � �). From a computational point of view, self-
consistent reaction field (SCRF) methods expand the molecular
polarization in terms of

-

EC, as the reaction field contributions
(
-

ER0 +
-

ERI) are intrinsically included in the self-consistent
procedure. Thus, the corresponding properties have been labeled
‘‘cavity’’ properties (acav,bcav,gcav,� � �) and they relate to the effective
properties by f C. Besides, ‘‘solute’’ properties (asol,bsol,gsol,� � �)
were defined by Wortmann51 by considering the perturbation of the
static reaction field associated with the permanent dipole moment.

The (hyper)polarizabilities and the local field factors all
depend on the oscillating frequency of the Maxwell field,
which, for simplicity, has not yet been explicitly introduced in
the equations. A detailed derivation of the relationships
between the effective and cavity responses can be found in
ref. 47, 48, and 51. Alternatively, the harmonic contributions of
eqn (3) can be collected [pi(t) = p0

i + po
i cos(ot) + p2o

i cos(2ot) +
� � �] and associated with the optical responses. Truncating the
pno

i harmonic responses up to the first order allows51 for
expressing the second harmonic generation (SHG) first hyper-
polarizability tensor [b(�2o;o,o)] as:

beffð�2o;o;oÞ ¼ f Lð2oÞ f LðoÞ f LðoÞbsolð�2o;o;oÞ

¼ f Rð2oÞ f RðoÞf CðoÞ
� �

f RðoÞf CðoÞ
� �

� bsolð�2o;o;oÞ

¼ f CðoÞf CðoÞbcavð�2o;o;oÞ

(4)

Note that, at first order, cavity fields do not include second
harmonic contribution. This derivation from Wortmann and
Bishop, omitting a cavity field at 2o on the grounds that, in
first-order, there is no Maxwell field at harmonic frequencies,
was later criticized by Munn and coworkers, who demonstrated
that whatever the optical process, the cavity field factors should

incorporate a contribution at the output frequency.52 The field
factors contribution in the b calculations are discussed here-
after in their respective methodological section.

Second harmonic responses as determined by hyper-Rayleigh
scattering measurements

For a two-component chromophore/solvent (here BA4/chloro-
form) system, the intensity of the harmonic scattered light (IVV

2o)
is proportional to the sum of both contributions. Considering a
linear polarization of the incident laser beam at a given angle C
and a scattered light collection perpendicular to the incident
direction with a vertical (V) polarization (i.e. at 901 along the
laboratory Z axis), it yields:53–55

ICV
2o ¼ A FL

� �2
bSj j2CCV

S

h i
NS þ bXj j2CCV

X

h i
NX

n o
I2o10

�E2odCX

(5)

where A is a constant containing the geometrical, optical and
electrical factors of the experimental setup, NS and NX are the
concentrations (number density) of the solvent and chromo-
phore, respectively, and Io is the incident intensity. The last
term (where �E2o is the molar extinction coefficient at fre-
quency 2o, d the optical path length, and CX the concentration)
accounts for possible absorption losses at the second harmonic
wavelength. FL is a local field correction that implicitly contains
both reaction and cavity field effects. In experimental works,
it is usually approximated using the Lorentz–Lorenz spherical
cavity expression, which involves the refractive index of the
solvent at the optical frequencies o and 2o:

FL ¼ f LðoÞf LðoÞf Lð2oÞ ¼ no
2 þ 2

3

� �2
n2o

2 þ 2

3
(6)

CCV
S and CCV

X in eqn (5) correspond to the orientational
averages of the spherical components of the molecular first
hyperpolarizability tensor of the solvent and solute,
respectively.

In practice, the chromophore contribution to the harmonic
light intensity ((FL)2|bX|2CCV

X ) can be determined by using either
the so-called internal or external reference method.53,55 The
former consists in using a series of different solute concentra-
tions NX and a solvent whose contribution is known. The
chromophore contribution is then determined from the slope
of the quadratic coefficient ICV

2o /Io
2 as a function of NX. In the

cases where the solvent has negligible or no quadratic NLO
response, the external reference method is applied, which uses
as reference an additional chromophore with known hyper-
polarizability in the same solvent. Because of the presence of
the local field correction in eqn (5), the chromophore contribu-
tion can be interpreted as an effective response. However, it is
important to note that, when relying to the internal reference
method, the experimental protocol used to determine the
chromophore’s NLO response in HRS experiments leads to
the cancellation of this local field correction (see ESI† for
details). Nevertheless, regardless of the reference (internal or
external) method used, HRS experiments are calibrated with
respect to an absolute reference. The nature of the response
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measured for the chromophore thus depends on the nature of
the response of the reference system used for calibration. In the
present case, HRS experiments were calibrated based on the
incoherent NLO response of liquid chloroform, which is itself
calibrated with respect to the b value of liquid carbon tetra-
chloride used as absolute reference (see the ESI†), and can be
assumed to provide effective quantities.

Furthermore, using different polarization angles C gives
access to different orientational invariants. Using C = 901
(i.e. a Vertical–Vertical geometry) allows to determine |bX|2CVV

X �
hbZZZ

2i, while using C = 01 (i.e. a Horizontal–Vertical geometry)
provides |bX|2CHV

X � hbZXX
2i. Ultimately, these two quantities are

used to define the total HRS hyperpolarizability bHRS and the
depolarization ratio DR:

bHRS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bZZZ2h i þ bZXX2h i

q
(7)

DR = hbZZZ
2i/hbZXX

2i (8)

While bHRS is directly linked to the magnitude of the second-
order NLO response, DR provides information on its direction-
ality, or more precisely its dipolar/octupolar symmetry. Thus, in
the static limit, DR values of 3/2 and 9 respectively characterize
pure octupolar and pure dipolar responses, while prototypical
push–pull p-conjugated molecules, for which the b tensor can
be reduced to a single dominant diagonal component parallel
to the molecular charge transfer axis, have a DR value equal to 5.

The relations between hbZZZ
2i and hbZXX

2i and the calculated
molecular b-tensor components, first derived by Bersohn
et al.,56 are provided in ESI.† All b values reported in this study
are given in atomic units (1 a.u. of b = 3.63 � 10�42 m4 V�1 =
3.2063 � 10�53 C3 m3 J�2 = 8.641 � 10�33 esu) and assume a
Taylor series expansion (T convention57) of the molecular
induced dipoles with respect to the external electric fields, as
done in eqn (3). Since it is important for the forthcoming
discussions, more details on the experimental determination
of bHRS and DR for the BA4 derivative are given in the ESI.†

Computational methods

The equilibrium geometries of the open and closed forms of
BA4 were optimized at the DFT level using the M06-2X XCF with
the aug-cc-pVDZ basis set. Dispersion effects were accounted
for by means of the Grimmes D3 correction58 and solvent
effects (here chloroform) by using the solvation model based
on density (SMD).59 As described in our previous work,43 the
influence of the thermalized conformational dynamics on the
HRS responses (bHRS and DR, eqn (7) and (8)) was addressed
by performing TD-DFT calculations on structural snapshots
saved at regular time intervals of classical MD trajectories.
Specifically-tailored force fields were parameterized and vali-
dated according to the Joyce protocol60–62 in order to finely
reproduce the geometrical features, potential energy surfaces
and NLO responses of both isomers in chloroform solution. For
more details, the reader is referred to ref. 43. In the present
work, the NLO responses of the open and closed isomers were

calculated both in the gas phase and in solution, based either
on their equilibrium structures or on the statistical set of
structures provided by MD runs, in order to address the inter-
play between structural dynamics and solvent effects. Average
values and standard deviations of the NLO responses are
calculated from the distributions generated by the sequential
MD + QM procedure. The standard deviation represents the
fluctuations of the computed property over time due to the
different geometrical arrangements and surrounding of the
chromophore. It can be directly related to the spectral broad-
ening of the responses and is associated with the statistical

error of the mean by a factor of 1
	 ffiffiffiffi

N
p

, where N is the number
of sampled configurations (N = 1000 in this study).63–65

Calculations of the NLO responses were carried out at the
M06-2X or CAM-B3LYP level, in association with the 6-311+G(d)
basis set. An incident wavelength of 1300 nm was used as in the
experiments.20 Solvent effects were described using the three
different computational strategies described below, namely (i)
polarizable continuum models, (ii) hybrid schemes combining
quantum chemistry and classical (non)polarizable embedding
(QM/MM), and (iii) hybrid schemes combining two different
QM levels (QM/QM0) within the own N-layered integrated mole-
cular orbitals and molecular mechanics (ONIOM)66 approach.
PCM-like and ONIOM calculations were performed with the
Gaussian16 package.67 QM/MM calculations were carried out
with the Dalton program.68

Solvent effects using polarizable continuum models. Impli-
cit continuum models were first used as being the most
standard way to account for solvent effects. Two continuum
solvation models based on the SCRF method were employed:
the integral equation formalism (IEF) and the SMD variant,
using in both cases the default parameters as implemented in
Gaussian16. In the IEF-PCM scheme, the solvent is character-
ized by its (static or dynamic) dielectric constant and the solute
is considered in a cavity whose shape is obtained by the
interlocking van der Waals spheres centered at the atoms of
the molecule. The radius of these spheres is based on the
universal force field (UFF) van der Waals radius. SMD differs
from IEF-PCM in the choice of atomic radii and the way in
which the non-electrostatic (short-range) contribution, namely
the cavity dispersion solvent structure (CDS) term, is calculated.
Although SMD has been shown to perform better than IEF-PCM
for computing free energies of solvation,59 the two models have
been used for computing the NLO responses of organic chro-
mophores in solution.20,38,69–71 In particular, SMD was used in
a recent study of the second-order NLO responses of hemicya-
nine dyes,38 and was selected in our previous studies on DASA
because it best reproduces the effects of solvent on the relative
thermal stability of open and closed isomers.20,43 Note that
since HRS is a fast process, all calculations were performed
using the non-equilibrium solvation scheme, in which only
electronic polarization effects due to the solvent molecules
are simulated, excluding any effect from their geometrical
reorganization.

In the frame of PCM, a set of apparent surface charges
(ASC)44 self-consistently computed during the optimization of
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the solute wavefunction gives rise to
-

ER0 (always present) and
-

ERI (present only in the case of an
-

E perturbation). Therefore,
PCM provides cavity properties which intrinsically include
reaction field effects, so that the PCM values do not require
any further correction using f R0 or f RI factors. In addition,
cavity field effects (CFEs) can also be taken into account when
calculating response properties of solvated molecules using
continuum models. The evaluation of CFEs has been intro-
duced in the PCM framework and implemented in Gaussian16
by Cammi and coworkers,47,72 as an additional apparent sur-
face charge distribution at the cavity surface that leads to an
effective dipole moment entering in the solute Hamiltonian.
These effects can be switched on in Gaussian16 by using the
CavityFieldEffects option. In that case, the CFEs are included
on top of

-

ER0 and
-

ERI, and therefore, effective responses are
calculated. In order to address the magnitude of CFEs on the
HRS responses of the two isomeric forms of BA4, TD-DFT
calculations were performed with and without using the Cavi-
tyFieldEffects option.

Hereafter, the nomenclature METHOD[SOLV] is used to
indicate the level of calculation, where METHOD is either
DFT (i.e. the calculations are performed on the equilibrium
structure only) or MD + DFT (i.e. the calculations are performed
on the snapshots extracted from the MD runs). SOLV is either
IEF-PCM (abbreviated as PCM) or SMD, while SOLV + CFE
indicates that cavity field effects have been taken into account.
Gas phase calculations (METHOD[gas]) are also reported for
comparison purpose. Note that, as the MD simulations were
carried out in the presence of solvent, the MD + DFT[gas]
calculations include the mechanical effects due to the solvent
molecules. The aim of these calculations is, by comparison with
MD + DFT[SOLV] calculations, to assess the electronic polariza-
tion effects on the NLO responses of the chromophore, using
the same set of geometries.

Solvent effects using hybrid QM/MM models. Approaches
with discrete modeling of the surrounding effects go beyond
the continuum models. Firstly, they exploit MD simulations
to generate solute–solvent configurations, thus allowing for
reliable averages of the target properties within the chosen
statistical ensemble (here NPT), hence preserving both thermo-
dynamic conditions and a detailed conformational dynamics.
Such ‘‘thermalized’’ data bring in crucial information as the
preferential orientation and distribution of the solvent mole-
cules around the solute, the possible presence of specific
interactions like H-bonds, and the temperature induced fluc-
tuations of the molecular geometries. QM calculations are
successively performed on sets of such representative config-
urations. However, treating all the molecules in each sampled
configuration at QM level is computationally prohibitive, and
approximations are required when calculating the optical
responses of the solute interacting with the surrounding mole-
cules. A simple and broadly employed approach relies on the
electrostatic embedding (EE) approximation, which assumes
the surrounding molecules as fixed point charges. Modeling
the electronic structure of the solute with an EE scheme only
accounts for partial reaction field effects from the solvent

charges, because the latter do not react back to the solute
electronic structure. Alternatively, the polarizable embedding
(PE) model includes self-consistently the solute–solvent inter-
action into the QM region. The PE model is an extension of the
EE based on induced dipole moments arising from point
polarizabilities, usually at the solvent atomic sites, interacting
with the electric field created both by the solute (QM) and the
solvent (electrostatic) molecules.73 This leads to a more precise
reaction field description than the EE model, and provides
cavity properties.

In addition, the polarization of the solvent molecules due to
their interaction with the external electric field can be included
in the PE model by using the effective external field (EEF)
approximation.50 The expansion in eqn (3) is now written as a
function of

-

EEEF, which represents the external electric field
acting on the isolated supermolecule (composed by the solute
molecule surrounded by a shell of classical solvent sites)
screened by the solvent molecules. The obtained properties of
the solute molecule are, therefore, labeled with EEF (aEEF, bEEF,
gEEF, . . .) and are not directly comparable with those presented
at eqn (4). This extension of the PE model is included in Dalton
as a modification of the electric dipole moment operator.

QM/MM calculations were performed here at the CAM-
B3LYP/6-311+G(d) level on the structural snapshots extracted
from the MD trajectories. The surrounding chloroform mole-
cules were described by using atomic point charges (q) and
point polarizabilities (a) as defined by the solvent embedding
potential74 (see Table S2 for the parameters, ESI†) and inter-
acting with the solute electronic density through both the EE,
PE and PE + EEF schemes. Additionally, convergence tests as a
function of the embedding size and number of sampled con-
figurations from the MD trajectory have been addressed in
ESI.† Briefly, the reported values were obtained for embeddings
comprising all chloroform molecules within a 20 Å radius
sphere centered at the center-of-mass of the conformers, and
averaged over 1000 configurations.

Solvent effects using hybrid QM/QM0 models. The ONIOM
approach was used for partitioning the solute–solvent system,
referred to as the real system, into two distinct regions treated
using different quantum chemical levels. The central BA4
molecule, referred to as the model system, was treated using
the most accurate (high) QM level, namely M06-2X/6-311+G(d),
while the peripheral region containing explicit solvent mole-
cules was treated at a coarser (low) QM0 level. This outer layer
includes all chloroform molecules with at least one atom
included in a sphere of radius 5 Å centered on the center of
mass of the DASA. In addition, the real system was embedded
into a polarizable continuum using SMD (Fig. 2). Note that the
default Gaussian16 scheme was adopted, in which the reaction
field is computed separately in each ONIOM sub-calculation,
always using the cavity of the real system. This approach, which
uses independent ASCs for each subcalculation, is referred to
as ONIOM-PCM/X in ref. 75. ONIOM calculations were per-
formed on the 1000 structural snapshots extracted from the MD
trajectories. This computational approach is labelled MD +
DFT[ONIOM] in the following. Note that, due to structural
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fluctuations along the MD run, the structural MD snapshots do
not always contain the same number of solvent molecules,
which range from 4 to 13.

The QM0 (low) level was selected from benchmark calcula-
tions using a small set of snapshots for both the open and
closed forms. Reference results were obtained by describing the
solvent shell at the same level of approximation as the one used
for the inner layer, i.e. M06-2X/6-311+G(d). Then, keeping the
M06-2X XCF, the number of Gaussian basis functions has been
progressively reduced from 6-311G+(d) to 6-311G(d), 6-31+G(d),
6-31G(d), 6-31G, and to 4-31G. As detailed in ESI,† the best
time/accuracy compromise was obtained with the 6-31G(d)
basis set, so that the M06-2X/6-31G(d) approximation was
selected as the low level in all ONIOM calculations. The ONIOM
bijk tensor components are calculated as follows:

bONIOM
ijk = bmodel

ijk (high) + [breal
ijk (low) � bmodel

ijk (low)] (9)

Alternatively, bONIOM
ijk can be formally decomposed as the sum

of three contributions:

bONIOM
ijk ¼ bXijk þ bSijk þ bS=Xijk

¼ bdressedijk þ bSijk

(10)

where bX
HRS and bS

HRS refer to the chromophore and solvent
contributions, respectively, while bS/X

HRS stands for the contribu-
tion originating from the interaction between the two compo-
nents. The term bdressed

ijk , which includes both the contribution
of the solute itself and all corrections due to the interactions
with the solvent, is comparable to experimental data provided
by HRS measurements. Indeed, the experimental hyperpolariz-
ability of the chromophore is obtained by removing the pure
solvent contribution from the total intensity of the harmo-
nic scattered light of the solution (see ESI† for details), and
therefore the bS

ijk contribution should be removed from the
bONIOM

ijk values to get the bijk of the solute, dressed by its
environment (bdressed

ijk ) in eqn (10) for reliable comparisons.
This bS

ijk contribution was calculated for each snapshot using

the low QM0 level, by removing the chromophore and keeping
only the chloroform molecules within the polarizable conti-
nuum. Note that this approach considers different SMD cavity
shapes in the ONIOM calculations (which include both the
solute and explicit chloroform molecules), and in the calcula-
tion of the bS

ijk contribution (which only includes the explicit
solvent molecules). The ‘‘dressed’’ bHRS and DR values are
equivalent to cavity responses, and were calculated by removing
the solvent contribution from the orientational invariants:

bdressedHRS

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

bONIOM
ZZZ

� �2D E
� bSZZZ

� �2D E
þ bONIOM

ZXX

� �2D E
� bSZXX

� �2D Er

(11)

DRdressed ¼
bONIOM
ZZZ

� �2D E
� bSZZZ

� �2D E

bONIOM
ZXX

� �2D E
� bSZXX

� �2D E (12)

Results and discussion
Solvent effects using polarizable continuum models

Table 1 reports the bHRS and DR values of the open and closed
isomers, calculated using the M06-2X and CAM-B3LYP XCFs on
the basis of equilibrium structures (DFT) and snapshots

Fig. 2 Example of snapshot extracted from the MD trajectory showing
the DASA molecule (Ball & Stick representation, high level of calculation in
ONIOM) and explicit chloroform molecules (tube representation, low level
of calculation). The surface mesh represents the solvation cavity used in
the SMD scheme.

Table 1 Frequency-dependent (l = 1300 nm) HRS first hyperpolarizability
(bHRS, a.u.) and depolarization ratio (DR) calculated at the TD-DFT level
with the M06-2X and CAM-B3LYP XCFs and the 6-311+G(d) basis set,
using various solvation schemes (see text)

Method M06-2X CAM-B3LYP

Open form bHRS DR bHRS DR

DFT[gas] 3987 4.33 3578 3.99
DFT[PCM] 4030 2.55 4357 2.57
DFT[PCM + CFE] 5301 2.57 5691 2.59
DFT[SMD] 4860 2.69 5368 2.81
DFT[SMD + CFE] 6082 2.63 6635 2.72

MD + DFT[gas] 5423 � 2334 4.20 � 0.68 4991 � 2129 3.97 � 0.72
MD + DFT[PCM] 9613 � 5056 3.72 � 0.78 9413 � 4762 3.61 � 0.75
MD + DFT[PCM
+ CFE]

11 084 � 5254 3.58 � 0.74 10 947 � 4940 3.46 � 0.70

MD + DFT[SMD] 10 969 � 5999 3.69 � 0.77 10 822 � 5709 3.60 � 0.74
MD + DFT[SMD
+ CFE]

12 505 � 6202 3.54 � 0.74 12 417 � 5903 3.45 � 0.70

Closed form bHRS DR bHRS DR

DFT[gas] 290 3.72 283 3.61
DFT[PCM] 291 2.45 285 2.38
DFT[PCM + CFE] 418 2.33 407 2.26
DFT[SMD] 292 2.38 287 2.33
DFT[SMD + CFE] 408 2.18 399 2.13

MD + DFT[gas] 355 � 72 3.60 � 0.43 350 � 69 3.59 � 0.42
MD + DFT[PCM] 349 � 45 2.31 � 0.27 345 � 45 2.32 � 0.27
MD + DFT[PCM + CFE] 492 � 60 2.23 � 0.27 486 � 59 2.23 � 0.27
MD + DFT[SMD] 343 � 41 2.21 � 0.26 340 � 41 2.21 � 0.25
MD + DFT[SMD + CFE] 473 � 53 2.11 � 0.24 467 � 53 2.11 � 0.25
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extracted from the MD simulations (MD + DFT). Solvent effects
are either ignored [gas] or taken into account using IEF-PCM
or SMD schemes. The statistical distributions of the NLO
responses calculated with M06-2X using the various MD +
DFT[SOLV] schemes are illustrated in Fig. 3 (see Fig. S4 for
the CAM-B3LYP distributions, ESI†).

One first observes that M06-2X and CAM-B3LYP provide
globally similar results. Next, whatever the level of approxi-
mation, and whether or not dynamics or solvent effects are
taken into account, the bHRS value of the open form is one order
of magnitude larger than that of the closed form. For the latter,
and with both XCFs, the bHRS values calculated at the DFT[gas],
DFT[PCM] and DFT[SMD] levels are very similar. Therefore,
while solvent effects have proved to be essential in accurately
describing the stability of the closed form10,14,20 (both relative
to the non-zwitterionic closed isomer and the open form),
they have negligible impact on its NLO response, as far as an
implicit solvation model is used. The inclusion of dynamic
structural effects does not alter this conclusion, as shown by
the quite similar bHRS values calculated at the MD + DFT[gas],
MD + DFT[PCM] and MD + DFT[SMD] levels.

Turning to the open form, bHRS values calculated with M06-
2X using the equilibrium geometry in the gas phase (DFT[gas])
and using the IEF-PCM solvation scheme (DFT[PCM]) are quasi
identical, while the DFT[SMD] value is significantly larger.
When using CAM-B3LYP, the solvent effects are more pro-
nounced: with respect to gas phase calculations, bHRS increases
by 22% and 50% when using IEF-PCM and SMD, respectively.
However, these differences between XCFs cancel out when
dynamic effects are taken into account: both XCFs predict a
strong increase of bHRS of the solvated chromophore with
respect to those of the isolated one. Indeed, MD + DFT[PCM]

values are larger than MD + DFT[gas] values by B77% with
M06-2X and B88% with CAM-B3LYP. In addition, both XCFs
predict DFT[SMD] bHRS values larger (by B20%) than the
DFT[PCM] ones, indicating that the difference in the cavity
shape between the two solvation models has a sizeable impact
on the NLO response of the p-conjugated form. When including
structural dynamics effects, the difference in the bHRS values
provided by the two solvation models is reduced to B15%.

Moreover, as far as cavity field effects are concerned, com-
paring DFT[SOLV] and DFT[SOLV + CFE] results shows that
including them increases the bHRS values of the open form
(by B30% with PCM and by B25% with SMD), regardless of
the functional used in the calculations. This enhancement is
reduced to B15% when including structural dynamics effects.
Note that CFEs have even a larger impact on the NLO response
of the closed form, bHRS being enhanced by up to B40%.

Dynamics and solvent effects also impact the amplitude of
the bHRS variation upon the photochemical reaction. For
instance, the calculated bHRS(open)/bHRS(closed) ratios using
the M06-2X XCF amount to E14, 15, and 32 for DFT[gas], MD +
DFT[gas], and MD + DFT[SMD], respectively. Finally, solvent
effects tend to decrease the depolarization ratio of both
the open and closed forms with both tested functionals, SMD
providing slightly smaller values than PCM. Contrary to what is
found for bHRS, cavity field effects slightly reduce the DR values,
with the exception of DFT[PCM] calculations for the open form.

Overall, the results reported in Table 1 allow for disentan-
gling the relative impact of dynamics and solvent effects
(labeled as D.E. and S.E., respectively) on the NLO responses
of the two isomers. Comparing DFT[gas] to MD + DFT[gas] pro-
vides an estimate of the impact of the structural dynamics on the
two isomers in the absence of environment. Results computed

Fig. 3 Statistical distributions (kernel density estimations) of the frequency-dependent (l = 1300 nm) HRS first hyperpolarizability (left) and depolariza-
tion ratio (right) of the open (top) and closed (bottom) forms, as calculated using the MD + DFT[SOLV] scheme at the M06-2X/6-311+G(d) level with
various solvation schemes. Average and standard deviation values are reported in the legends.
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with M06-2X and CAM-B3LYP are very similar, and show that
geometrical fluctuations increase by a factor f (D.E.) = 1.36–1.39
the bHRS value of the conjugated open form, while their impact is
less marked (B22% increase) for the more rigid closed isomer.
As mentioned in the introduction, the increase of bHRS with the
conformational dynamics was rationalized in our previous work.43

bHRS is minimum when the DASA is in its equilibrium geometry
because it has a cyanine-type electronic structure; any geometrical
distortion thus increases the NLO response. Comparing DFT[gas]
to DFT[SOLV] calculations allows to measure the impact of the
solvent environment on a fixed (equilibrium) geometry of the
chromophores. As discussed above, solvent effects are negligible
for the closed form, while for the open form their magnitude
depends on the choice of the functional and solvation model.
Considering DFT[SMD] calculations, solvent effects tend to
enlarge bHRS by a factor f (S.E.) ranging from 1.22 (with M06-2X)
to 1.50 (with CAM-B3LYP). Finally, comparing DFT[gas] to MD +
DFT[SOLV] calculations allows to size up the combination of
environment and structural dynamics effects on the NLO
responses. Nevertheless, these f (S.E.) and f (D.E.) factors depend
on the order according to which they are taken into account
(i.e., S.E. then D.E. or the reverse). Indeed, from DFT[SMD] to
MD + DFT[SMD] and employing the M06-2X XCF, bHRS increases
by a factor f (D.E.) E 2.3 while from MD + DFT[gas] to MD +
DFT[SMD], bHRS is enhanced by f (S.E.) E 2.0. The various
scenarios are graphically illustrated in Fig. 4 for M06-2X calcula-
tions on the open form (see Fig. S7 for the closed form, ESI†),
where the dynamic and solvent effects are quantified by the
enhancement factors in the HRS first hyperpolarizability.

Solvent effects using hybrid QM/MM models

Table 2 reports the bHRS and DR values of the open and closed
isomers, calculated at the QM/MM level with QM = CAM-B3LYP/
6-311+G(d). Calculations were performed on the snapshots

extracted from the MD simulations with different solvation
schemes (MD + DFT[SOLV] with SOLV = EE, PE or PE + EEF).
The distributions of the calculated NLO responses are illu-
strated in Fig. 5.

It is easier to disentangle the different contributions of the
solvent onto the solute NLO responses by using QM/MM
approaches than by using continuum models. Turning on only
the electrostatic embedding (MD + DFT[EE]) accounts for a
partial polarization of the solute, while the polarizable embed-
ding (MD + DFT[PE]) includes a self-consistent polarization of
both solute and solvent. The bHRS contrast upon photo-
switching, i.e. bHRS(open)/bHRS(closed), equals to 15 when using
the MD + DFT[gas] and MD + DFT[EE] models, and increases to
25 at the MD + DFT[PE] level. While the surrounding effects on
bHRS are qualitatively similar for both isomers, their amplitude
is weaker for the closed form. Conversely, the DR value of the
open form is less sensitive to the solvation choice, showing
variations of at most 0.6.

Let’s now focus on how the embedding effects affect bHRS

and DR of the open form. The inclusion of a discrete electro-
static embedding (MD + DFT[EE]) leads to a bHRS decrease of
about 20% relative to MD + DFT[gas]. The solute polarization

Fig. 4 Enhancement factors (in red) of the HRS first hyperpolarizability of the open form computed at the M06-2X level due to the inclusion of structural
dynamic and solvent effects (labeled as D.E. and S.E., respectively). In blue is reported the value of the enhancement factor from DFT[gas] to MD +
DFT[SMD] where both structural dynamic and solvent effects are simultaneously included.

Table 2 Frequency-dependent (l = 1300 nm) HRS first hyperpolarizability
(bHRS, a.u.) and depolarization ratio (DR) calculated at the TD-DFT level
with the CAM-B3LYP XCF and the 6-311+G(d) basis set, using various
solvation schemes (see text)

Model

Open Closed

bHRS DR bHRS DR

MD + DFT[gas] 4991 � 2129 3.97 � 0.72 350 � 69 3.59 � 0.42
MD + DFT[EE] 4053 � 1801 3.60 � 0.73 265 � 47 2.79 � 0.39
MD + DFT[PE] 7475 � 3878 3.54 � 0.72 309 � 46 2.37 � 0.35
MD + DFT[PE(25)] 7666 � 4018 3.54 � 0.72 309 � 46 2.36 � 0.35
MD + DFT[PE + EEF] 3646 � 1629 3.35 � 0.64 189 � 32 2.25 � 0.46
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due to the MD + DFT[EE] embedding also reduces the ratio
between the dipolar and octupolar NLO contributions, as indi-
cated by the 10% decrease of DR. With a polarizable embedding
(MD + DFT[PE]), bHRS increases by a factor of 1.5 with respect to
MD + DFT[gas] (or by a factor of 1.84 with respect to MD +
DFT[EE]). Thus, although weak solute–solvent interactions are
expected, the solvent polarization ability (associated with f RI)
creates stronger electric fields on the solute, enhancing its first
hyperpolarizability responses. However, the DR values are similar
to that obtained for MD + DFT[EE], indicating that the stronger
intensity of the electric fields in MD + DFT[PE] does not change the
directionality of the NLO response. Note that, bHRS values calculated
using a slightly extended PE model (MD + DFT[PE(25)]) encompass-
ing solvent molecules up to R = 25 Å differs by less than 3%
compared to MD + DFT[PE] (R = 20 Å), indicating that the NLO
properties are converged with respect to the size of the environment.

Finally, using the effective external field approach (MD +
DFT[PE + EEF]) leads to a decrease of bHRS by about 25%
compared to MD + DFT[gas]. In comparison to MD +
DFT[PE], MD + DFT[PE + EEF] predicts a decrease of bHRS by
about 50%. These opposite effects are related to the definition
of the electric field used in the expansion of eqn (3) (see the
discussion above). Interestingly, a quasi linear correlation
between MD + DFT[PE] and MD + DFT[PE + EEF] bHRS values
is obtained by using a linear least-squares fitting for the open
form (Fig. S8, ESI†), while the correlation is more diffusive for
the closed form (Fig. S8, ESI†). The variations in the bHRS values
of the open form are summarized in Fig. 6.

Solvent effects using hybrid QM/QM0 models

The probability distributions of the total ONIOM hyperpolariz-
ability (bONIOM

HRS ) calculated for the open and closed isomers

using 1000 MD snapshots, as well as the chromophore (bX
HRS)

and solvent (bS
HRS) contributions, are reported in Fig. S17 and

S18 (ESI†) together with the corresponding depolarization
ratios. The average value and standard deviation of all the
NLO responses, as well as of the dressed quantities (eqn (11)
and (12)) are reported in Table 3.

Despite the distributions of bS
HRS values show different

patterns for the open and closed forms, their average values
as well as their standard deviations remain quite similar. As
expected, the average solvent contribution is thus independent
from the open or closed state of the chromophore. Moreover,
although four times weaker, hbS

HRSi is of the same order of
magnitude as the ‘‘dressed’’ contribution of the closed chro-
mophore (hbdressed

HRS i), consistently with the fact that the SHG
signal of the closed form is not detectable experimentally.
Reversely, the solvent contribution is negligible compared
to the contribution of the open isomer. Interestingly, the ratio

Fig. 5 Statistical distributions (kernel density estimations) of the frequency-dependent (l = 1300 nm) HRS first hyperpolarizability (left) and depolariza-
tion ratio (right) of the open (top) and closed (bottom) forms, as calculated using the MD + DFT[SOLV] scheme at the CAM-B3LYP/6-311+G(d) level with
various solvation schemes. Average and standard deviation values are reported in the legends.

Fig. 6 Enhancement factors (in red) of the HRS first hyperpolarizability of
the open form computed at the CAM-B3LYP level due to the inclusion of
structural dynamic and solvent effects.
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Rb = hbdressed
HRS i/hbX

HRSi is equal to B0.8 for both the closed and
open forms, suggesting that solute–solvent interactions reduce
by about 20% the NLO responses of the solute in both cases.
On the contrary, solute–solvent interactions hardly impact the
average DR values, as indicated by the value close to 1.0 of the
ratio RDR = hDRdressedi/hDRXi for both open and closed isomers.
Moreover, the hbONIOM

HRS i contrast between the open and closed
form amounts to E30.

Discussion and comparison with experiments

In this last section, the NLO responses obtained using the MD +
DFT scheme with various solvation models are discussed and
compared to experimental data. The bHRS and DR values of
interest are gathered in Table 4, with indication of the type of
response they are associated with. Only methods that include a
full (self-consistent) treatment of polarization effects between
solute and solvent are discussed hereafter.

As mentioned above, experimental data considered in this
study can be interpreted as effective responses. Therefore,
according to the above discussions, they are in principle strictly
comparable only with quantities calculated using the MD +
DFT[PCM + CFE] and MD + DFT[SMD + CFE] levels, which
respectively overestimate bHRS by 29 and 45%. However, the old
saying that every situation is more complicated than it seems
also applies to HRS experiments. Indeed, coming back to
eqn (5), the same local field correction using the Lorentz–
Lorenz spherical cavity expression is applied to both the

chromophore and solvent contributions, which is a quite crude
approximation. Moreover, if a spherical cavity correction can be
assumed as reasonable for the closed DASA form which has a
compact shape, it is certainly not adapted to the extended open
form. Thus, any quantitative comparison between effective
theoretical and experimental responses are questionable owing
to the dependence of the latter on the models used to account
for local field effects. In addition, although eqn (4) clearly
establishes the different ways in which the NLO responses
can be defined, i.e. as effective, solute or cavity responses, the
approximations inherent in the calculation levels and in the
models used to convert measured second harmonic intensities
into hyperpolarizabilities make this distinction somewhat
inoperative. Therefore, all levels of calculation listed in
Table 4 are hereafter compared with experimental data. In this
regard, it is remarkable that most of the theoretical levels
provide bHRS values for the open form within a good range,
with the experimental value within the standard deviation of
the calculated data. Nevertheless, it should be stressed here
that, although compiled in Table 4, the computed standard
deviations cannot be compared with the experimental errors.
As previously indicated, standard deviations provided by MD +
DFT calculations measure the amplitude of the fluctuations of
the NLO responses resulting from changes in the conformation
and environment of the chromophore during the dynamics,
and as such can be related to the spectral broadening of the
response, whereas experimental errors, if not systematic, are
due to fluctuations in the experimental measurements.

The bHRS values of the open form calculated using implicit
solvation at the MD + DFT[PCM] and MD + DFT[SMD] levels
overestimate the experimental value by 12% and 26%, respec-
tively. QM/MM calculations at the MD + DFT[PE(25)] level
provide smaller first hyperpolarizabilities than the continuum
model for both open and closed isomers, as well as a slightly
reduced NLO contrast upon switching. This finding is consis-
tent with the results of a previous study of a dithienylethene-
indolinooxazolidine biphotochrome, showing that, at optical
frequencies, first hyperpolarizabilities calculated with IEF-PCM
are larger than those obtained with a QM/MM approach.76

However, both approaches predict similar contrasts, indicating
that implicit solvation models such as IEF-PCM are well-suited
to describe the variations in the NLO responses of molecular

Table 3 Average values and standard deviations (in a.u.) of the frequency-
dependent (l = 1300 nm) bONIOM

HRS , bdressed
HRS , bX

HRS and bS
HRS values (eqn (10)

and (11)), calculated for the open and closed isomers. Corresponding
values of the depolarization ratios (DR, eqn (12)) are also reported. The
calculations were performed employing the M06-2X XCF

hbONIOM
HRS i hbdressed

HRS i hbX
HRSi hbS

HRSi Rb
a

Open form 8978 � 4892 8977 � 4892 10 969 � 5999 84 � 29 0.82
Closed form 287 � 43 275 � 46 343 � 41 75 � 28 0.80

hDRONIOMi hDRdressedi hDRXi hDRSi RDR
b

Open form 3.63 � 0.75 3.63 � 0.75 3.69 � 0.77 4.25 � 1.48 0.98
Closed form 2.37 � 0.48 2.26 � 0.53 2.21 � 0.26 4.20 � 1.51 1.02

a Rb = hbdressed
HRS i/hbX

HRSi. b RDR = hDRdressedi/hDRXi.

Table 4 Average values and standard deviations (in a.u.) of the frequency-dependent (l = 1300 nm) first hyperpolarizability (bHRS) and depolarization
ratio (DR) of the open and closed forms of BA4, as obtained from the different computational approaches and from HRS measurements. The NLO
contrast upon switching (Z = bopen

HRS /bclosed
HRS ) is reported in the last column

Model Response

Open Closed

bHRS DR bHRS DR Z

MD + DFT[PCM] Cavity 9613 � 5056 3.72 � 0.78 349 � 45 2.31 � 0.27 27.5
MD + DFT[PCM + CFE] Effective 11 084 � 5254 3.58 � 0.74 492 � 60 2.23 � 0.27 22.5
MD + DFT[SMD] Cavity 10 969 � 5999 3.69 � 0.77 343 � 41 2.21 � 0.26 32.0
MD + DFT[SMD + CFE] Effective 12 505 � 6202 3.54 � 0.74 473 � 53 2.11 � 0.24 26.4
MD + DFT[PE(25)] Cavity 7666 � 4018 3.54 � 0.72 309 � 46 2.36 � 0.35 24.8
MD + DFT[PE + EEF] EEF 3646 � 1629 3.35 � 0.64 189 � 32 2.25 � 0.46 19.3
MD + DFT[ONIOM] Cavity 8977 � 4892 3.63 � 0.75 275 � 46 2.26 � 0.53 32.6
HRS experiments Effective 8600 � 390 5.0 � 0.3 — — —
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switches. The QM/MM bHRS value of the open form is never-
theless in much better agreement with the experimental data,
with an underestimation of only 11%. On the other hand, MD +
DFT[PE + EEF] provides a much smaller bHRS value than all
other calculation levels, and strongly underestimates the
experimental value, suggesting that this approximation is not
adequate to reproduce HRS data. However, further studies on
other systems are needed to make this conclusion general.

Reversely, the dressed MD + DFT[ONIOM] bHRS response of
the open form (bdressed

HRS = 8977 � 4892 a.u.) is in quantitative
agreement with experimental measurements (bexp

HRS = 8600 �
390 a.u.). This bdressed

HRS value of the open form is B20% smaller
than the value calculated using a dielectric continuum (bHRS =
10 969 � 5999 a.u.). Nevertheless, explicit solute–solvent inter-
actions also reduce the NLO response of the closed form,
leading to a very similar bopen

HRS /bclosed
HRS contrast as that predicted

by the MD + DFT[SMD] approach.
Regarding DR, the distributions of values for the open and

closed DASA reported in Fig. 3, 5 and 7 display similar shapes,
regardless of the level of calculation. In particular, the DR
distributions for the open form exhibit two clear maxima, one
centered at B2.8 and the other at B4.5. The average values also
barely depend on the solvent model used. Interestingly, DR
distributions obtained from MD + DFT calculations in the gas
phase show a much lower peak at DR B 2.8 (Fig. S5, ESI†), and
therefore provide significantly larger average values than those
predicted using solvated approaches (4.2 � 0.7 vs. B3.6� 0.7 at
the M06-2X level, see Table 1). This result indicates that the
bimodal distributions of DR do not only originate from struc-
tural effects but also from solvent polarization effects, which
impact the amplitude of the intramolecular charge transfer

within the solute. However, further analyses detailed in ESI† do
not show any correlation between structural parameters and
NLO properties.

Noticeably, whatever the level of approximation, the average
DR value calculated for the open form is significantly under-
estimated compared to the experimental value of 5.0, which
indicates that the elongated form of BA4 behaves as an ideal 1D
NLO chromophore. One can nevertheless observe that, in the
case of MD + DFT[ONIOM] calculations, the peak centered at
B4.5 in the DR distribution, closer to the experimental value,
has a larger intensity than the first peak, which is not the
case in the MD + DFT[SMD] and MD + DFT[PE] distributions.
Increasing the number of explicit solvent molecules in the
MD + DFT[ONIOM] scheme could further accentuate the asym-
metry between the two peaks, and improve the agreement with
the measured DR by shifting the average toward a larger value.
These calculations are however still difficult to perform owing
to the large computational needs.

Conclusions

The role of solute–solvent interactions on the NLO responses of
the open and closed isomers of a DASA derivative has been
investigated using a mixed quantum-classical approach that
integrates TD-DFT calculations with classical MD simulations.
This computational scheme allows for sampling all representa-
tive fluctuations in the molecular conformations at room
temperature. TD-DFT calculations were performed in combination
with various solvation models of increasing complexity, starting
from a comparison of the IEF-PCM and SMD polarizable

Fig. 7 Statistical distributions (kernel density estimations) of the HRS first hyperpolarizability (left) and depolarization ratio (right) of the open (top) and
closed (bottom) forms, as calculated using the MD + DFT[ONIOM] scheme. Average values (indicated by dotted lines) and standard deviations are given in
the legend of each graph.
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continuum models. Although the bHRS values computed for
the NLO-active open form are in the same range, SMD pro-
vides bHRS values B20% larger than the PCM ones, which is
ascribed to the difference in the cavity shape. Moreover, includ-
ing cavity field effects in the simulations is shown to increase
the bHRS values of the open form by 25–30%, regardless of the
solvation model.

The performance of more accurate approaches based on a
discrete modeling of the environment was then addressed.
In a first part, hybrid QM/MM schemes differing by the treat-
ment of the solvent in the MM region were considered, includ-
ing the simple electrostatic embedding (EE) approximation,
which assumes the surrounding molecules as fixed point
charges, and the polarizable embedding (PE) model, which
includes mutual solute–solvent polarization effects using a
self-consistent process. Compared to the PE model, the EE
model is shown to significantly underestimate the NLO
responses of both open and closed forms of the chromophore,
as well as the NLO contrast. This evidences that a complete
description of reaction field effects, including the back reaction
of the solvent to the electronic polarization of the solute, is
necessary for a reliable description of the NLO responses of
chromophores in solution. Finally, a further refinement of
solvent effects was considered by means of hybrid QM/QM0

calculations, in which implicit solvation models are combined
with the explicit QM treatment of a few molecules within the
first solvent shell. Compared to pure implicit solvation
schemes, including explicit solvent molecules lowers the ampli-
tude of the NLO response, and provides bHRS values lying
between those provided by PCM and QM/MM calculations.

This work also highlights the difficulty of comparing
computational results to experimental data. The necessary
treatments made to extract the first hyperpolarizability of a
chromophore from the measured intensity of the second har-
monic light scattered by a binary solution, which imply the use
of local field corrections based on classical electrostatic and
assuming the same spherical shape for the solute and solvent,
hampers any quantitative comparisons with calculated values.
Nevertheless, it is striking to observe that the sequential MD +
DFT scheme provides bHRS distributions that include the
experimental value within their standard deviation, regardless
of the solvation model, as long as the latter includes mutual
polarization effects between the chromophore and its sur-
rounding. Although a finer description of solvent effects may
be required in the case of solvents developing specific local
interactions with the solute, simple implicit solvation schemes
therefore prove reliable for predicting the magnitude and
contrast of the NLO responses of solvated photoswitches in
non-protic solution, provided that structural fluctuations are
taken into account.
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9 M. M. Lerch, W. Szymański and B. L. Feringa, The (photo)-
chemistry of Stenhouse photoswitches: guiding principles
and system design, Chem. Soc. Rev., 2018, 47, 1910–1937.

10 M. M. Lerch, M. Di Donato, A. D. Laurent, M. Medved’, A.
Iagatti, L. Bussotti, A. Lapini, W. J. Buma, P. Foggi,
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analysis of the structure and (hyper)polarizability of donor–
acceptor substituted polyacetylenes using a Coulomb

PCCP Paper

Pu
bl

is
he

d 
on

 0
4 

D
ec

em
be

r 
20

24
. D

ow
nl

oa
de

d 
on

 1
/1

6/
20

26
 7

:3
4:

15
 P

M
. 

View Article Online

https://doi.org/10.1039/d4cp03674c


This journal is © the Owner Societies 2025 Phys. Chem. Chem. Phys., 2025, 27, 672–686 |  685

attenuating density functional, J. Chem. Phys., 2009, 131,
124105.

32 V. Parthasarathy, R. Pandey, M. Stolte, S. Ghosh, F. Castet,
F. Würthner, P. K. Das and M. Blanchard-Desce, Combi-
nation of Cyanine Behaviour and Giant Hyperpolaris-
ability in Novel Merocyanine Dyes: Beyond the Bond Length
Alternation (BLA) Paradigm, Chem. – Eur. J., 2015, 21,
14211–14217.

33 V. Parthasarathy, R. Pandey, P. K. Das, F. Castet and
M. Blanchard-Desce, Linear and Nonlinear Optical Proper-
ties of Tricyanopropylidene-Based Merocyanine Dyes: Syner-
gistic Experimental and Theoretical Investigations,
ChemPhysChem, 2018, 19, 187–197.

34 C. Naim, F. Castet and E. Matito, Impact of van der Waals
interactions on the structural and nonlinear optical proper-
ties of azobenzene switches, Phys. Chem. Chem. Phys., 2021,
23, 21227–21239.
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C. Tonnelé, M. Blanchard-Desce, E. Matito and F. Castet,
Electric-field induced second harmonic generation res-
ponses of push–pull polyenic dyes: experimental and theo-
retical characterizations, Phys. Chem. Chem. Phys., 2023, 25,
13978–13988.

38 C. Bouquiaux, P. Beaujean, T. N. Ramos, F. Castet,
V. Rodriguez and B. Champagne, First hyperpolarizability
of the di-8-ANEPPS and DR1 nonlinear optical chromo-
phores in solution. An experimental and multi-scale theo-
retical chemistry study, J. Chem. Phys., 2023, 159, 174307.

39 K. J. de Almeida, K. Coutinho, W. B. de Almeida, W. R.
Rocha and S. Canuto, A Monte Carlo–quantum mechanical
study of the solvatochromism of pyrimidine in water and in
carbon tetrachloride, Phys. Chem. Chem. Phys., 2001, 3,
1583–1587.

40 K. Coutinho and S. Canuto, The sequential Monte Carlo-
quantum mechanics methodology. Application to the sol-
vent effects in the Stokes shift of acetone in water, J. Mol.
Struct. THEOCHEM, 2003, 632, 235–246.

41 K. Coutinho, R. Rivelino, H. C. Georg and S. Canuto, The
Sequential qm/mm Method and its Applications to Solvent
Effects in Electronic and Structural Properties of Solutes,
Springer, Dordrecht, 2008, pp. 159–189.

42 N. De Mitri, S. Monti, G. Prampolini and V. Barone, Absorp-
tion and Emission Spectra of a Flexible Dye in Solution:
A Computational Time-Dependent Approach, J. Chem. Theory
Comput., 2013, 9, 4507–4516.

43 A. Dellai, C. Naim, J. Cerezo, G. Prampolini and F. Castet,
Dynamic effects on the nonlinear optical properties of

donor acceptor stenhouse adducts: insights from combined
MD + QM simulations, Phys. Chem. Chem. Phys., 2024, 26,
13639–13654.

44 J. Tomasi, B. Mennucci and R. Cammi, Quantum mechan-
ical continuum solvation models, Chem. Rev., 2005, 105,
2999–3093.

45 H. A. Lorentz, The theory of electrons and its applications to
the phenomena of light and radiant heat, Reprinted Dover,
New York, 1952, edn, 1916.

46 L. Onsager, Electric Moments of Molecules in Liquids, J. Am.
Chem. Soc., 1936, 58, 1486–1493.

47 R. Cammi, B. Mennucci and J. Tomasi, On the Calculation
of Local Field Factors for Microscopic Static Hyperpolariz-
abilities of Molecules in Solution with the Aid of Quantum-
Mechanical Methods, J. Phys. Chem. A, 1998, 102, 870–875.

48 P. Macak, P. Norman, Y. Luo and H. Ågren, Modeling of
dynamic molecular solvent properties using local and cavity
field approaches, J. Chem. Phys., 2000, 112, 1868–1875.

49 B. Champagne and B. Kirtman, Handbook of Advanced
Electronic and Photonic Materials and Devices, Elsevier,
2001, vol. 9, pp. 63–126.

50 N. H. List, H. J. A. Jensen and J. Kongsted, Local electric
fields and molecular properties in heterogeneous environ-
ments through polarizable embedding, Phys. Chem. Chem.
Phys., 2016, 18, 10070–10080.

51 R. Wortmann and D. M. Bishop, Effective polarizabilities
and local field corrections for nonlinear optical experiments
in condensed media, J. Chem. Phys., 1998, 108, 1001–1007.

52 R. W. Munn, Y. Luo, P. Macák and H. Ågren, Role of the
cavity field in nonlinear optical response in the condensed
phase, J. Chem. Phys., 2001, 114, 3105–3108.

53 E. Hendrickx, K. Clays and A. Persoons, Hyper-Rayleigh
Scattering in Isotropic Solution, Acc. Chem. Res., 1998, 31,
675–683.

54 F. Castet, E. Bogdan, A. Plaquet, L. Ducasse, B. Champagne
and V. Rodriguez, Reference molecules for nonlinear optics:
A joint experimental and theoretical investigation, J. Chem.
Phys., 2012, 136, 024506.

55 T. Verbiest, K. Clays and V. Rodriguez, Second-Order Non-
linear Optical Characterization Techniques: An Introduction,
Taylor & Francis, 2009.

56 R. Bersohn, Y. Pao and H. L. Frisch, Double-Quantum
Light Scattering by Molecules, J. Chem. Phys., 1966, 45,
3184–3198.

57 H. Reis, Problems in the comparison of theoretical and
experimental hyperpolarizabilities revisited, J. Chem. Phys.,
2006, 125, 014506.

58 S. Grimme, J. Antony, S. Ehrlich and H. Krieg, A consistent
and accurate ab initio parametrization of density functional
dispersion correction (DFT-D) for the 94 elements H-Pu,
J. Chem. Phys., 2010, 132, 154104.

59 A. V. Marenich, C. J. Cramer and D. G. Truhlar, Universal
Solvation Model Based on Solute Electron Density and on a
Continuum Model of the Solvent Defined by the Bulk
Dielectric Constant and Atomic Surface Tensions, J. Phys.
Chem. B, 2009, 113, 6378–6396.

Paper PCCP

Pu
bl

is
he

d 
on

 0
4 

D
ec

em
be

r 
20

24
. D

ow
nl

oa
de

d 
on

 1
/1

6/
20

26
 7

:3
4:

15
 P

M
. 

View Article Online

https://doi.org/10.1039/d4cp03674c


686 |  Phys. Chem. Chem. Phys., 2025, 27, 672–686 This journal is © the Owner Societies 2025

60 I. Cacelli and G. Prampolini, Parametrization and Valida-
tion of Intramolecular Force Fields Derived from DFT
Calculations, J. Chem. Theory Comput., 2007, 3, 1803–1817.

61 J. Cerezo, G. Prampolini and I. Cacelli, Developing accurate
intramolecular force fields for conjugated systems through
explicit coupling terms, Theor. Chem. Acc., 2018, 137, 80.

62 G. Prampolini, L. G. D. Silveira, J. G. Vilhena and P. R.
Livotto, Predicting Spontaneous Orientational Self-
Assembly: In Silico Design of Materials with Quantum
Mechanically Derived Force Fields, J. Phys. Chem. Lett.,
2022, 13, 243–250.

63 J. P. Bergsma, P. H. Berens, K. R. Wilson, D. R. Fredkin and
E. J. Heller, Electronic spectra from molecular dynamics: a
simple approach, J. Phys. Chem., 1984, 88, 612–619.

64 K. J. de Almeida, K. Coutinho, W. B. de Almeida, W. R.
Rocha and S. Canuto, A Monte Carlo–quantum mechanical
study of the solvatochromism of pyrimidine in water and
in carbon tetrachloride, Phys. Chem. Chem. Phys., 2001, 3,
1583–1587.

65 J. Cerezo, F. Santoro and G. Prampolini, Comparing classi-
cal approaches with empirical or quantum-mechanically
derived force fields for the simulation electronic line-
shapes:application to coumarin dyes, Theor. Chem. Acc.,
2016, 135, 143.

66 L. W. Chung, W. M. C. Sameera, R. Ramozzi, A. J. Page,
M. Hatanaka, G. P. Petrova, T. V. Harris, X. Li, Z. Ke, F. Liu,
H.-B. Li, L. Ding and K. Morokuma, The ONIOM Method
and Its Applications, Chem. Rev., 2015, 115, 5678–5796.

67 M. J. Frisch, et al., Gaussian 16 Revision C.01, Gaussian Inc.,
Wallingford CT, 2016.

68 K. Aidas, et al., The Dalton quantum chemistry program
system, Wiley Interdiscip. Rev.: Comput. Mol. Sci., 2014, 4,
269–284.

69 F. Castet, A. Gillet, F. Bureš, A. Plaquet, V. Rodriguez and B.
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