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Phase field simulations of thermal annealing
for all-small molecule organic solar cells†
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Interest in organic solar cells (OSCs) is constantly rising in the field of photovoltaic devices. The device

performance relies on the bulk heterojunction (BHJ) nanomorphology, which develops during the drying

process and additional post-treatment. This work investigates the effect of thermal annealing (TA) on the

all-small molecule DRCN5T:PC71BM blend with phase field simulations. The objective is to determine

the physical phenomena driving the evolution of the BHJ morphology for a better understanding of the

post-treatment/morphology relationship. Phase-field simulation results are used to investigate the

impact on the final BHJ morphology of the DRCN5T crystallization-related mechanisms, including

nucleation, growth, crystal stability, impingement, grain coarsening, and Ostwald ripening, of the

amorphous–amorphous phase separation (AAPS), and of diffusion limitations. The comparison of simula-

tion results with experimental data shows that the morphological evolution of the BHJ under TA

is dominated by dissolution of the smallest, unstable DRCN5T crystals and anisotropic growth of the

largest crystals.

1. Introduction

Organic solar cells (OSCs) have the potential to become the
cheapest electricity source, even cheaper than silicon based
solar cells. This potential comes from the ability to coat large
areas quickly and at very low costs using printing methods.1,2

In addition, they represent an excellent option for fabricating
flexible, light-weight, and semi-transparent solar cells, which
opens the way to applications for building integrated photo-
voltaics, agrivoltaics or portable electronics.2–4 In order to
ensure charge carrier separation, OSC absorber layers are
composed of two materials, one electron donor and one elec-
tron acceptor, which might be polymers or small molecules.
Recently, the development of non-fullerene acceptor small
molecules, particularly Y6 and its derivatives, led to OSCs

reaching 19% power conversion efficiency (PCE) with polymer
donors.5 On the other hand, OSCs with a small-molecule donor,
the so-called all-small molecule (ASM) solar cells, have recently
reached a PCE of around 18%.6 As compared to polymer OSCs,
ASM OSCs still suffer from slightly lower PCE, shorter lifetime
and scalability problems due to the need for posttreatment
methods such as thermal annealing (TA) or solvent vapor
annealing (SVA) to obtain high PCE.1,6–10 However, ASM OSCs
have crucial advantages as compared to polymer OSCs, such as
better batch-to-batch reproducibility, high purity, and better
processability due to their comparatively higher solubilities.3,6

The versatility of the available chemical structures results in
improved energy level control compared to polymers.10 Addi-
tionally, the strong intermolecular interactions and crystallinity
in these systems result in high open circuit voltages and
electron mobilities.7,8 Thus ASM absorber layers represent a
promising option for future development of OSCs, but their
efficiency and stability still need to be improved and better
understood.

In order to reach decent performances, OSC absorber layers
must form complex structures, the so-called bulk heterojunc-
tion (BHJ) morphologies.11,12 Thereby, separated donor and
acceptor phases form bicontinuous interpenetrating pathways
at the nanometer scale. This allows for efficient dissociation of
the excitons, which have a very short mean free path in such
dielectric materials, and for efficient hole and electron trans-
port in the donor and acceptor phases, respectively.13–16
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Moreover, crystalline phases are desirable to ensure high
charge carrier mobilities. The BHJ forms during the fabrication
process (coating and further processing steps such as solvent
vapor annealing (SVA) or thermal annealing (TA)), so that the
processing conditions have a significant impact on the BHJ
morphology and thus on the optoelectronic performances.11 It
is therefore interesting to control the morphological features of
the BHJ, and for this it is desirable to understand the physical
mechanisms driving its formation.

This paper focuses on understanding the morphology
formation mechanisms of an ASM photoactive layer upon
thermal annealing. The investigated system is a blend of
DRCN5T [2,20-[(3,3 0 0 0,30 0 0 0,40-tetraoctyl[2,20:50,200:500,20 0 0:50 0 0,20 0 0 0-
quinquethiophene]-5,5 0 0 0 0-diyl)bis[(Z)-methylidyne(3-ethyl-4-
oxo-5,2-thiazolidinediylidene)]]bis-propanedinitrile], an oligo-
phiene small molecule donor and PC71BM [[6,6]-phenyl-C71-
butyric acid methyl ester], a fullerene acceptor small molecule.
Although newer materials allow for better performance, the
energy level matching for these molecules still allows the PCE
to reach 10%.4 Most importantly, this system has been studied
in detail over the past years, giving access to substantial
amounts of quantitative, precise and usable data on active
layer morphology and formation mechanisms. In particular,
energy-filtered transmission electron microscopy (EFTEM)
investigations allowed us to extract characteristic information
on the nanomorphology of the BHJ and analyze the relation-
ship between the post-treatment conditions, the morphology
and solar cell performance: a detailed analysis of the micro-
structure of the DRCN5T crystal fiber lengths and widths for
SVA with various solvents, and under different TA tempera-
tures, brought insight into the optimal crystal length leading to
the highest PCE.8,9,17–21 Crystals must be sufficiently large to
provide sufficient phase separation and high mobilities, but
not too large, in order to ensure proper exciton dissociation.8

However, the process–structure relationship is still not fully
unravelled. Therefore, this article aims to shed light on the
physical phenomena responsible for the BHJ morphologies
observed experimentally in DRCN5T:PC71BM absorber layers,
using advanced simulations. Thereby, we focus on the effect of
TA post-treatments at different temperatures.8,9,17–21

Numerous methods can be used for the simulation of
complex phase transformation processes like the ones encoun-
tered during the formation of a BHJ. Atomistic, molecular
dynamics (MD) or Monte Carlo (MC) simulations can provide
insights at the molecular level, but they are time-consuming
and restricted to small-scale systems. Continuum mechanics
simulation models such as the phase field (PF) approach allow
solving such problems at the mesoscopic level with a reason-
able computational effort.22 PF simulations can provide insight
into morphology formation and evolution, into the different
phase states, and into the phase transitions during a given
process. The intermediate and final states of the morphology
can thus be calculated and predicted. The PF approach can
describe crystallization,23–32 including nucleation,22 isotropic
or anisotropic growth, coarsening,33 and complex solidification
structures such as dendrites, spherulites, or eutectic patterns.22

It can also be used to simulate amorphous–amorphous phase
separation (AAPS).14,23 Since several of these processes may be
involved in the morphology formation and evolution of OPV
absorber layers, in this paper we propose to use the PF
approach to investigate the properties of the DRCN5T:PC71BM
blend. All these physical processes can be handled in a PF
model recently developed in our group,23–29,31 so that it can be
used to identify the mechanisms driving the BHJ formation of
DRCN5T:PC71BM blends upon TA.

The objectives of the present work are (1) to successfully
simulate the experimentally observed BHJ morphologies and
thus validate the applicability of our PF approach for the
investigation of ASM OSCs, (2) to study the impact of the
different possible physical mechanisms on the BHJ morphol-
ogy evolution during TA at different temperatures and (3) to
identify the physical processes driving the morphology evolu-
tion of DRCN5T:PC71BM blends upon TA. In order to do this,
we perform PF simulations of the TA process with variable
parameters, so as to activate or deactivate the possible physical
mechanisms, analyse the consequences on the simulated
morphologies and their matching with the measured data.

The remainder of the paper is organized as follows: after an
introduction to the methods in Section 2, we describe in
Section 3 the results of the simulations, the comparison with
the experimental results and the discussions on the drivers of
the BHJ formation. Finally, Section 4 contains the conclusions
and outlook.

2. Method
2.1. Unravelling BHJ evolution mechanisms with a coupled
experimental and simulation approach

In order to unravel the mechanisms driving the BHJ evolution
during TA, we first need to determine the different physical
phenomena that could potentially be active, the definition of
which is concisely given below:
� Crystal nucleation: the spontaneous appearance of new,

stable crystals (also called nuclei or germs) from thermal
fluctuations, driven by the minimization of the free energy of
the system upon transition from the amorphous phase to the
crystalline phase.
� Crystal growth: the increase in size of a stable crystal, driven

by the minimization of the free energy of the system upon
transition from the amorphous phase to the crystalline phase.
Thereby, crystals take up material from the amorphous phase.
� Diffusion-limited crystal growth: in this case, diffusion in

the amorphous phase is too slow to balance for the material
uptake by the growing crystals, so that a depletion zone arises
in the amorphous phase around the crystals.
� Crystal (in)stability: crystal (in)stability is a result of the

balance between bulk energy and surface energy of a single
crystal. For a crystal to be stable, the bulk energy gain upon
growth must be larger than the surface energy increase, other-
wise the crystal dissolves. It can be shown that the nuclei have
to reach a critical size to be stable and grow.
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� Impingement: crystals impinge when they come in contact
and form crystal–crystal interfaces, so-called grain boundaries.
� Ostwald ripening: the growth of the largest crystals at the

expense of the smallest ones, for crystals separated from each
other by the amorphous phase. Material transfer between
crystals occurs by transport (diffusion) through the amorphous
phase. Ostwald ripening is driven by the minimization of
the overall interface energy of the crystal assembly. Thereby,
the energy is reduced if smaller crystals shrink and larger
crystals grow.
� Grain coarsening: similar to Ostwald ripening, the growth

of the largest crystals at the expense of the smallest ones, driven
by the minimization of the overall interface energy of the crystal
assembly. However, we will use this term for crystals in contact,
whereby material transfer between crystals occurs through the
grain boundaries.
� Amorphous–amorphous phase separation: the demixing of

the amorphous phase driven by donor–acceptor immiscibility.
Demixing may occur by spinodal decomposition or nucleation
and growth of amorphous demixed regions.

We investigate the significance of these various phenomena
during TA of DRCN5T:PC71BM blends by performing simula-
tions with different sets of material parameters, and then by
comparing the simulation results with experimental measure-
ments of the morphology. The idea is as follows: despite the
outstanding experimental data available for the studied system
in the literature (see Section 2.2), there is still uncertainty
regarding some model parameters. Depending on the values
of these parameters, the physical phenomena listed above may
be active or inactive. Therefore, we vary the undefined para-
meters on purpose to activate or deactivate independently the
physical processes listed above (see Table 2), and then compare
the simulated morphologies with experimental data. On the
one hand, physical processes inducing a mismatch between the
simulated morphology and the experimental observations are
concluded to be inactive or negligible during the TA of the
DRCN5T:PC71BM film. On the other hand, physical processes
responsible for morphologies matching the experimental
observations are concluded to be active during the TA of
the studied system. At the end, this allows establishing the
dominant physical processes driving the morphology evolution,
and to finely calibrate the model parameters. Moreover, a
comparison of the various simulated morphologies provides a
broad general understanding on how crystal nucleation,
instability, growth, impingement, grain coarsening, Ostwald
ripening, AAPS and diffusion limitations may impact the BHJ
morphology.

According to the observations made using EFTEM, the
matching between simulations and experiments is evaluated
using the following criteria (ref. 8, 21 and Fig. 3):
� There are 2 phases at the end of the TA procedure, namely,

the crystalline DRCN5T fibers and the amorphous mixed phase.
Even if a broad and weak PC71BM peak can be observed
by energy filtered electron diffraction measurements, there
is no clear evolution of PC71BM aggregation with time and
temperature.8 Further investigations with 4D-scanning

confocal electron diffraction measurements showed that the
PC71BM phase remains homogeneous.21 Overall, there is no
clear experimental evidence that the PC71BM can crystallize or
aggregate during the TA of the system.8,9,20,21

� The number of crystals after 10 min of TA decreases with
increasing TA temperature.
� The average crystal size increases with increasing TA

temperature.
� The crystals conserve their leaf shape upon TA for 10 min.

2.2. Simulation procedure and method

Phase-field model. The model presented here reduces a
more general framework described elsewhere to a binary mix-
ture with one crystallizable material.24–27,31,32 More specifically,
in this work the DRCN5T:PC71BM system is modelled as a
mixture where the DRCN5T small molecule (SM) can crystallize,
whereas PC71BM remains fully amorphous (see Section 2.1).
The free energy expression describing this kind of system can
be written as follows.32

DGv ¼ rj2 gðfÞWfus þ pðfÞLfus
T

Tm
� 1

� �� �

þ RT

v0

j lnj
N1

þ ð1� jÞ lnð1� jÞ
N2

�

þ jð1� jÞwaa þ f2jð1� jÞwca
�

þ 1

2
e2ðrfÞ2 þ p

2
eg2jrjdðryÞ þ

kðrjÞ2
2

þ DGnum

(1)

Here, j and f are the volume fraction and crystallization order
parameter of the DRCN5T, respectively. The first term of the
right-hand side (RHS) of eqn (1) corresponds to the free energy
of crystallization, where r is the density of the crystallizable
material, Wfus is the energy barrier that must be overcome upon

crystallization, Lfus
T

Tm
� 1

� �
is the driving force for crystal-

lization, where Lfus is the heat of fusion, and T and Tm are the
temperature and melting temperature, respectively. The energy
barrier has a shape given by the double well function g = f2(f �
1)2. An interpolation function p = f2(3 � 2f) ensures a smooth
transition between the amorphous and the crystalline states.
The second term of the RHS corresponds to the free energy of
mixing and includes enthalpic and entropic contributions. R is
the ideal gas constant and v0 is the molar volume of the
smallest component. The entropic contribution terms are
j lnj
N1

þ ð1� jÞ lnð1� jÞ
N2

where N1 and N2 stand for the molar

size of DRCN5T and PC71BM, respectively. The enthalpic con-
tribution terms are j(1 � j)waa + f2j(1 � j)wca, where waa is the
amorphous–amorphous interaction parameter and wca is the
crystalline–amorphous interaction parameter.28 The third term
on the RHS corresponds to the surface energy contributions. e,
eg and k are surface tensions related to the order parameter
gradient, to the gradient of the crystal orientation y of the
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crystalline material and to the volume fraction gradients,

respectively. Finally, the last term of the RHS DGnum ¼

k
1

j
þ 1

1� j

� �
is a non-physical term introduced for numerical

stability purposes, whereby k is a constant value chosen to be
small enough to avoid any significant impact on the simulated
physical phenomena.12,31,34

The order parameter and volume fraction time evolution are
governed by the stochastic Allen–Cahn (AC) and Cahn–Hilliard
(CH) kinetic equations, respectively:

@f
@t
¼ �N1v0

RT
ManisoðyÞ

@DGv

@f
�r@DGv

@rf

� �
þ zAC (2)

@j
@t
¼ v0

RT
r lðj;fÞr @DGv

@j
�r@DGv

@rj

� �� �
þ zCH (3)

Here, Maniso, l, zAC and zCH are the AC mobility, Onsager
mobility, the AC and CH fluctuations on the order parameter
and the volume fraction respectively. The AC kinetics controls
the crystallization, whereas the CH kinetics controls the mate-
rial transport.

The growth of DRCN5T fibers is anisotropic, thus requiring
an orientation-dependent implementation of at least one rele-
vant growth parameter. Anisotropic crystallization of DRCN5T
is due to a preferential spatial arrangement of the molecules in
one direction which cannot be accounted for through conti-
nuum mechanics models such as the PF. However crystal
anisotropy can be modelled with the PF
phenomenologically.35 Commonly, the anisotropy is included
through the AC mobility Maniso and/or the surface tension
parameter e.36,37 In this work, the anisotropy was implemented
on the AC mobility Maniso for simplicity, which is given by

ManisoðyÞ ¼M0
1

1þMratio
1þMratio � fyðyÞð Þ: (4)

In this equation, M0 is a constant coefficient fixing the time
scale for crystallization,31 and Mratio determines the longitudi-
nal to transversal growth rate ratio of the DRCN5T crystals
Mratio + 1. fy is a sinusoidal anisotropy function (see Section S1
in the ESI†), which depends on the angle y between the normal
to the crystal interface and the crystal’s first principal axis in
the following way:

fyðyÞ ¼
cosð2yÞ þ 1

2
(5)

If the normal to the interface is aligned with the crystal’s first
principal axis, fy = 1 and Maniso = M0. If the normal to the
interface is perpendicular to the crystal’s first principal axis, fy =

0 and Manisoðj;fÞ ¼M0
1

1þMratio
. Other anisotropy functions

have been evaluated, but the function above models the
anisotropic behavior of DRCN5T crystallization in the
DRCN5T:PC71BM blend observed in the EFTEM measurements
most accurately based on the criteria of conservation of
the principal-to-minor axis ratio during growth and the

reproduction of the anisotropic leaf-like shape observed experi-
mentally (see Section S1 in the ESI†).

Finally, we can choose between the slow and fast mode
dependencies for the Onsager mobility l for the self-diffusion
coefficients.38,39 This work uses the slow mode theory so that
the slowest component controls diffusion. The expression of

the Onsager mobility is then l ¼ o1 1� o1

o1 þ o2

� �
, where o1 =

N1jDs,1(j,f) and o2 = N2(1 � j)Ds,2(j,f). The self-diffusion
coefficients of DRCN5T and PC71BM are calculated using the

Vignes’ law, Ds;1ðj;fÞ ¼ tðfÞ D
amorphj!1

s;1

� �j
D

amorphj!0

s;1

� �ð1�jÞ

and Ds;2ðj;fÞ ¼ tðfÞ Damorphj!0

s;2

� �j
Damorphj!1

s;2

� �ð1�jÞ
, respec-

tively. Thereby, D
amorphj!1

s;1 , D
amorphj!0

s;1 , D
amorphj!0

s;2 and

Damorphj!1

s;2 are the self-diffusion coefficients of DRCN5T in its

pure amorphous phase, of DRCN5T in a pure amorphous
PC71BM phase, of PC71BM in its pure amorphous phase, and
of PC71BM in a pure amorphous DRCN5T phase. t is a penalty
function that decreases the value of the self-diffusion coeffi-
cient when the crystallinity f increases.31

Simulation setup. The starting point of the simulation is the
morphology of the as-cast film.8,21 The volume fraction of
DRCN5T in the investigated blend is j = 0.62.8 The blend
consists of two phases: the leaf-shaped DRCN5T crystals are
embedded in the second phase, an amorphous mixed region of
DRCN5T and PC71BM. The DRCN5T crystals are assumed to be
very pure, i.e., their equilibrium volume fraction is jE 1. As an
initial condition, 120 elliptic nuclei following a Gaussian size
distribution between l � w = 17 � 7 nm2 and l � w = 27 �
11 nm2 (where l and w are the crystal length and width,
respectively) are randomly placed in the 2D simulation box.40

The box has a size of 512 � 512 nm2, similar to the films
measured by EFTEM, with periodic boundary conditions in
both directions and a resolution of 1 nm. The equations are
solved using a finite volume approach. Regarding the time
stepping scheme, Pareschi Russo’s second order diagonally
implicit Runge–Kutta method was chosen because it provides
the optimal compromise between computation time and accu-
racy. The simulated TA temperatures are 80 1C, 100 1C, 120 1C,
140 1C, and 160 1C.

Parameter determination. As far as possible, the simulation
parameters were extracted from the literature. The smallest
component of the studied system is the PC71BM, with a
calculated molar volume v0 = 5.69 � 10�4 m3 mol�1 and
calculated molecular sizes of N1 = 1 and N2 = 1.75.41–44

The enthalpy of crystallization for pure DRCN5T is Lfus =
44.89 kJ kg�1 and its melting temperature Tm = 490.25 K.43,44

Since the temperature varies between the different TA experi-
ments conducted,8 the temperature dependencies of the sur-
face tension parameter e, the amorphous–amorphous
interaction parameter waa, the crystalline–amorphous inter-
action parameter wca, the self-diffusion coefficients Dij,
and the energy barrier Wfus are taken into account as summar-
ized in Table 1.22,29,45,46 The temperature dependency of the
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self-diffusion coefficients Dij (Table 1) of a material i in an
amorphous matrix of a pure material j is derived from the
Stokes–Einstein (SE) equation for a spherical particle,45

Dij ¼
kBT

6pZðTÞrp
, where kB is the Boltzmann constant, and rp is

the radius of a spherical particle moving in an amorphous
matrix of viscosity Z. The matrix viscosity Z follows an Arrhenius

law ZðTÞ / e
bD
T ,45 which leads to Dij ¼ aDTe�

bD
T , where aD and

bD are constants. The mobility Maniso is assumed to follow a
similar Arrhenius law because crystal growth results from the
mobility of the species attaching to the crystal interface.47 The
temperature dependency is attributed through the coefficient

M0 ¼ aM0
Te�

bD
T , where aM0

is a constant coefficient. The amor-
phous–amorphous interaction parameter waa follows the

empirical law waa ¼ awaa þ
bwaa
T

where awaa
and bwaa

are constant

coefficients.46 awaa
and

bwaa
T

represent the entropic and enthalpic

part of the interaction parameter, respectively. The crystalline–
amorphous interaction parameter wca is chosen to be inversely

proportional to the temperature, wca ¼ awca
Lfus

RT
, as proposed by

Matkar and Kyu,29 where awca
is a constant. Finally, the surface

tension coefficient is assumed to evolve as e ¼ ae
ffiffiffiffi
T
p

and the
energy barrier as Wfus = aWT as described in Table 1. As a result,

the crystal interface thickness d / effiffiffiffiffiffiffiffiffiffi
Wfus

p is constant and the

surface energy s / e
ffiffiffiffiffiffiffiffiffiffi
Wfus

p
/ T increases linearly with tempera-

ture. The temperature dependencies of e, Wfus, and s,
and the fact that the interface thickness does not evolve
with temperature, is consistent with molecular dynamics
simulations.22,30,48,49 ae and aW are constant coefficients.
Table 1 summarizes the temperature dependency of the
parameters.

This leaves us with the parameters aD, bD, aM0
, awaa

, bwaa
, awca

,
ae and aW which can be adjusted to match the available
experimental data. First of all, for a given material parameter
set, the phase diagram of the mixture is calculated and the
interaction parameters awaa

, awca
and bwaa

are tuned so that the
resulting phase diagram (1) matches the experimental liquidus
points of the DRCN5T:PC71BM phase diagram,43 and (2) shows
a solidus curve with volume fractions close to j E 1 (pure
DRCN5T crystals) at all temperatures. The simulated phase

diagrams for a miscible blend (simulations type A, B, C, and
E) and for an immiscible blend (simulations type D) are shown
in Section S2 of the ESI.† In both cases, the dependence of the
melting temperature to volume fraction (melting point depres-
sion) is recovered (see Section S2 of the ESI†). Moreover, the
parameters ae and aW are chosen to meet two requirements. On

the one hand, the interface thickness d / effiffiffiffiffiffiffiffiffiffi
Wfus

p spreads over 8

mesh points for appropriate numerical convergence.30 On the
other hand, the critical radius is adjusted such that nuclei
become unstable at high annealing temperatures: in the cur-
rent PF simulations, the critical radius is estimated from the
classical nucleation theory (CNT). It can be expressed in terms
of phase field parameters for 2D simulations of pure isotropic

materials as r� ¼ e
ffiffiffiffiffiffiffiffiffiffi
Wfus

p

3Lfus 1� T

Tm

� � ffiffiffiffiffiffi
2r
p (see Section S3 in the

ESI†) and is a first indicator for the stability of the ellipsoidal
crystals. Indeed, the local radius of curvature should be greater
than the critical radius of curvature r* for the crystal interface
to propagate. Although the critical radius expression is differ-
ent in a blend and should, in any case, depend on the volume
fraction, this expression is a reasonable first approximation. It

indicates a temperature dependency r� / T

1� T

Tm

� �. The coef-

ficients aM0
and bD are chosen such that the simulated DRCN5T

crystal growth rates match the experimentally measured growth
rates, which have been obtained from the time dependence of
the crystal widths and lengths measured at the different
annealing temperatures. The growths rates are constant over
time, as expected for simple growth (see Section S4 of the
ESI†).8 Indeed, there should be a match between the experi-
mental and the simulated longitudinal and transversal growth
rates of the DRCN5T crystal fibers. Therefore, the mobility
coefficient M0 and the ratio Mratio are adjusted to recover the
longitudinal and transversal growth rates measured by ex situ
measurements.8 The full set of parameters for the different
simulations is given in Section S5 of the ESI.†

Activating various sets of physical mechanisms. Following
the method described in Section 2.1, five types of simulations
are performed to elucidate the physical phenomena occurring
during the TA of the investigated system. Each type of simula-
tion corresponds to a set of parameters chosen to activate

Table 1 Temperature dependency of the materials’ parameters

Parameter Temperature dependency

Self-diffusion coefficients
Dij ¼ aDTe�

bD
T [ref. 45]

Mobility coefficient
M0 ¼ aM0

Te�
bD
T

Amorphous–amorphous interaction parameter
waa ¼ awaa þ

bwaa
T

[ref. 46]

Amorphous–crystalline interaction parameter
wca ¼ awca

Lfus

RT
[ref. 29]

Surface tension related to the order parameter gradients e ¼ ae
ffiffiffiffi
T
p

[ref. 22]
Energy barrier upon crystallization Wfus = aWT [ref. 22]
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different physical processes, as summarized in Table 2. Simula-
tions of type A correspond to the ‘‘reference’’ simulations,
whereby the interplay between three different phenomena
conditions the morphology evolution: DRCN5T crystal growth,
Ostwald ripening, and the temperature-dependent stability of
the nucleus (see Section 3). The initial nucleus density is
sufficiently low to prevent impingement during the TA time.
In addition, the self-diffusion coefficients are high enough to
prevent diffusion-limited crystal growth. Furthermore, the
amorphous–amorphous interaction parameter is below the
critical value to inhibit AAPS. Thermal fluctuations are not
activated, which disables nucleation and grain coarsening. In
simulations of type B, the initial crystal density is increased to
cause crystal impingement during the simulated TA time. This
allows us to check the impact of impingement on the evolution
of morphology. In simulations of type C, thermal fluctuations
are added to activate nucleation and grain coarsening, in order
to investigate their impact on the morphology evolution. Note
that we distinguish here between ‘‘grain coarsening’’ and
‘‘Ostwald ripening’’. Both processes relate to the growth of
large crystals at the expense of smaller ones due to surface
tension forces. However, as stated above and following the
definition used in metallurgy, we define grain coarsening as
the evolution of grains in contact with each other involving
material transfer at grain boundaries, whereas the term ‘‘Ost-
wald ripening’’ will be used to describe coarsening for grains
that are not in contact, involving material transfer through the
amorphous phase. In simulations of type D, the amorphous–
amorphous interaction parameter is set above its critical value
to trigger AAPS and characterize the resulting morphology.
Finally, the impact of diffusion-limited crystal growth is studied
in simulations of type E. In this last case, due to the very low
values chosen for the self-diffusion coefficients, the rate of the
amorphous DRCN5T material migration towards the crystals is
slower than the rate of DRCN5T attachment to the crystal
interface.

3. Results and discussions
3.1. Crystal growth, stability and Ostwald ripening

In simulations of type A, only crystal growth, Ostwald ripening,
and nucleus stability can play a role. The objective is to
determine whether this set of active processes can lead to
successful replication of the experimental observations detailed
in Section 2.1. This will allow us to conclude whether crystal

growth, Ostwald ripening, and nucleus stability are signifi-
cantly active during the thermal annealing of DRCN5T:PC71BM
active layers. The morphology evolution for a TA temperature of
140 1C is shown in Fig. 2 at annealing times of 0 s, 150 s, 300 s,
450 s, 600 s, and 900 s (Fig. 2a). The DRCN5T volume fraction in
the crystals is j E 1 as expected from the DRCN5T:PC71BM
solidus line (see Section S2 in the ESI†). Several small crystals
dissolve before 300 s of TA (Fig. 2b and c). Starting from 300 s of
TA (Fig. 2c), the remaining, stable DRCN5T crystals grow in
size, by taking up material from the amorphous phase, as long
as the amount of DRCN5T in the amorphous phase is above its
equilibrium value. This leads to a progressive and significant
decrease of the DRCN5T volume fraction in the amorphous
phase until a TA time of 900 s (Fig. 2f). The growth is
anisotropic, and the leaf shape of the crystals is conserved for
TA times below 600 s (Fig. 2b–e). However, at TA times beyond
600 s, the DRCN5T crystals impinge (Fig. 1f), and their shape is
no longer conserved (see Section 3.2).

Simulations of type A are performed at temperatures of
80 1C, 100 1C, 120 1C, 140 1C and 160 1C, and the simulated
morphologies after 10 min of TA are compared to the EFTEM
images in Fig. 3. Even though crystal overlap and the growth of
face-on crystals observed in the EFTEM samples are not taken
into account in the 2D simulations, the theoretical results
nicely match the experimental measurements according to
the criteria listed in Section 2.1, namely the presence of 2
phases, the decrease of the number of DRCN5T crystals, the
increase of DRCN5T crystal sizes and the conservation of the
leaf shape. At 80 1C, crystal growth is very limited (Fig. 3b). In

Table 2 Simulated physical phenomena for the TA of an all-small molecules bulk heterojunction

Active physical phenomena

Simulation type

A B C D E

Crystal growth, Ostwald ripening, and nucleus stability Yes Yes Yes Yes Yes
Diffusion limitation No No No No Yes
Crystals impingement No Yes Yes No No
AAPS No No No Yes No
Nucleation and grain coarsening No No Yes No No

Fig. 1 Simulated DRCN5T:PC71BM morphologies under various thermal
annealing conditions. The centered image corresponds to the as-cast
simulated film, the other images correspond to the morphology after
thermal annealing under diffusion limited (top left corner) and normal
crystal growth (top right corner) regimes, with nucleation (bottom left
corner) and with amorphous–amorphous phase separation (bottom right
corner).
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contrast, crystal growth is significant at TA temperatures of
100 1C, 120 1C, 140 1C, and 160 1C (Fig. 3c–f), and the final
crystal size increases with increasing temperature. This is due
to the nearly exponential temperature dependency of the crystal
growth rate (see Section 2).

Moreover, like in the experimental observations, the higher
the temperature, the fewer crystals are observed in the final
morphology (see also Fig. 4). This is due to the increasing
critical radius with temperature (see Section 2). At all TA
temperatures, it has been checked that crystals dissolve when-
ever they are smaller than the critical size (see Section S6 in the
ESI†). In addition, note that the volume fraction of DRCN5T in
the amorphous phase after 10 min of TA varies with tempera-
ture, decreasing from 80 1C to 140 1C, and increasing again for
160 1C. This is a purely kinetic effect: crystallization is not
complete after 10 min and thus the equilibrium volume frac-
tion of the amorphous phase (which is fairly constant in the
range 80–160 1C, see Fig. S4, ESI†) is not reached yet. The time-
dependent DRCN5T amount in the amorphous phase is the
result of the (nearly negligible) initial DRCN5T release from
unstable germ dissolution, and mainly of DRCN5T consump-
tion for crystal growth. DRCN5T consumption is faster for
higher temperatures, but the number of stable crystals taking
up materials decreases with temperature. The balance of both
results in a maximum uptake from the amorphous phase at
intermediate temperatures (140 1C, see Fig. 4).

Note that the DRCN5T volume fraction decrease in the
liquid phase is additionally responsible for an increase in the
critical radius with time. However, we verified that this volume
fraction decrease does not result in further crystal dissolution,
as shown in Fig. 4. The change in the number of crystals and
the change in the DRCN5T volume fraction in the amorphous
phase jam are actually uncorrelated. At 120 1C for instance, the
crystals dissolve until 200 s of TA due to the initial temperature
rise, whereby the DRCN5T volume fraction is constant during
this phase. Afterwards, the DRCN5T volume fraction decreases,
which indeed leads to an increase of the critical size. However,
the remaining crystals grow sufficiently fast for their size always
remains larger than the critical size, and therefore the number
of crystals remains constant. Such a behaviour is observed for
all other TA temperatures.

In the simulations presented above, the evolution towards a
smaller number of larger crystals upon TA is due to initial
dissolution of the smaller crystals due to thermal instability,
and growth of the remaining, stable crystals. Ostwald ripening,
which is by definition a process leading to the disappearance of
smaller crystals and size increase of the larger ones, could also
be invoked to justify the experimental morphologies. However,
in the simulations, it is negligible. This is because Ostwald
ripening becomes dominant only at late stages of the crystal-
lization process. The evolution of the morphology is driven by
the free energy minimization of the system. This actually starts

Fig. 2 TA at 140 1C of a binary DRCN5T : PC71BM blend with an initial blend ratio of 1 : 0.8, simulation of type A. The DRCN5T volume fraction fields are
shown for the as-cast film with low crystal density (a) and after TA of 150 s (b), 300 s (c), 450 s (d), 600 s (e), and 900 s (f). The volume fraction colorbar
spreads from dark blue (low DRCN5T content) to dark red (pure DRCN5T).
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with the minimization of the bulk energy due to crystal growth.
Ostwald ripening, which is driven by the reduction of crystal

interfacial energy, only becomes dominant once the bulk
energy does not nearly change anymore (equilibrium

Fig. 3 TA of a binary DRCN5T : PC71BM blend with an initial blend ratio of 1 : 0.8, simulation of type A. The DRCN5T volume fraction fields versus EFTEM
images (reproduced with permission from ref. 21 CC BY 4.0) obtained are shown for the as-cast film with low crystal density (a) and after 600 s at TA
temperatures of 80 1C (b), 100 1C (c), 120 1C (d), 140 1C (e), and 160 1C (f). The volume fraction colorbar spreads from dark blue (low DRCN5T content) to
dark red (pure DRCN5T). The EFTEM images are elemental maps of carbon, the grayscale of the phase’s density spreads from light grey (carbon-rich
phase, PC71BM) to dark (carbon-poor phase, DRCN5T). The large platelets are assigned to face-on crystals (not considered in the simulations) whereas
the more pronounced fibers correspond to edge-on crystals.
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compositions are nearly reached in the amorphous and crystal-
line phases). However, the equilibrium volume fractions are far
from being reached at the end of the annealing (see Fig. 4), so
the growth process fully masks the consequences of Ostwald
ripening.

Nevertheless, these findings assume that the DRCN5T
volume fraction in the amorphous phase of the as-cast film,
at the beginning of the TA, is far above the equilibrium value.
However, this is actually unknown experimentally. If one
assumes an initial DRCN5T volume fraction equal or close to
the equilibrium volume fraction, crystal growth would be only
shortly active and Ostwald ripening would become quickly
dominant. However, in such conditions, the average crystal
size would follow a time evolution proportional to the cubic
root of time or even slower,23,50–52 whereas it increases linearly
with time in the case of crystal growth (see Fig. 5). Experimental
evaluation showed that in the case of TA, the average DRCN5T
crystal size evolves linearly with time.8 This finding supports
the idea that Ostwald ripening is not significant during TA of
DRCN5T:PC71BM.

Overall, the matching between morphologies resulting from
simulations of type A and the experimental observations allows
us to conclude that the morphology evolution of the as-cast
DRCN5T:PC71BM blends during TA is mainly driven by the
dissolution of initially too small, unstable germs and the
subsequent growth of the remaining large, stable DRCN5T
crystals.

3.2. Crystal impingement

As shown in Fig. 3b–f, at 10 min of TA, the leaf shape of the
crystals is conserved at all annealing temperatures. This is
because the density of growing crystals is too low for the
crystals to impinge within 10 min of TA. However, the crystal
density of the as-cast film was not determined experimentally.8

In simulations of type B, the initial crystals density is increased,
which increases the chance for crystals to impinge. The objec-
tive is to determine whether the presence of impingement can

still lead to BHJ morphologies similar to the experimental
observations in Section 2.1. This will allow us to conclude
whether crystals impingement is significantly active during
the thermal annealing of the DRCN5T:PC71BM active layer.
Wherever impingement is happening, crystal growth is hin-
dered at the crystal–crystal boundaries. As compared to simula-
tions of type A, this results in a significant deviation of the
crystal shape from the leaf shape for the impinged crystals at
the contact points where growth is hindered, as shown in
Fig. 6d–f for TA temperatures above 120 1C. This is not in line
with the experimentally observed morphologies, which support
the idea that the density of growing crystals during TA is too
low for the crystals to impinge significantly. The mismatch
between morphologies resulting from simulations of type B and
the experimental observations allows us to conclude that crystal
impingement is not significantly active during the 10 min of TA
of the DRCN5T:PC71BM active layer.

3.3. Nucleation and grain coarsening

The effect of nucleation and grain coarsening (i.e. the growth of
largest crystals at the expense of the smallest ones driven by the
minimization of grain boundary energy) is investigated through
simulations of type C, whereby thermal fluctuations are acti-
vated. A comparison of the experimental observations in Sec-
tion 2.1 with morphologies influenced by nucleation and
coarsening will allow us to conclude whether both processes
are significantly active during the thermal annealing of the
DRCN5T:PC71BM active layer. First of all, the morphology
evolution at the lowest annealing temperature (80 1C) is inves-
tigated (Fig. 7, top row), for which the largest nucleation rate
(see Section S3 in the ESI†) and the lowest growth rate (see
Section S5 in the ESI†) are expected. The morphology is very
different as compared to simulations of type A. On the one
hand, the number of crystals after 150 s to 600 s of TA (Fig. 7,
top row) is considerably increased due to nucleation, unlike the
observations from the experiments.8,21 The growth of these
many crystals leads to a quick decrease of the DRCN5T content

Fig. 4 Time-dependent DRCN5T volume fraction in the amorphous
phase jam (solid line and left y-axis) and the number of DRCN5T crystals
(dashed line and right y-axis) for different annealing temperatures.

Fig. 5 Time evolution of the average crystal lengths (solid lines) and
widths (dashed lines) for different annealing temperatures.
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in the amorphous phase. On the other hand, the nucleation
process favours the development of morphologies with clus-
tered crystals and large-scale phase separation, which can be
explained in three main steps. The first step is the favoured
DRCN5T germ nucleation at the existing crystals interface
where the DRCN5T volume fraction is high (Fig. 7a and b).
The second step is the formation of amorphous phase bridges
with high DRCN5T content between the germs favoured by the
limitation of the energetic cost associated with amorphous–
crystalline interfaces. The third step is the further nucleation
within the formed amorphous bridges, because the critical
germ size is smaller and the driving force of crystallization is
larger for higher DRCN5T content.27 This large scale co-
continuous morphology favours crystal impingement. Here
again, this leads to ill-defined crystal shapes, as observed in
Fig. 7c. At higher temperatures (for example 140 1C, Fig. 7,
bottom row), nucleation is less intense, and growth is faster, so
that the evolution is more growth dominated. There are less but
larger crystals growing in the BHJ than at lower temperatures.
As a result, the observations made at 80 1C regarding the
number of crystals, crystal impingement and clustering, and
large-scale phase separation are less pronounced, but they are
still valid. Thus, the nucleation process generates morphologi-
cal features that are not observed experimentally, and we
conclude that nucleation is not significantly active during TA
of the studied system.

Similar to Ostwald ripening, grain coarsening becomes
dominant when the equilibrium volume fraction is reached
in the amorphous phase. This occurs at very late stages (note
that at both annealing temperatures the DRCN5T volume
fraction in the amorphous phase still decreases with time until
600 s) and explains why it is a secondary process during the
10 min of TA of the DRCN5T:PC71BM film. The influence of
coarsening can be evaluated by counting the number of stable
crystals that disappear upon coarsening. At 140 1C for instance,
it is observed that crystal dissolution due to coarsening only
occurs starting from 250 s of TA (see Section S7 in the ESI†). At
the end of the TA (600 s), only 15–20% of the crystals have
disappeared due to coarsening. The impact of the coarsening
is, therefore, very limited overall and cannot justify the strong
reduction in the number of crystals experimentally observed at
high TA temperatures.

Overall, the mismatch between morphologies resulting from
simulations of type C and the experimental observations
allow us to conclude that nucleation and grain coarsening are
not significantly active during the 10 min of TA of the
DRCN5T:PC71BM active layer.

3.4. Amorphous–amorphous phase separation

AAPS is another possible physical phenomenon for the mor-
phology evolution of the DRCN5T:PC71BM film. In this section,
we trigger AAPS by choosing a value of waa above the critical

Fig. 6 TA of a binary DRCN5T : PC71BM blend with an initial blend ratio of 1 : 0.8, simulation of type B. The DRCN5T volume fraction fields are shown for
the as-cast film with high crystal density (a) and after 600 s at TA temperatures of 80 1C (b), 100 1C (c), 120 1C (d), 140 1C (e), and 160 1C (f). The volume
fraction colorbar spreads from dark blue (low DRCN5T content) to dark red (pure DRCN5T).
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value (simulations of type D). The objective is to determine
whether BHJ in which AAPS takes place have morphologies in
line with the experimental observations of Section 2.1. This will
allow us to conclude whether AAPS is active during the thermal
annealing of the DRCN5T:PC71BM active layer. The morphology
at a TA temperature of 80 1C is shown in Fig. 8. As a result of
donor–acceptor immiscibility, the amorphous phase demixes
into a donor and an acceptor amorphous phase. As a result,
there are 3 phases in the BHJ (Fig. 8b). The first phase is the
very pure crystalline DRCN5T material, the second is the
amorphous PC71BM-rich phase, and the third one is the
amorphous DRCN5T-rich phase (see Section S8 in the ESI†).
However, in the EFTEM image, there are only 2 phases at the
final stage of the TA: the amorphous mixed phase and the
crystalline DRCN5T material. The mismatch between simula-
tions of type D and the experimental observations allows
concluding that AAPS is not triggered during TA of the
DRCN5T:PC71BM active layer.

3.5. Diffusion-limited crystal growth

The remaining question to be answered is whether crystal
growth is diffusion-limited during the TA of the studied all
small-molecule system. To this end, simulations with diffusion-
limited crystal growth (type E) are performed and the resulting
morphologies compared to the experimental observations of

Section 2.1. The morphologies after 10 min of TA at tempera-
tures of 80 1C, 100 1C, 120 1C, 140 1C and 160 1C are shown in
Fig. 9. Provided the growth process is sufficiently fast and
advanced (120 1C and beyond), depletion zones characteristic
of the diffusion-limited regime form around the DRCN5T
crystals (Fig. 9c–f). The DRCN5T volume fraction in the deple-
tion zones becomes lower at higher temperatures. This is due to
the larger and faster crystal growth with increasing tempera-
ture. Notably, the leaf shape of the DRCN5T crystals is well
conserved. Apart from the thin depletion areas around the
crystals, the morphologies are similar to those observed with-
out diffusion limitation (compare with Fig. 3). Experimentally,
the question of the presence of depletion zones around the
DRCN5T crystals during the TA remains difficult to solve, even
though Wu and coworkers have identified an enrichment of
PC71BM around the DRCN5T crystals using 4D scanning con-
focal electron diffraction (4D-SCED) for a TA of 8 min at
140 1C.21 On the one hand, this means that the occurrence of
diffusion limitations during crystal growth cannot be fully
confirmed or discarded on the basis of the comparison between
simulation results (type A and E) and the experimental observa-
tions. On the other hand, this shows that the influence of
diffusion limitations on morphology is anyway very limited,
which means that diffusion limitations do not represent a
decisive driver for morphology development.

Fig. 7 TA at 80 1C (top row) and 140 1C (bottom row) of a binary DRCN5T : PC71BM blend with an initial blend ratio of 1 : 0.8, simulation of type C. The
DRCN5T volume fraction fields are shown, after TA of 150 s (a) and (d), 300 s (b) and (e), and 600 s (c) and (f). The volume fraction colorbar spreads from
dark blue (low DRCN5T content) to dark red (pure DRCN5T).
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Fig. 9 TA of a binary DRCN5T : PC71BM blend with an initial blend ratio of 1 : 0.8, simulation of type E. The DRCN5T volume fraction fields are shown for
the as-cast film with low crystal density (a) and after 600 s at TA temperatures of 80 1C (b), 100 1C (c), 120 1C (d), 140 1C (e), and 160 1C (f). The crystal
growth is diffusion-limited. The volume fraction colorbar spreads from dark blue (low DRCN5T content) to dark red (pure DRCN5T).

Fig. 8 TA at 80 1C of a binary DRCN5T : PC71BM blend with an initial blend ratio of 1 : 0.8, simulation of type D. The DRCN5T volume fraction fields are
shown for the as-cast film with low crystals density (a) and at a TA time of 600 s (b). The volume fraction colorbar spreads from dark blue (low DRCN5T
content) to dark red (pure DRCN5T).
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4. Conclusions and outlook

We applied a phase field model to simulate the TA of a
DRCN5T:PC71BM film, mimicking the experiments conducted
in ref. 8 and 21. The model parameters were adjusted based on
the experimental values published for the DRCN5T:PC71BM
system. Physics-based temperature dependencies were used
for the material parameters. The objective was to determine
which physical processes are the main drivers of the BHJ
morphology evolution under TA. From the comparison of the
simulation results with experimental data,8 we conclude that
the morphology evolution during TA is mainly driven by (1) the
early dissolution of the smallest as-cast crystals that become
thermodynamically unstable at higher temperatures and (2) the
growth of the remaining large crystals fed by the small mole-
cules available in the amorphous matrix. The simulation
results do not provide any conclusive answer regarding a
diffusion-limited regime during crystal growth, since it only
has a very limited qualitative impact on the morphology. All
other possible physical processes investigated in this work
(AAPS, nucleation, crystal impingement, grain coarsening, Ost-
wald ripening) can be considered inactive or negligible. Impin-
gement, as a physical phenomenon leading to crystals deviating
from the initial leaf shape, remains untriggered in the present
case. AAPS would result in the formation of a three-phase
morphology, which is not observed in the measurements.
Nucleation would increase the number of crystals upon anneal-
ing, which is clearly not observed either. Ostwald ripening and
grain coarsening are late-stage processes that are not involved
in the early crystal dissolution and hardly influence the late
morphology evolution within the investigated TA times. Table 3
summarizes these conclusions on the various considered phy-
sical processes.

SVA treatments were also carried out on the same
DRCN5T:PC71BM samples,8 which led to PCEs comparable to
the one obtained with TA. Furthermore, the SIMS measure-
ments realized by Min and coworkers on SVA and TA show a
significant microstructure evolution in the SVA morphology
after aging,18,20 as well as a drop in PCE. In the future, the
phase field approach presented here for the investigation of TA
can also be used to understand the morphology evolution after
SVA. More generally, it can be applied to understand the
formation of the BHJ morphology upon processing and its
stability upon thermal loading. Moreover, further studies on

the morphology–performance relationship will allow investiga-
tion into how the efficiency and the intrinsic stability of OSCs
depend on the BHJ morphology, and therefore on the fabrica-
tion procedures.
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