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The simulation of X-ray absorption spectra
including vibronic coupling: application of the
QD-DFT/MRCI(2) method

Martha Yaghoubi Jouybari,” Simon P. Neville

® and Michael S. Schuurman (2 x©

We here demonstrate the accuracy and computational efficiency of the recently introduced QD-DFT/
MRCI(2) formalism [Neville et al., J. Chem. Phys., 2024, 160, 234109.] for the direct calculation of quasi-
diabatic core-excited electronic states via the simulation of the X-ray absorption spectra for a trio of
unsaturated hydrocarbons: ethylene, allene, and butadiene. This is achieved via the construction of
vibronic coupling Hamiltonians, including anharmonicity through 6th-order in the one-mode terms, as
well as bilinear two-mode coupling terms. The models include all vibronically-coupled core-excited
states below the core-ionization potential: 24, 27, and 26 states of the C K-edge for ethylene, allene,
and butadiene, respectively. These results, which furnish excellent agreement with recently measured
X-ray absorption spectra, demonstrate the effectiveness of the QD-DFT/MRCI(2) method. Further, they
highlight the importance of accounting for vibronic coupling in first principles simulation of X-ray
absorption spectra. Specifically, we demonstrate that simulations constructed from best estimate vertical
excitation energies and oscillator strengths alone generally fail to predict the positions of experimental
peak maxima, particularly for transition energies above the band origin.

1 Introduction

X-ray absorption spectroscopy (XAS) is a powerful technique
that is sensitive to the nuclear and electronic structure of
molecules.' ™ Since the core electrons probed by this approach
are highly localized in space, XAS can offer not only element-
specific insights, but also site-specific information regarding
local chemical environments. This makes core-level spectro-
scopies such as XAS ideally suited for tracking the movement of
electronic charge that results from photo-excitation.*” Recent
developments in X-ray laser sources®° have introduced new

possibilities  for  ultrafast time-resolved = pump-probe
experiments'' ™ able to probe vibronic wavepacket dynamics
15-18

in molecules.

In a manner completely analogous to long-established
valence-level pump-probe experiments, an accurate accounting
of both the manifold of vibronic states into which the initial
state is pumped as well as those onto which the wave packet is
projected by the probe is essential for the correct interpretation
of the time-evolving signal. Unlike valence-level spectroscopy,
however, which generally involves transitions from a few
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high-lying frontier orbitals to a small number of unoccupied
valence orbitals, the pre-edge structure of X-ray spectra are
characterized by transitions from the core orbitals of a specific
element (C 1s, S 2p, etc.) on each atomic center in a molecule,
resulting in dense manifolds of electronic states. The presence
of these dense manifolds all but ensures that strong vibronic
coupling will manifest. This means that the spectral envelope
will, in general, be comprised of strongly vibronically mixed
states, the analysis of which typically requires advanced theo-
retical and computational approaches to interpret and assign.
Furthermore, given that each core-level transition is a resonance
embedded in a continuum far above the lowest ionization
potential, the lifetime of these core-excited states will be on the
order of femtoseconds. The spectral envelope will thus be a result
of pronounced lifetime broadening of the vibronic energy levels,
in addition to non-Born-Oppenheimer coupling effects.**>*
Typically, these spectra are simulated using quantum chem-
istry methods via the computation of vertical excitation ener-
gies and the corresponding oscillator strengths at the ground-
state minimum geometry. The spectral envelope is then con-
structed via the convolution of the resultant purely electronic
stick spectrum with a Gaussian or Lorentzian function with an
empirically chosen full-width at half maximum (FWHM).?*>??
More sophisticated simulations may include vibronic effects
within the Born-Oppenheimer approximation (BOA) via the
consideration of vibrational structure in the core-excited
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states.?*°

However, the high computational cost of calculating
the highly dense manifolds of states required for X-ray spectro-
scopy simulations, coupled with the inclusion of vibrational
degrees of freedom, presents a significant challenge and limits
these methods to the treatment of small molecules. Further-
more, the approximation that the core-excited states are well-
described within the Born-Oppenheimer approximation will, in
general, not hold.

The first study to consider non-Born-Oppenheimer vibronic
coupling in the simulation of XAS using techniques related to
those discussed here was reported by Gadea et al. in their 1991
work on the C K-edge spectrum of ethylene.***°"** The authors
showed that the C K-edge origin band was a dense manifold of
vibronic states arising from coupling between the two 1sm*
electronic states. Those simulations involved the construction
of a two-state, six-mode model and included the nearly degen-
erate 'B,, and leg states in conjunction with each of the three
a; modes, both bz,-symmetry coupling modes, and the a,-
symmetry torsional mode. The vibronic wave functions and
state energies were determined using a time-independent
approach in which a linear vibronic Hamiltonian (LVC)*°~?
augmented with selected anharmonic terms involving the tor-
sional mode was used to simulate the XAS using a time-
independent methodology. The authors identified the impor-
tance of the coupling modes of bz, symmetry on the overall
spectral envelope of the origin band of the C K-edge XAS of
ethylene. Moreover, a complementary investigation extended
the theoretical description of vibronic coupling in ethylene by
incorporating additional electronic states and vibrational
modes and applying the model to the C K-edge XAS of a number
of deuterated isotopomers.****

Subsequent studies have employed LVC model Hamilto-
nians to explore the role of vibronic coupling effects in the
XAS of acetylene and related isotopomers.*® To the best of our
knowledge, simulations involving vibronic coupling in K-shell
absorption spectra have so far been limited to small molecules
(involving a very small number of chemically equivalent cores),
typically involving a reduced-dimensionality vibrational sub-
space, and a focus on the band origins,”®***° highlighting the
computational challenges of extending such approaches to
larger systems.

The determination of expansion coefficients for vibronic
coupling models, essential for exploring vibronic effects in
XAS, is a nontrivial task. Typically, these coefficients are obtained
from quantum chemistry calculations, which are performed in
the adiabatic electronic basis, and then transformed to the
required diabatic basis via an adiabatic-to-diabatic transforma-
tion. A more recent approach is QD-DFT/MRCI(2) method,***'
which constructs diabatic potentials and couplings directly
using a perturbative approximation to block-diagonalization
diabatization">** via an effective Hamiltonian formalism.***®
This diabatization method utilizes the machinery of DFT/
MRCI(2)**" and can thus describe a large range of electronic
states, including those of multi-reference, Rydberg, doubly
excited and charge transfer character. Given that it utilizes
DFT/MRCI(2) wave functions, it is largely black-box,
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computationally efficient and generally furnishes predictive
accuracy. Furthermore, and germane to the present work, the
direct construction of diabatic potentials and couplings means
that higher-order potential terms are readily determined. The
direct computations of diabatic states, coupled with the DFT/
MRCI(2) formalism also enables the construction of vibronic
models with a very large number of electronic states. This will be
of particular import in the simulation of core-excitation spectra
which are generally comprised of dense manifolds of electronic
states for which standard diabatization techniques may become
impractical.

In this work, we employ the QD-DFT/MRCI(2) method to
directly compute quasi-diabatic potential matrices for core-
excited states, including the vibronic coupling between them.
The direct computation of these quantities enables the con-
struction of vibronic coupling Hamiltonians involving large
numbers of electronic states. The corresponding absorption
spectra are then determined within a time-dependent frame-
work via wave packet dynamics simulations employing the
multi-layer multiconfigurational time-dependent Hartree
(ML-MCTDH) approach.’’*?> To demonstrate the efficacy of
the approach, we here simulate the pre-edge structure of the
X-ray absorption spectra of ethylene, allene, and butadiene, for
which C K-edge X-ray absorption spectra have recently been
reported.>?

Furthermore, a secondary aim of the present work will
involve the comparison of spectral simulations obtained from
a hierarchy of approximations, moving from purely electronic
spectra (employing only vertical electronic excitation energies
and oscillator strengths) to Born-Oppenheimer harmonic
vibrational models, to full vibronic coupling models. In addi-
tion to demonstrating the computational efficacy of our
approach, the ability to generate benchmark-level spectral
simulations will enable a detailed analysis of the relative
importance of the various factors that give rise to the overall
spectral envelope. In particular, the present results will enable
comment on the extent to which the line shapes of the main
absorption features in XAS spectra are influenced by the
significant vibronic coupling of the underlying core-excited
states versus the lifetime broadening of these transitions, all
of which are significantly above the ionization potential.

The rest of the paper is arranged as follows. In Section 2, we
will provide a brief overview of the computational methods
employed to simulate XAS, including the electronic structure
calculations, the construction of the vibronic coupling Hamil-
tonians, and the ultimate simulation of the absorption spectra
using quantum dynamics calculations. In Section 3, we demon-
strate the accuracy and applicability of the QD-DFT/MRCI(2)
method by simulating the absorption spectrum of ethylene,
allene, and butadiene. In Section 4, we will provide an analysis
and assignment of the XAS, as well as compare the results
obtained using different levels of approximation. Finally, in
Section 5, we will provide our concluding remarks on the
advantages of the QD-DFT/MRCI(2) method for calculating
diabatic potentials and couplings, where we emphasize the
significance of vibronic coupling in shaping the XAS spectral
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envelope and the limitations of simulations employing only
vertical excitation energies.

2 Methods

2.1 Calculation of vibronic absorption spectra

2.1.1 Vertical excitation approximation. In this work, XAS
are simulated employing a hierarchy of approximations. The sim-
plest, and most widely employed, is to approximate the absorption
spectrum using electronic vertical excitation energies and oscillator
strengths only. In practice, in order to phenomenologically account
for lifetime and vibronic broadening effects, the resulting stick
spectrum is convoluted with a Lorentzian function with a FWHM
chosen empirically so as to furnish the best agreement with experi-
ment. We will denote the resulting XAS as K(E), where VE denotes
“vertical excitation”. This quantity may be written as follows:

Ive(E) = « L(E;T) 0

> HO(E — &)
i=1

where N is the number of core-excited states included, ¢; are the
vertical excitation energies, f; are the oscillator strengths, L(E; I') is a
Lorentzian function of FWHM of I', and * denotes the convolution
operation. Here, the parametric dependence of Ig(E) on I' is to be
implicitly understood. A significant broadening mechanism will
generally be lifetime broadening due to Auger decay of the core-
excited states. For the molecules in this study, the C K-edge
transition lifetimes are around 10 fs or less, which corresponds to
a transform-limited peak width of around 0.1 €V.>> However, the
values of I" employed in the following simulations are significantly
larger than this value, as this convolution accounts for additional
effects (i.e., vibronic coupling) that are not included in the vertical
excitation approximation. In the vertical excitation simulations, I’
was set to 0.3 eV for each molecule.

2.1.2 Harmonic vibrational approximation. The next level
in the hierarchy of approximation incorporates vibrational
structure into the XAS within the Born-Oppenheimer and
harmonic approximations. The core-excited state manifold is
assumed to be comprised of a set of displaced and energetically
shifted ground state harmonic potentials, where the magnitude
of the energetic shift is determined by the vertical excitation
energy and the geometric displacement is wholly determined by
the gradient on the core-excited state computed at the ground
state minimum geometry. The energy levels of this Hamiltonian
have an analytic solution and generates the so-called Poisson
distribution spectrum.>® We denote the resulting absorption
spectrum as Iyy(E), with the HV standing for “harmonic vibra-
tional”. At this level of approximation, the absorption spectrum
assumes an analytical form, and, after convolution by the line
shape L(E; I), is given by

. (2)
X & (E — - wa[A,-x - nx]) } « L(E;T),
a=1
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where o indexes the ground state mass- and frequency-scaled
vibrational normal modes, with corresponding frequencies cw,,
and M, denotes the maximum excitation degree of each normal

mode. ng),,,,,,ll, is the Franck-Condon factor corresponding to the
overlap of the ground vibrational state in the ground electronic
state with the vibrational state with n, quanta in each of the modes
o in the core-excited electronic state i, and d denotes the total
number of vibrational normal modes included in the model.
Within the harmonic vibrational approximation, these are given by

d Ny,

. Al
Figll).....n,i = Hie Auv (3)

et Ml

where 4;, denotes the so-called Poisson parameter,

1"\
A[O( = 3 4
2 w, ()

with g being the gradient of the ’th core-excited state with respect
to the normal mode o evaluated at the Franck-Condon point.

In these simulations, the Lorentzian line shape L(E; I') was
chosen to have a FWHM [ that accounts primarily for lifetime
broadening. The reason for this is so that, when compared to
the results of the simulations performed using the vibronic
coupling approximation models (see Section 2.1.3), the effects
of vibronic coupling may be more readily discerned. Thus, the
values of I" chosen reflect the expected core-hole life times of
the states involved, with some small adjustments being made
to bring the results into agreement with the experimental
results. Specifically, we assumed core-hole lifetimes of 5.0 fs
for the origin band, and 7.5 fs for all other bands in ethylene,
7.5 fs for all transitions in allene, and 15 fs for all transitions in
butadiene. These values correspond to FWHMS of 0.26 eV,
0.18 eV, and 0.09 eV, respectively.

2.1.3 Non-adiabatic vibronic coupling approximation. The
final, and most sophisticated, level of approximation used
corresponds to the use of a vibronic coupling Hamiltonian,
going beyond the BOA and accounting for the non-adiabatic
coupling between the core-excited states. The quasi-diabatic
states employed as an electronic basis are denoted {|$4Q))},
where the parametric dependence on the nuclear coordinates Q
is explicitly given. In a quasi-diabatic representation, neglecting
the small residual derivative couplings, the non-adiabatic cou-
pling is contained within the now non-diagonal potential
matrix, with the total, vibronic Hamiltonian given by

ﬁzEM@W&MM@MWW
o (5)
+ D 16:(2)(#:(Q)|T1]$:(Q))(¢:(Q),
i=1

where H, denotes the electronic Hamiltonian, and 7, the
nuclear kinetic energy operator.

The quasi-diabatic potential matrix elements W;(Q)
(¢4Q)|He1|¢;(Q)) are approximated using the vibronic coupling
Hamiltonian model of Képpel et al.*»**>3 This corresponds to
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the truncated Taylor expansion of the quasi-diabatic potential
matrix W(Q) in terms of the ground state mass- and frequency-
scaled normal modes Q, about the Franck-Condon point Q,. In
this work, we consider an expansion in which only one- and two-
mode terms are retained, with the one-mode terms appearing
through 6th-order, and the two-mode terms through 2nd-order:

i 1 d y 1 d i
Wi(Q) ~ 1y + > o= don T3 Sl 0.05 (6)

p=I r: o=l o,f=1

The global gauge of the adiabatic-to-diabatic transformation
was fixed by taking the adiabatic and quasi-diabatic states to be
equal at the point of expansion Q,, giving rise to the relation
rg") = &;0; for the zeroth-order expansion coefficients, where ¢; is
the vertical excitation energy of the ith adiabatic core-excited
state. The remaining expansion coefficients were determined
using a least-square fit to quasi-diabatic potential matrix values
computed directly using the QD-DFT/MRCI(2) method, using
the fitting procedure described in ref. 54.

The absorption spectrum obtained using the vibronic cou-
pling Hamiltonian will be denoted by Iya(E), where NA stands
for “non-adiabatic” (see Table S1). This could be computed in a
manner analogous to the electronic vertical excitation spectrum
(eqn (1)), with the substitution of the vibronic eigenvalues and
transition moments for their electronic counterparts. However,
as the complexity of this problem scaled exponentially with
system size, and for vibronic coupling systems the density of
states is usually so high that only the overall band envelope is
particularly meaningful, we choose to follow a time-dependent
approach. Specifically, the vibronic absorption spectrum was
computed via the Fourier transforms of wave packet autocorre-
lation functions corresponding to initial wave packets formed
from excitation of the vibronic ground state to each of the
optically bright core-excited electronic states:

N 00
INA(E) ~ ZﬁJ eHay(r)dt
i1 oo

N 00
- 22],’-Re([ eiE’a,-(t)),
i=1 J0

where the wave packet autocorrelation function a,(t) is given by
ai(t) = (o004 W), (8)

with |¥,) denoting the ground state of the vibronic Hamilto-
nian A, and

0; = [$2) (o] + h.c. 9)

being the vertical excitation operator to core-excited state |¢;)
from the ground state |¢,). We note that in this approach, we
have assumed the validity of the Condon approximation, which
is taken to be justified due to the slowly varying nature of the
quasi-diabatic states with the nuclear coordinates.

The required wave packet propagations were performed
using the powerful ML-MCTDH method>*®" as implemented
within the Heidelberg MCTDH package.®® For each molecule, all
internal nuclear degrees of freedom were included, corresponding
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to 12, 15, and 24 vibrational modes for ethylene, allene, and
butadiene, respectively. A propagation time of 100 fs was used in
each case, allowing access to the autocorrelation function up to
200 fs.%

In practice, a finite wave packet propagation time 7 has to be
used. This introduces artifactual high frequency components to
the Fourier transforms of the wave packet autocorrelation
functions (the so-called Gibbs phenomenon).®* To minimize
these nonphysical contributions to the spectrum, the autocor-
relation function is pre-multiplied by a window function

g(t) = cos? (%)@(z -7 (10)

prior to being Fourier transformed. Here, @(¢ — T) denotes the
Heaviside step function centered at time ¢ = T.

Lastly, in order to account for phenomenological broadening
present in the experimental spectra, the autocorrelation func-
tions are further scaled by an exponential damping function,

£ =exp(2) (1)
where 7 is a chosen damping time. The effect of multiplication of
the autocorrelation function by f(¢) is to convolute the spectrum
with a Loretzian line shape with a FWHM of I = 2/t.°>°® Here,
due to the accounting of vibronic coupling effects, this convolu-
tion will predominantly be accounting for lifetime broadening of
the core-excited states.'®' For ethylenic molecules, the core-
hole lifetime is typically around 10 fs.>*

2.2 Computational details

The ground state geometries Q,, normal modes Q, and fre-
quencies w, were computed at the aug-cc-pVTZ/B3LYP®"7° level
of theory using the Turbomole set of programs.”* The self-
consistent field (SCF) procedure was converged with an energy
threshold of 107® a.u. Geometries were optimized with a
Cartesian gradient threshold of 107° and a quadrature grid
value of “m4” in the Turbomole package.”' Numerical quad-
rature for the DFT integration was performed with level = 5 in
PySCF. The results of these calculations are provided in the SI.

To compute the core-excited state quasi-diabatic potential
matrices W(Q) used in the fitting of the vibronic coupling
Hamiltonians, the QD-DFT/MRCI(2) method was used within
the core-valence separation (CVS) approximation.”””> In the
QD-DFT/MRCI(2) calculations, the CVS-QE12 Hamiltonian”®
was used for the core-excited states, while the QE8’7 Hamilto-
nian was used for the initial (ground) state. In all calculations,
the aug-cc-pCVTZ basis set was used.®®®® The density fitting
approximation’®”® was used in the evaluation of the two-
electron integrals, along with the J&K aug-cc-pVTZ auxiliary
basis set.* The number of core-excited states included for
ethylene, allene, and butadiene was 24, 27, and 26, respectively,
so chosen such that the highest energy state approaches the
vertical core-ionization potential. All QD-DFT/MRCI(2) calcula-
tions were performed using the General Reference Configu-
ration Interaction (GRaCI) program,®" while the prerequisite

This journal is © the Owner Societies 2025
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DFT calculations were performed using an interface to the
PySCF package.®*%*

In the calculation of the Poisson distribution spectrum,
eqn (2), the energy gradients gi at the Franck-Condon point
Q, are required. For technical reasons, the calculation of analytical
gradients is difficult using DFT/MRCI methodologies.’® Instead,
these values are computed from the fitted vibronic coupling
Hamiltonian potentials (eqn (6)). As we fix the global gauge of
the quasi-diabatic representation by taking the adiabatic and
quasi-diabatic representations to be equal Q,, we simply have that
29 =1, For the harmonic vibrational approximation calculations,
a maximum excitation degree M, = 5 was used for all totally
symmetric modes, with the non-totally symmetric modes not
contributing given elementary symmetry considerations.

3 Results

Fig. 1 shows the nuclear geometries of the ground state minima
for ethylene, allene, and butadiene. Note that the atomic
numbering employed in Fig. 1 will be assumed in the subse-
quent discussion.

To aid comparison with the experiment, the computed spec-
tra were shifted such that the spectrum computed at the highest
level of approximation, Iys(E), was brought into maximum
agreement with its experimental counterpart. Further, this
allows us to provide theoretical best estimates of the vertical
core-excitation energies involved. The applied shifts were in the
range of 0.15 to 0.5 eV, depending on the molecule and indivi-
dual state, and each shift is given in Tables S2, S4, and S6 in the
SI. The maximum shift of 0.5 eV demonstrates the accuracy of
the vertical excitation energies yielded by the combination of the
DFT/MRCI(2) method with the CVS-QE12 Hamiltonian.””

3.1 Ethylene

Fig. 2 shows the X-ray absorption spectrum of ethylene calcu-
lated using the hierarchy of approximations described above:
vertical excitation energies and oscillator strengths only, Iyg(E)
(green line), inclusion of Born-Oppenheimer harmonic vibra-
tional states, Iyy(E) (blue line), and the non-adiabatic full
vibronic coupling model, Iya(E) (red line). The Iyg(E) spectrum
in Fig. 2 is annotated with a series of electronic transition
assignments (A-F), which are summarized in Table 1, along
with the dominant hole-particle natural transition orbital
(NTO) pairs for the optically allowed transitions.*

At the D, Franck-Condon point, ethylene possesses two
symmetry equivalent C 1s atomic orbitals (AOs), the symmetric
and anti-symmetric linear combinations of which give rise to
two near-degenerate C 1s molecular orbitals (MOs) of a; and bg,
symmetry, respectively. Excitation from these core-level MOs
into the b,, n* orbital gives rise to the By,(1sn*) and B,g(1s1*)
states, which lie under the first band of ethylene’s X-ray
absorption spectrum, centered at around 285 eV. Only the
B,,(1sm*) state is optically bright. However, strong vibronic
coupling to the B,,(1sn*) state is known to give rise to vibronic
states of mixed electronic character.>** The broad peak at
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(a)

Fig. 1 Nuclear structures of the ground state minima for (a) ethylene,
(b) allene, and (c) butadiene.

higher energies, in the 287-289 eV region, originates from
transitions into the n = 3 Rydberg manifold. As far as we are
aware, the role of vibronic coupling in this region of the
spectrum has not been studied before.

As mentioned above, the bright band origin is identified as
arising due to a transition from the b, 1s orbital into the b,, n*
orbital, while the corresponding transition from the a;; 1s
orbital is optically forbidden. While the overall features of the
experimental XAS are well reproduced by the vertical excitation
energies, the origin band is poorly described by a purely
electronic treatment, given the prominent vibrational structure
visible in the experimental spectrum.

Describing each core-excited state as a displaced harmonic
oscillator yields the Iy (blue) spectrum in Fig. 2. This level of
approximation furnishes much improved agreement with the
experimental result. Firstly, it reproduces the shoulder of the
origin band, which corresponds to a vibrational progression in
the symmetric C-H stretching mode, indicating that this spec-
tral feature arises primarily to vibrational structure in the
optically bright state. Previous experimental X-ray absorption
studies on ethylene by Ma et al.*® and Rabus et al.®” interpreted
the vibrational structure observed in the C 1s — m* photo-
absorption origin band within the BOA. In ethylene, they identi-
fied contributions primarily from the C—C and C-H stretching
modes, as well as the out-of-plane bending mode. Specifically,
they attributed the small shoulder near the band origin to
excitation of the C-H stretching mode, which is confirmed by
the present simulation. Lastly, the inclusion of the vibrational
state contributions to the spectrum also improves the intensity
corresponding to the electronic transition F, bringing it into
better agreement with the experimental result.
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Ethylene
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Experimental
Ina(E)
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285 286 284 285 286 287

Excitation Energy (eV)

Fig. 2 The experimental X-ray absorption of ethylene compared to
simulations performed employing a hierarchy of approximations. From
bottom, the I\ is a purely electronic spectrum employing vertical excita-
tion energies and oscillator strengths only (green line), Iy is Poisson
distribution spectrum corresponding to vibrational structure arising from
treating the excited states as a series of displaced harmonic oscillators
(blue line), and Ina. the full non-adiabatic vibronic coupling simulation (red
line). The experimental spectrum is at top (black line).>® The bottom panels
evince a detailed comparison of the various approximations with the
experimental band origin.

Finally, the full non-adiabatic vibronic coupling model
spectral simulation shown in Fig. 2, denoted Iy, and given by
the red curve, yields a spectrum very similar to the Iy, simula-
tion and in near quantitative agreement with the experimental
result. In contrast to previous work, the current model incor-
porates 24 electronic states, sufficient to reach the core-
ionization potential, along with all 12 vibrational degrees of
freedom. The effects of adding non-adiabatic effects and inclu-
sion of anharmonicity via the inclusion of higher-order inter-
state coupling coefficients reveals a slight broadening and
subtle changes in the intensities of the origin band, centered
at 285.1 eV, as shown in Fig. S3 in the SI, consistent with the
findings of Gadea et al.>® and Koppel et al.>* As shown in Fig. $4
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Table 1 Symmetry (Sym), theoretical best estimate vertical excitation
energies (¢;), oscillator strengths f;, and electronic characters and dominant
natural transition orbital (NTO) pair for core-excited states of ethylene. All
energies calculated at the ground-state minimum (FC point) are given
in eV

Sym Transition ¢ (eV) f; Assignment Hole Particle
By, A 284.86 0.098 1sm* ’-C/
J

A N

B;,, B 287.29 0.009 1s3s ’-‘/ = |

J u/'v,/

N\ \ha)

B,y C 287.92  0.028 1s3p, ’-‘ =

R

e @

Bia D 288.58 0.010 1s3p, , o

J K %:)‘/;/J

B,, E 288.75 0.005 1s3d,, ’-C/ qi
J

B,, F 289.74 0.050 1s3dy, ’-C/ Si
J

in the SI, the comparison of a model including only anharmo-
nic terms, with no inter-state coupling (orange line), with a
model that includes both inter-state coupling and anharmoni-
city (cyan line), indicates that the spectral broadening arises
primarily from the addition of non-adiabatic effects rather than
anharmonicity. Furthermore, comparing the cyan line with the
full non-adiabatic spectrum, which also includes bilinear coef-
ficients, indicates that the inclusion of bilinear terms has only a
minor impact on the spectrum, suggesting that this effect is
minimal for ethylene.

As discussed in Section 2.1, the simulation of absorption
spectra using a time-dependent approach will generally involve
the application of a damping function to the time auto-
correlation function to account for peak broadening mechan-
isms not explicitly included in the Hamiltonian (eqn (11)). In
order to achieve optimal agreement with the experimental
spectrum, our simulations employ a damping time of 5.0 fs
for the first band and 7.5 fs for all other transitions in ethylene,
which correlates well with the estimated core-hole lifetime of
10 fs for band origin.”® That the empirical damping time that
results in the best agreement with experiment aligns well with
the core-hole lifetime not only suggests that the broadening
due to vibronic coupling is well described by our model, but
also unsurprisingly confirms that lifetime-broadening due to
Auger decay is the primary broadening mechanism.

Finally, we note that, based on the shifts applied to bring the
simulated and experimental spectra into maximum agreement,
our theoretical best estimate for the vertical excitation energy of
the B;,(1sm*) is 284.86 eV. We note that this value is in good
agreement with recent benchmark-level equation-of-motion
coupled cluster singles, doubles, and triples (EOM-CCSDT)
results,”” which furnish a vertical excitation energy of 285.06 eV.
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3.2 Allene

Similar to ethylene, the experimental X-ray absorption spec-
trum of allene is characterized by a high intensity band origin,
around 285.2 eV, with a prominent shoulder at higher excita-
tion energies on the first band. The simulated spectra are
shown in Fig. 3 and the dominant NTO hole-particle pairs for
the optically bright transitions are shown in Table 2. The
ground state minimum structure of allene has D,q point group
symmetry, and the three C 1s orbitals transform as 1a,, 1b, and
2a;. The 1a, orbital is localized on the central C atom, the 1b,

Allene

T T T
——— Experimental

—— Iw(E)
Ty(E)
Ivi(E)

Intensity

282 292
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Fig. 3 The experimental X-ray absorption of ethylene compared to
simulations performed employing a hierarchy of approximations. From
bottom, the I\ is a purely electronic spectrum employing vertical excita-
tion energies and oscillator strengths only (green line), Iy is Poisson
distribution spectrum corresponding to vibrational structure arising from
treating the excited states as a series of displaced harmonic oscillators
(blue line), and Iya, the full non-adiabatic vibronic coupling simulation (red
line). The experimental spectrum is at top (black line).>2 The bottom panels
evince a detailed comparison of the various approximations with the
experimental band origin.
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and 2a; orbitals correspond to the anti-symmetric and sym-
metric combinations, respectively, of the terminal C 1s orbitals.
This latter pair of orbitals are near-degenerate and exhibit a
splitting of 0.002 eV as computed with the QTP17 exchange-
correlation functional.

The origin band in Fig. 3 is comprised of multiple electronic
transitions, as shown by the Iy simulation (green line). The
lowest energy transition corresponds to an excitation out of the
la; 1s orbital on the central C atom into the degenerate e-
symmetry n* (LUMO) orbital. The degenerate NTO pairs are
labeled A and are shown in Table 2. The second transition is
less than 0.2 eV higher in energy and corresponds to coupled
excitations out of the near-degenerate 1b, and 2a; C 1s orbitals
into the LUMO e-symmetry n*. This transition is labeled B in
Table 2. There is also a minor contribution to this band, labeled
C in Table 2, also an E-symmetry state. This state corresponds
to excitations from the terminal C 1s orbitals into a degenerate
e(3p) Rydberg orbital.

Incorporating vibrational effects into the absorption spec-
trum simulation (Fig. 3, blue line) results in a number of
quantitative changes to the XAS simulation, beyond the addi-
tion of vibrational structure. Specifically, the Iy simulation
(Fig. 3, blue line) yields a pronounced red shift of the leading
edge of the origin band and accurately reproduces the peak
positions of the main feature at 285.3 eV and the shoulder at
285.6 eV, thereby improving agreement with the experimental
spectrum in terms of both peak positions and overall spectral
shape. Although the I3y spectrum evinces improved peak
positions and overall spectral shape, it fails to accurately
reproduce the experimentally observed bandwidths, particu-
larly for the band origin as evident in the middle plot of the
bottom panel in Fig. 3. These results are in qualitative agree-
ment with previous simulations in which vertical excitation
energies were computed for an ensemble of nuclear configura-
tions generated from ground state nuclear density, thereby
describing Born-Oppenheimer vibronic effects.®® Although
increasing the Lorentzian broadening to FWHM = 0.26 eV
(5 fs lifetime) or even 0.53 eV (2.5 fs lifetime) yields somewhat
broader bands, the experimentally observed widths are still not
well reproduced, and essential spectral features such as the
shoulder at 285.6 eV disappear; thus, increasing Lorentzian
broadening does not provide a meaningful improvement as
shown in Fig. S11 of SI.

The inclusion of non-Born-Oppenheimer vibronic coupling
yields an XAS in near quantitative agreement with experiment.
This simulation, given by the red curve in Fig. 3 furnishes an
origin band that is significantly broader than the Iizy simula-
tion and is in excellent agreement with the experimental result.
The calculated excitation energy spectra was adjusted by values
ranging from +0.05 to 0.35 eV to align absorption band with
experiment. The un-shifted energies and spectra are shown in
Table S4 and Fig. S7 as SI, with the theoretical best estimate
vertical excitation energies, ¢;, given in Table 2. A damping time
of 7.5 fs was independently determined for allene to furnish the
best agreement with the experimental spectrum.’” Similar to
ethylene, the comparison in Fig. S8 (SI) of a model which
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Table 2 Symmetry (Sym), theoretical best estimate vertical excitation
energies (), oscillator strengths f;, and electronic characters and dominant
natural transition orbital (NTO) pair for core-excited states of allene. All
energies calculated at the ground-state minimum (FC point) are given
ineV

Sym Transition ¢ (eV) f; Assignment Hole Particle
285.58  0.0564 1sm* oo gﬁ(
E A )
285.58 0.0564 1st* ves  wed
285.79 0.0417 1sm* 209 “1’.
E B
285.79 0.0417 1sm* soq wod
286.56  0.0055 1s3p, >oq &
E C
286.56 0.0055 1s3p, >4 '
288.51 0.0146 1s3p; >4 ao
E D
288.51 0.0146  1s3p, >4 g

includes anharmonic terms, but not inter-state coupling (orange
line), with one that also includes inter-state coupling (cyan line),
shows that the additional broadening originates predominantly
from non-adiabatic effects rather than anharmonicity. Moreover,
including bilinear coupling terms in the full non-adiabatic
model (red line) produces only negligible changes, indicating
that their influence on the spectrum of allene is minor.

The vibrational modes that most strongly couple the elec-
tronic states of the origin band are the degenerate C-C-C
bending (Qiox and Qq,) and CH, twisting (Q,) vibrational
modes (see Table S5 and Fig. S6 in SI). A detailed comparison
between spectra obtained with and without vibronic coupling
provides valuable insights into the dominant mode influencing
the absorption spectrum. When the large inter-state couplings
between excited states along these modes are removed the
resulting spectrum (see Fig. S9 in SI) closely resembles HV
simulation in terms of the width of the origin band. This
indicates that these three modes are the primary contributors
to significant changes in the spectral shape when including
vibronic coupling. Importantly, this also indicates that the
additional broadening observed when transitioning from the
HV to NA model arises primarily from non-adiabatic effects,
rather than from excited-state mode coupling or the inclusion
of anharmonicity in the diabatic potentials.

3.3 Butadiene

Fig. 4 presents a comparison of experimental and simulated
static X-ray absorption spectra for butadiene. To evaluate the
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present simulations, we compared the simulated XAS of trans-
1,3-butadiene with two experimental spectra: a recently mea-
sured high-resolution XAS spectrum (obtained from energy-
dependent ion-yield measurements),’> and an older result
obtained from energy loss spectroscopy (EELS).*® The high-
resolution XAS spectrum exhibits what appears to be vibra-
tional structure overlaying the electronic transitions that com-
prise the origin band. This structure is absent in the lower-
resolution EELS spectrum. The more fundamental difference,
however, can be observed in a significantly broader origin band
in the XAS compared to the EELS spectrum, with the former
also exhibiting a shoulder near 285.5 eV that is absent in the
former. The relative intensities between the origin band and
the feature around 287.5 eV are also visibly different. Further
comparison of these experimental spectra with the simulated
result will be discussed below.

The XAS spectrum of butadiene exhibits significantly more
structure than that of ethylene and allene. The experimental
spectrum is comprised of three prominent bands, with the two
lower-energy bands, between 284-286 eV, strongly overlapped.
Turning first to the electronic spectrum, it is observed that the
vertical excitation energies and oscillator strengths alone
roughly reproduce the dominant features in the spectrum in
terms of position and relative intensities of peaks. Table 3 lists
the lowest optically bright core-excited states of butadiene,
along with their corresponding oscillator strengths and domi-
nant NTO pairs. In contrast to allene and ethylene, bringing the
experimental and simulated spectra into maximal agreement
required no shift of the ab initio vertical excitation energies for
the states comprising the band origin. Rather, an energy shift
of +0.5 eV was applied exclusively to all Rydberg transitions
(unshifted spectra are shown in Fig. S13 in SI). The most
intense spectral features are the first two peaks, labeled A
and B. These transitions originate from excitations involving
in-phase combinations of C 1s AOs located on the terminal and
central carbon atoms, respectively, to the n* orbital. As shown
in Table 3, the energy difference between peaks A and B is
approximately 0.6 eV. The third band in the overall simulated
XAS spectrum is a broad, featureless peak arising from the
overlapping contributions of at least three distinct electronic
transitions (Peaks C, D, and E). These transitions involve
excitations into the n = 3 Rydberg manifold.

As shown in Fig. 4, the experimental XAS origin band
maxima are clearly red-shifted relative to the TBE vertical
excitation energies (Fig. 4, green line). Furthermore, the Iy
simulation predicts the lower energy transition to be higher
intensity, in contrast to what is observed in the experimental
XAS. When the vibrational structure is considered, as shown by
the Iy spectrum (Fig. 4, blue line) agreement with XAS experi-
ment is improved, particularly the splitting between the first
two bands. However, the relative intensities of the vibrational
peaks for these two bands do not match the XAS experimental
observations. Furthermore, while the relative positions of the
first two peaks in the Iy spectrum are accurate, band widths
are significantly narrower than those in the experimental
spectrum. Additionally, the harmonic vibrational structure
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Fig. 4 The experimental X-ray absorption of ethylene compared to
simulations performed employing a hierarchy of approximations. From
bottom, the I\ is a purely electronic spectrum employing vertical excita-
tion energies and oscillator strengths only (green line), Iy is Poisson
distribution spectrum corresponding to vibrational structure arising from
treating the excited states as a series of displaced harmonic oscillators
(blue line), and Iya. the full non-adiabatic vibronic coupling simulation (red
line). The experimental XAS spectrum (black line)*® and EELS spectrum
(magenta line)®° are at top. The bottom panels evince a detailed compar-
ison of the various approximations with the experimental band origin.

model produces three distinct peaks in the 287-289 eV region.
In the XAS spectrum, a three-peak structure is indeed discern-
ible, although the features are broader and less pronounced
than in the HV model. In contrast, the EELS spectrum displays
mainly a single broad peak with a comparatively weaker third
feature. Thus, while the HV model captures aspects of the band
structure seen in XAS, it also yields excessive vibrational
structure within each peak.

In contrast, the full vibronic coupling model reproduces the
main features of the pre-edge region more accurately. As shown

This journal is © the Owner Societies 2025

View Article Online

Paper

Table 3 Symmetry (Sym), theoretical best estimate vertical excitation
energies (¢;), oscillator strengths f;, and electronic characters and dominant
natural transition orbital (NTO) pair for core-excited states of butadiene. All
energies calculated at the ground-state minimum (FC point) are given
in eV

Sym Transition ¢ (eV) f; Assignment Hole Particle
B, A 284.43 0.099 1st* ‘ f ’ .f
B, B 285.06 0.084 1sm* x o
B, C 287.16 0.010 1s3s 'r ‘
B, D 287.53  0.030 1s3p, f ﬁ\
B, E 287.64 0.011 1s3s 'r e

in Fig. 4 (red line), this approach attenuates the overly pro-
nounced vibronic structure of the harmonic model, leading to
broader and smoother spectral features. The resulting spec-
trum shows a mixed agreement with experiment: for the first
band around 286 eV, the simulated profile is narrower and
lacks the shoulder feature, in closer agreement with the EELS
spectrum. In contrast, for the second band around 287.5 eV, the
calculation captures the multi-peak structure more consistently
with the XAS measurement. Comparison of an anharmonic
model with the HV model (Fig. S14 of SI) shows that anharmo-
nicity moderately alters the spectral shape and broadening, but
does not significantly improve agreement with experiment. By
contrast, the inclusion of non-adiabatic effects (cyan line)
enhances the relative intensity of the first band, leading to a
better match with the experimental data. Furthermore, unlike
in ethylene and allene where bilinear contributions had only a
minor impact, in butadiene the addition of bilinear coupling
terms not only improves the relative intensity of the third peak,
yielding closer agreement with the EELS spectrum, but also
broadens the origin band, resulting in better consistency with
both EELS and XAS measurements.

A damping time of 15 fs was employed in the simulation of
the absorption spectrum of butadiene to account for the effects
of finite experimental resolution as well as lifetime broadening.
Knowing that lifetime broadening is a primary factor in XAS,
our simulations suggest broadening due to the vibronic cou-
pling and excited-state mode-mixing, unlike in allene, where
vibronic coupling is dominant, both contribute equally to
spectral broadening in the XAS of butadiene, as shown in Fig.
S14 in the SI

The present simulations well reproduce the main spectral
features of the XAS and EELS spectra, but interestingly, are in
better agreement with the EELS results. Specifically, the origin
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band in the XAS spectrum is significantly broader than that
evinced in the EELS spectrum and also exhibits a shoulder
around 286 eV that is absent in both the vibronic simulation
and EELS result. Additionally, the second absorption band,
centered around 287.5 €V, is of approximately equal intensity to
the origin band in the XAS spectrum, but is of lesser intensity in
the Iya(E) simulation and EELS spectrum, significantly so for
the latter.

For butadiene, the most significant vibronic coupling
between states is observed along modes Q3 (CH stretch), Qi
(CH, stretching), Q,, (C=C stretch), Q,, (CH bending), and Q,,4
(C-C-C deformation) within b, symmetry. A schematic repre-
sentation of all vibrational normal modes of butadiene is
shown in Fig. S12 in the SI. Turning off the inter-state coupling
along these modes results in an absorption spectrum that
closely matches the Ii;y model, particularly in the relative
intensity of the vibrational progression of the first band. This
indicates their high impact on spectral broadening and reflect
their strong activation due to the vibronic coupling between
electronic excited states with suitable symmetry within photo-
excitation (Fig. S15, maroon line, in the SI).

4 Discussion

The XAS simulations in the preceding section evince some
general trends with respect to the level of approximation
employed in the computation. Beginning with the XAS simula-
tion of ethylene, it is apparent that while the electronic spec-
trum predicts the position of the first absorption peaks quite
accurately, it significantly underestimates the band widths, the
relative intensities, and the energetic positions of the peaks at
higher energy. While increasing the broadening parameter
could improve the bandwidth of the band origin, it would lead
to over-broadening and loss of spectral structure at higher
energies. Most notably, and unsurprisingly, the Iy spectral fail
to reproduce the prominent shoulders in the origin bands that
arise to the vibrational structure. Furthermore, as the number
of equivalent cores increases, concomitantly with the density of
core-excited states, the ability of the Iyg to even qualitatively
reproduce the structure of the absorption bands degrades
significantly. In the Iyx simulation of butadiene, the separation
between the two prominent peaks in the band origin and their
relative intensity are incorrectly predicted. Lastly, we note that
for the examples studied here, even when the ab initio vertical
excitation energies are quantitatively accurate, the band max-
ima may differ by up to 0.5 eV (typically red-shifted) from the
empirically corrected theoretical best estimate transition ener-
gies obtained from the spectral simulations employing the full
vibronic coupling Hamiltonian. As the number of electronic
structure methods for computing core-excitation energies con-
tinues to increase, this has implications regarding the use of
experimental spectral data for benchmarking quantum chem-
istry approaches.”®®> Specifically, this practice should be
avoided if high accuracy is required, given that vibronic struc-
ture may result in significant differences between the
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computed vertical excitation energies and the band maximum
of the corresponding transition band in the XAS.

Incorporation of vibrational structure within the Born-
Oppenheimer approximation furnishes a significant improve-
ment over the purely electronic spectra, particularly in the
ability to predict peak positions. In ethylene, the Ii;y spectrum
reproduces the shoulder in the origin band at 285.5 eV as well
as providing close agreement with experimental peak widths.
Similarly, the inclusion of vibrational structure in the Iyy
spectrum of allene induces a red shift, improving its alignment
with the experimental results, and predicts a shoulder at
285.6 €V in the origin band, thereby enhancing the overall
spectral shape. However, the Iy spectrum still underestimates
the broadening of the origin band, centered at 285.3 eV, and
fails to fully reproduce the intensity ratio between the origin
band and the second peak at 288.5 eV, which remains more
pronounced in the experiment. For butadiene, the Ii;y spectrum
predicts better separation between peaks A and B and captures
the vibrational progression observed for both peaks. However,
the relative intensities of the vibrational peaks at peaks A and B
are overestimated compared to the experimental spectrum.
Moreover, the Iyy spectrum fails to replicate the broad third
band observed in the experimental spectrum in the 287-289 eV
range, instead predicting three distinct peaks within this
region. That said, given that Poisson distribution simulations
only require the equivalent of a single gradient evaluation for
each excited state (to determine the shift of the harmonic
potential), the present results indicate that this is a computa-
tionally cost-effective approach to dramatically improve XAS
spectral simulations.

The XAS simulations of ethylene based on the full vibronic
coupling models (Ixa) employed here uniformly furnish near
quantitative agreement with the experimental spectra. For the
allene simulation, incorporating non-BO vibronic coupling
effects corrects the underestimation of the experimentally
observed first-band width at 286.0 eV and the underestimated
relative intensity of the second band at 288.5 eV, which were
observed when using the harmonic vibrational model. Notably,
the simulated bandwidth now closely matches the experimental
observations, and the total absorption spectrum, shown by the
red line in Fig. 3, exhibits excellent agreement with the experi-
mental spectrum.

Similarly, for butadiene, the inclusion of non-Born-Oppen-
heimer vibronic coupling yields an XAS spectrum in very good
agreement with experimental results, particularly with the EELS
spectrum. As shown in Fig. 4, the full vibronic coupling model
(red line) accurately reproduces the broad third band observed
in the experimental spectra, and corrects the pronounced
vibrational intensities in the first two peaks (centered at 284.7
and 285.4, respectively) present in the harmonic model (Fig. 4,
blue line), and enhances spectral broadening, leading to a
simulated spectrum that more closely resembles experimental
observations. Both of the experimental spectra shown in Fig. 4
are ‘pseudo-XAS’ and were measured via changed particle
detection rather than transmittance: ion-yields in the case of
ref. 52 and in-elastically scattered electrons for ref. 89.
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Fig. 5 Comparison of absorption spectra for allene and butadiene, illus-
trating the contributions of excited states based on their origins. Excited
states are categorized by transitions originating from the central carbon
atom (green line) versus those originating from terminal carbon atoms
(orange line). The solid black area represents the sum of these contribu-
tions, while the dashed blue line shows the exact spectra obtained by
employing the full vibronic coupling Hamiltonian. Top panel: allene;
Bottom panel: butadiene.

A convincing explanation for the difference between these
measurements and the simulation (and why, for example, the
Ina seems to be in better agreement with the EELS result)
cannot be given by the authors in this work. However, the
ability to perform highly accurate first-principles simulations of
X-ray spectroscopy will ideally encourage more detailed com-
parisons between not only theory and experiment, but also
between different experimental techniques.

Analysis of the XAS spectral simulations reveals that vibronic
coupling occurs predominantly within sub-manifolds of the full
set of core-excited states. Specifically, vibronic coupling is opera-
tive primarily between those states involving transitions from
sets of core orbitals localized on symmetry equivalent C atoms,
while coupling between transitions in which the dominant hole
NTOs are localized on symmetry inequivalent core-orbitals is
observed to be, for the examples considered here, negligible. To
visualize this empirical observation, Fig. 5 shows simulations for
allene and butadiene in which the vibronic coupling between
manifolds of core-excited states involving transitions from sym-
metry in-equivalent carbon atoms has been removed. For these
simulations, the total spectrum can be constructed as a sum of
the two non-interacting manifolds of core-excited states. As Fig. 5
evinces, when these approximate spectra are compared to the
full Iya spectra, the agreement is near quantitative.
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Recent work has shown that vibronic coupling between core-
excited states can lead to extremely rapid wave packet dynamics
that gives rise to charge transfer between different core-holes.”®
Indeed, these charge-transfer dynamics can occur on sub-10 fs
timescales, thereby potentially occurring prior to Auger decay.
However, a prerequisite for these dynamics is the presence of
strong vibronic coupling between core-excited states involving
transitions from different core-orbitals. The present calcula-
tions suggest that these dynamics can only occur between
states corresponding to excitation from core orbitals localized
on symmetry-equivalent atoms, as only transitions from these
core-orbitals give rise to strongly vibronically coupled states.
While this result is evocative, further simulation is required to
confirm the generality of this observation.

5 Conclusion

We have here evaluated the accuracy and reliability of our
recently proposed method for the determination of quasi-
diabatic potentials and couplings within the DFT/MRCI(2)
framework, termed QD-DFT/MRCI(2), by simulating the XAS
of a set of unsaturated small-chain hydrocarbons. The QD-DFT/
MRCI(2) approach provides a route to the direct determination
of quasi-diabatic potential surfaces and potential couplings,
greatly facilitating the evaluation of the Taylor expansion
coefficients required to parameterize the vibronic coupling
Hamiltonians employed here. This is particularly true for
expansions involving many vibrational degrees of freedom,
and/or very many electronic states. The dense electronic mani-
folds that result in the X-ray absorption spectra of polyatomic
molecules thus serve as particularly compelling use-case for the
present method.

Furthermore, an additional motivation for this work is to
present a comparison of frequently employed approximation
schemes for the simulation of these spectroscopic quantities.
This study aims to quantify to the different effects of vibrational
structure, anharmonicity, Dushinsky mixing, and non-
adiabatic vibronic coupling, in addition to lifetime broadening,
of the spectral envelope of molecular X-ray absorption spectra.
To that end, the present work shows that while purely electro-
nic spectra, determined solely from vertical excitation energies
and oscillator strengths, may provide reasonable zeroth order
descriptions of the XAS, they in general fail to capture differ-
ential band broadening effects (due to vibrational/vibronic
structure). More importantly, vibrational and vibronic structure
was observed to result in significant shifts of band maxima, up
to 0.5 eV for the examples considered here. Thus, one recom-
mendation that emerges from the present study is to urge
caution in the use of experimental data, and peak maxima in
particular, to benchmark vertical excitation energies from
electronic structure methods.

A second notable result of the present simulations is the
extent to which inclusion of vibrational structure, even at the
highly approximate level of a Poisson distribution function,
dramatically improves the agreement with experimental
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spectra. Furthermore, the computational cost of such simula-
tions is not high, as they require a single additional gradient
evaluation for each core-excited state. These computations are
readily performed for most of the electronic structure methods
currently employed to simulate XAS.

The vibronic Hamiltonians employed here, which describe
the anharmonicity of the diabatic potentials, as well as mode-
coupling in both the diagonal (Dushinsky rotation) and off-
diagonal blocks (quadratic inter-state coupling), furnished near
quantitative agreement with experimental results for each of
the molecules considered here. The vibronic spectra were
particularly successful in reproducing the energetic width of
the (broad) bands in the XAS. However, given that these spectra
were determined from time-dependent wave packet simula-
tions, the spectral envelope will in practice only be determined
by the dynamics simulations up to an empirically chosen
damping time. That said, it was observed that the damping
time that furnished the best agreement with experiment corre-
sponded to the expected core-hole lifetime (7.5-15 fs) for these
molecules. This suggests that the vibronic structure was well
described by the current Hamiltonians and the remaining band
broadening could be attributed to the (short) lifetime of the
core-excited states.

The present results show that quantitative agreement with
contemporary experimental measurements of the pre-edge
structure of molecular X-ray spectra is achievable with high-
level simulation that accounts for all electronic and vibrational
degrees of freedom. The ability to determine these spectra from
first principles enables not only enables more refined analysis
of existing experimental results, but also facilitates spectro-
scopic simulation with useful predictive accuracy.
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