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Useful practices in single crystal diffraction analysis of reticular structures

Stefano Canossaa,*

Single crystal diffraction analysis remains the gold standard for the three-dimensional atomic structure 
characterization of framework materials such as metal–organic frameworks, covalent organic frameworks, 
zeolites, and many others. Despite many leaps in automation and user-friendliness, crystal structure 
determination using X-ray and electron diffraction continues to require adequate education, expertise, and a 
critical mindset, which have not been replaceable by informatic tools. This contribution aims at overviewing 
useful practices and tips for dealing with recurring cases, where routine procedures fail and emerging 
structural scientists might feel lost or too reliant on pre-defined procedures. Each section is dedicated to a 
specific subject within the crystallographic practice and provides advice to avoid common practical and 
conceptual pitfalls, thereby making the crystallographic analysis more accurate and promoting the long-lasting 
value of its results. 

Introduction
Across the many evolutions that transformed reticular 
materials‡ such as coordination polymers1,2 and metal–organic 
frameworks (MOFs)3 from chemical curiosity to applied 
technology in just over two decades,4,5 there is perhaps a single 
foundational concept that best withstood the test of time, 
remaining the cornerstone of their modular design: the 
‘repeating unit’. Its earliest meaning was arguably linked to the 
concept of ‘unit cell’, which highlights the close intellectual 
relationship with crystallography. Over time, ‘repeating unit’ 
ceased to refer exclusively to atoms and molecules of a specific 
type but rather focused on their structural role within the 
framework architecture. This conceptual leap led to MOFs with 
non-repeating chemical compositions, also known as 
multivariate, to be conceptualized and synthesized.6 Structure 
‘multivariation’ — the simultaneous presence of more than one 
kind of local structures in a crystal7 — is just one of many kinds 
of framework complexity that are being leveraged upon to 
create competitive materials for a remarkable variety of 
functions. These non-periodic aspects include chemical 
composition of the framework backbone, vacancy defects, 
displacive disorder, pore structure, functional groups, and 
presence of species in the cavities. Most importantly, their 
occurrence can be intentional or accidental, but it always affects 
the properties of interest unless proven otherwise, and 

regardless of whether its influence is deemed relevant or 
negligible. 
While the structural complexity of MOFs evolved impressively 
since their early years, single crystal diffraction (SCD) analysis — 
traditionally using X-rays, more recently also electrons8 — 
remained the gold standard for their atomic structure 
characterization.9 Therefore, the field remained anchored to 
the concept of ‘crystal structure’: an atomic model created to 
fit the averaged projection of the crystal’s entire structure into 
a hypothetical repeating volume known as unit cell. Even 
though it is widely known that crystal structures represent — as 
opposed to “are” — space- and time-averaged views of actual 
structures, it is possible to overlook that these are crafted 
models and not experimental data, and even more that these 
models exercise a steady bias on our minds due to their 
convenience and ready availability. For reducing these risks, it is 
critical for crystallographers to disclose models that are faithful 
to the available experimental information and to adopt 
considerate and transparent modelling choices, especially when 
experimental evidence is too weak to justify them alone. These 
cases are remarkably frequent in the crystallography of MOFs, 
since structural disorder is commonly found as a side effect of 
their characteristic conformational flexibility.10 In an increasing 
number of reported cases, disorder is also presented as 
gateway to properties otherwise unachievable, and as intrinsic 
identity trait of specific frameworks.11–15 
This contribution aims at assisting the delicate and important 
practice of SCD analysis of reticular structures to produce 
models that are as meaningful and informative as possible, 
depending on their research context. While valuable overviews 
with a more general scope and extensive coverage can be found 
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in published literature, which readers are encouraged to 
consult,16–21 this work focuses on common pitfalls and 
ambiguities for encouraging their appropriate handling and 
promoting integrity and long-lasting value of the 
crystallographic practice (Figure 1). Although the considered 
examples revolve primarily around MOFs, readers will 
appreciate that most of the advice is also valid for SCD analysis 
of other porous framework compounds such as covalent 
organic frameworks (COFs), as well as many others.

1. Data collection 
1.1. Selection of experimental conditions

Perhaps the most sought-after concept in reticular chemistry is 
‘rational design’, i.e. some degree of predictability linking the 
synthesis procedure and the structure of the self-assembled 
product.22 Hence, scientists are usually interested in 
characterizing what they synthesized and not what they 
unintentionally turned their product into, due to change in 
chemical or physical environment (Figure 2). For example, 
crystals with a well-formed, faceted morphology might give only 
broad and low-angle Bragg peaks due to loss of crystallinity 
(long-range order) after solvent removal or exchange,23 and 
such a poor crystal quality might be erroneously assumed also 
for the as-synthesized material. Loss of crystallinity due to de-
solvation affects numerous classes of crystalline materials, but 
it is particularly relevant in reticular structures since solvent 
molecules can account for up to 90% of their volume.24 Solvent 
extraction is commonplace in electron diffraction experiments, 
as these expose porous crystals to a vacuum of <10–5 Pa, 
enough to remove species from the pores25 except when 
dedicated environmental cells are used to isolate the sample26 
or cryogenic conditions isolate it in amorphous ice. If on the one 
hand it is useful to know the structure of evacuated crystals 
used for gas adsorption or separation, on the other hand it is 
their as-synthesized form that provides the most reliable 
insights into their formation. In this context, one parameter to 
be carefully selected for SCD analysis is the temperature. 

1.2. Risks and benefits of cryogenic temperatures

A common practice is using cryogenic temperatures (e.g. 100 K), 
which offers both benefits and risks. On the positive side, lower 
temperatures can yield stronger high-resolution peaks due to 
decreased thermal motions and more localized average atomic 
positions. Secondly, extra-framework species such as solvent 
molecules become more ordered (less oscillating dangling 
moieties, favoured hydrogen bonding and other non-covalent 
interactions) Furthermore, decreased diffusion of moisture 
from the environment to the framework cavities protects 
sensitive metal–organic linkages such as Zn–carboxylates from 
hydrolysis. Lastly, cryogenic conditions also limit the extraction 
of solvent molecules from the pores, which is a common cause 
of partial collapse and loss of crystallinity during SCD data 
collections. This becomes critical for ED analysis due to the 
mentioned vacuum conditions,27 along with the fact that 
cryogenic temperatures make organic and metal–organic 

structures remarkably more stable to the radiolysis damage 
induced by the electron beam illumination.28,29 
On the negative side, however, low temperatures are a well-
documented cause of phase transitions,30 possibly triggered by 
interactions of solvent molecules with the host framework.23,31–

33 Renowned examples are MOFs based on [Zn4O] metal nodes 
such as MOF-5 and related structures, where trapped 
dimethylformamide molecules go from dynamic to stable 
binding on metal centres, thereby causing change of local 
symmetry and framework conformation.34–36 Another possible 
disadvantage of using cryogenic conditions is a decrease of 
diffraction quality from crystals containing partly static 
structural disorder.37 This somewhat counter-intuitive type of 
crystallinity loss can originate from dynamically disordered 
components that, below a certain temperature, settle in 
statically disordered conformations with identical or analogous 
energy — a phenomenon that is also influenced by the cooling 
rate. Three possible scenarios can be the following: (1) solvent 
molecules becoming locally ordered with various alternative 
arrangements; (2) solvent-induced distortions of the 
architecture turning it in alternative conformations; (3) 
disordered parts of the framework backbone, whose 
contribution to the average structure would be mostly smeared 
out by thermal motions, becoming locally ordered with various 
arrangements (Figure 2b, bottom right). Such cases might be 
considered rare, but they are most certainly underreported, 
since one could simply conclude that a sample is poorly 
crystalline from the synthesis, instead of trying to obtain better 
data by increasing the temperature to room conditions, or even 
above. 

While the selection of experimental conditions depends on the 
specifics of each case, conducting a first SCD analysis at room 
temperature and without removing the native content of the 
cavities provides a structure that better represents the as-
synthesized product. Moreover, room-temperature structures 
allow for a more meaningful comparison between experimental 
powder XRD patterns (usually collected without temperature 
control) and those calculated from SCD models. Indeed, 
temperature change does not only shift peak positions due to 
thermal expansion or contraction of the structure, but it can 
also alter space group symmetry leading to more dramatic 
effects such as peak splitting or change in systematic absences. 
Special care is needed for structures that are moisture sensitive 
or damaged by de-solvation. For these cases, a solution that 
prevents excessive cooling can be conducting the analysis in 
protected environments. A common solution for XRD 
experiments is using sealed glass or Kapton capillaries, where 
crystals can be kept in a saturated atmosphere of their native 
solvent. For ED experiments, similar conditions can be achieved 
by using so-called ‘environmental’ sample holders, which 
protect the sample from vacuum while placing it in a gas or 
liquid solvent of interest.38 Another solution is adopting 
sufficiently low temperatures to prevent de-solvation and 
protect sample integrity, but not low enough to induce changes 
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in the structure. For example, collecting data from moisture 
sensitive frameworks at mildly cryogenic conditions (~ 260 K) 
can be sufficient to disfavour water from travelling across the 
protective oil used for the crystal mounting, and reaching the 
cavities.

1.3. Twinning and multiple domains

Once a specimen is ready for the analysis, the determination of 
an adequate data collection strategy is commonly conducted by 
the software controlling the instrument. A workflow integrated 
in many programs starts with the acquisition of a pre-defined 
dataset for determining the unit cell metric (a, b, c, α, β, and γ), 
orientation, and Bravais lattice. Based on the outcome, the 
program autonomously defines a strategy for the final data 
collection that provides adequate completeness and 
redundancy (according to IUCr standards included in the 
CheckCIF validation test39) in the shortest time possible. 
Although this approach is convenient for minimizing the 
duration of the measurement, it is not always successful. One 
frequent reason is the presence of twinning or multiple crystals, 
which is evidenced by two or more sets of Bragg peaks arrays in 
reciprocal space. Cases of ‘multi-crystal’ refers to experiments 
where more than one set of Bragg peaks carrying information 
on different phases are present in the same dataset. Differently, 
the term ‘twin’ is used in the more specific case when the 
domains at the origin of those peaks have (essentially) the same 
average structure. Among these, merohedral twins are those 
where the symmetry operation that brings one twin to coincide 
with the other (twin operation) belongs to the crystal system, 
but not to the point group of the crystal.40,41 The Bragg peaks of 
these twins overlap exactly, and it is not possible to distinguish 
their presence upon simple inspection of reciprocal space or 
diffraction images. Similarly, pseudo-merohedral twins also 
have overlapped peaks (although not always perfectly),42 but 
the symmetry of the crystal is lower than the symmetry of the 
lattice: the twin operation belongs to a higher crystal system 
than the structure. Finally, non-merohedral twinning describes 
cases where the Bragg peak arrays are misaligned and only 
partly overlapped.43 Here, the twin operation does not belong 
neither to the crystal system nor to the lattice system of the unit 
cell. Even though recognizing these cases from single diffraction 
images might be possible, a more reliable practice is to use a 
reciprocal space viewer (e.g. “Ewald Explorer” in CrysAlisPro or 
“View Reciprocal Lattice” in APEX) after harvesting the 
diffraction maxima measured in the initial scan. These viewers 
allow to inspect the 3D reconstruction of the positions of 
intensity maxima in reciprocal space, and to assess whether 
these belong to a single lattice or more than one. In the latter 
case, it is necessary to index these maxima by using more than 
one domain to obtain reliable unit cell parameters and Bravais 
lattice. A simpler and safer approach is to assume a triclinic non-
centrosymmetric structure, which will lead the software to 
define a complete — and most time consuming — data 
collection for any possible case. Concerning conventional ED 
data collections, these make use of a single rotation axis with 
useful tilt range up to 140–150°, which implies that adequate 

data completeness is rarely obtained with a single dataset. 
Collecting datasets from different crystals and averaging them 
is therefore often necessary to obtain sufficient completeness, 
as well as to improve measurement redundancy, lower the 
uncertainty of integrated intensities (thus increasing the I/σ), 
and reducing the influence of multiple scattering.44 

1.4. Lattice symmetry vs. structure symmetry

While a preliminary data collection provides enough peaks to 
determine a unit cell from the reciprocal lattice underlying the 
Bragg peaks, it is important to remember that a crystal structure 
can have a symmetry that is lower than its lattice. In other 
words, there is no connection — other than a mere correlation 
— between the unit cell parameters of a crystal structure and 
its symmetry. The associated risk is caused by the automatic 
unit cell determination procedures being programmed to assign 
to a unit cell the highest possible symmetry compatible with its 
cell parameters. For example, a monoclinic structure having 
unit cell parameters a≈b≈c and α≈β≈γ≈90° will be assigned by 
default a cubic crystal system. Using this choice, the automatic 
data collection strategy calculation will lead to poor data 
completeness and, consequently, a less robust structure 
refinement. These cases are at least as common in reticular 
structures as in other classes of molecular compounds reported 
in the Cambridge Structural Database (CSD;45 Figure 3). Subtle 
unbalance of lattice parameters from the ideal ratio (for 
example α=γ=90.01° and β=90.08°) might caution against this 
kind of pseudosymmetry, however these small deviations can 
also originate from extrinsic factors such as crystal 
misalignment or instrumental imperfections. In every case, it is 
fair to say that lattice symmetry generally correlates well with 
crystal symmetry, but the latter can be identified more reliably 
by inspecting the Bragg intensities in reciprocal space 
reconstructions, as explained in the next section. 

2. Crystal diagnosis in reciprocal space
After completion of SCD data collection, the usual workflow 
proceeds with automatic unit cell determination and 
refinement, therefore intensities integration, correction, and 
space group determination. Within a few minutes, the user 
leaves behind the data reduction software to focus on crystal 
structure solution and refinement. There is, however, a practice 
that despite being quick, accessible and at times critical, 
remains rarely used especially in XRD: the inspection of 2D 
reciprocal space reconstructions. These images contain a 
wealth of information on aspects ranging from space group 
symmetry to twinning, mosaicity, crystallinity, disorder, and 
defects (Figure 4). Most importantly, all this information cannot 
be accessed by lattice viewers because these do not display all 
the intensities, but only a few values harvested from the SCD 
images and stored in their corresponding positions in reciprocal 
space. These values are of course derived from the intensities, 
but do not reliably represent the actual pixel-wise, continuous 
landscape of the sample’s reciprocal space (Figure 4a). 
Furthermore, in-projection views of a 3D reconstructed 

Page 3 of 22 CrystEngComm

C
ry

st
E

ng
C

om
m

A
cc

ep
te

d
M

an
us

cr
ip

t

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

9 
Se

pt
em

be
r 

20
25

. D
ow

nl
oa

de
d 

on
 9

/3
0/

20
25

 1
2:

20
:5

4 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
DOI: 10.1039/D5CE00824G

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5ce00824g


ARTICLE Journal Name

4 | J. Name., 2012, 00, 1-3 This journal is © The Royal Society of Chemistry 20xx

Please do not adjust margins

Please do not adjust margins

reciprocal space are also not convenient for assessing a 
specimen, since meaningful features might be overlapped and 
undistinguishable. Reciprocal space reconstructions, also 
known as ‘precession images’ although not collected with a 
precession camera,46 are undistorted 2D cuts of the sample’s 
diffraction space. Differently, in SCD images the diffraction 
space is intersected with the Ewald sphere, thus showing 
features belonging to a non-flat portion of reciprocal space. 
These reconstructions can be created by accessing the 
dedicated section of most SCD data reduction software and 
inputting a few parameters for their extraction from the data. 
Once the unit cell is determined and refined, a useful practice 
accompanying every experiment is to extract the hk0, h0l and 
0kl planes. Their list can be extended to planes with higher 
indices (e.g. hkn, hnl and nkl with n=0, 1, 2) to have a reliable 
assessment of Bravais lattice centring. Reconstructions should 
be created with the smallest possible plane thickness and 
deactivating any symmetry averaging, smoothing or 
convolution filters to ensure the resulting images reflect as 
faithfully as possible the experimental data. Once obtained, 
they serve five important purposes:
(1) Verifying whether Bragg peaks lie on the nodes of the 
reciprocal lattice based on the refined unit cell. The software 
used for making reconstructions typically allows to visualize the 
positions of reciprocal lattice nodes, reciprocal lattice grid, or 
the Miller indices of pixels in the image. If the mismatch 
between predicted and actual Bragg positions is significant, the 
unit cell has not been determined or refined adequately.
(2) Assessing the absence or presence of Bragg peaks belonging 
to secondary domains like non-merohedral twins, that partly 
overlap with the main peaks and are not noticeable from the 
reciprocal lattice viewer. 
(3) Determining crystal system and space group by identifying 
whether specific groups of peaks have similar intensities, and 
which ones are systematically absent. In this regard, systematic 
absences can point to specific space groups with the assistance 
of convenient criteria (so-called ‘reflection conditions’) 
reported in the International Tables of Crystallography.47 This 
use of reciprocal space reconstructions is essential when using 
ED data. Here, Bragg intensities are affected by various effects 
that are more prominent compared to XRD, most notably 
multiple scattering and high measurement uncertainty, which 
can alter intensity values and lead to violations of systematic 
absences. In these frequent cases, automated software can fail 
in guessing the correct space group or lattice centring, yet an 
experienced eye could recognize picked-up intensities that 
should be discarded, or those that should be considered, but fell 
below the software’s cut-off limit.    
(4) Assessing the sample’s mosaicity (spread of orientations of 
the crystalline subdomains composing the crystal) and 
coherence (extension of the long-range order defining the size 
of said crystalline domains)48. Both characteristics are also 
influenced by extrinsic factors such as crystal misalignment or 
movement, beam coherence (energy spread and divergence or 
convergence), and instrumental imperfections.
(5) Verifying the presence of extra-Bragg intensities such as 
streaks, superstructure peaks, or other forms of structured 

diffuse scattering. These intensities originate from local 
features in the real non-periodic structure of the crystal, which 
do not reach the same long-range order of those features that 
contribute to the main Bragg peaks. Albeit generally termed 
‘diffuse’, such intensities can be sharper or broader depending 
on the range of local order in different crystallographic 
directions. Most importantly, diffuse intensities originate from 
any source of random or locally structured non-periodicity in a 
crystal such as vacancies, substitutional defects, static disorder, 
or thermal motions. Therefore, since crystals are never strictly 
periodic and perfectly ordered, SCD experiments always 
produce diffuse scattering, even though it might be 
insufficiently intense to be detected. Some additional 
information on how to assess crystal imperfections is provided 
in section 6, titled “Beyond average models”.

3. Data processing and quality assessment
3.1. Intensity integration

Transforming diffraction images into a simple list of numbers 
(Miller indices and intensity of each Bragg peak with associated 
error) is as critical as it should sound, since these define the 
limits of accuracy and precision of the final crystal structure. 
Ideally, intensity values should not be affected by anything that 
does not result from the average structure of the crystal. For 
example, the presence of disorder or merohedral twinning are 
intrinsic properties of the specimen and their contribution to 
Bragg intensities can be valuable. Differently, problems such as 
overlapping split peaks, saturated intensities, faulty absorption 
correction, or missing measurements (e.g. the intensities 
hidden by the beam stop) should normally be avoided or 
handled. 
Cases of recurrently twinned crystals will require users to treat 
data containing multiple sets of Bragg peaks. Most 
crystallographic software allows for dedicated treatment of 
such cases, provided that all main domains are appropriately 
indexed, and their unit cells refined along with their orientation. 
The performance of this process can vary strongly, and in some 
cases more reliable integrated intensities are obtained by using 
a single domain and manually imposing, in the integration 
software, a systematic change of the default integration box 
size (increase for fully integrating nearly overlapped peaks or 
decrease to better integrate peaks that overlap to a limited 
extent). 
When Bragg peaks are strong enough to saturate the detector, 
they are commonly recognized and excluded from the data, 
since their integrated values would be meaningless. Such cases 
of missing peaks can be a significant threat to structure solution 
and refinement. Particularly, low-order intensities have more 
dominant effects on the Fourier synthesis from their structure 
factors, and thus on the calculated densities used for structure 
modelling. For this reason, automatic data collection strategies 
include dedicated parts aimed at measuring strong, low-angle 
peaks using shorter exposure time per frame. Similarly, if some 
peaks are not recorded because they are hidden by the 
beamstop, a dedicated fraction of the data collection with 
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longer sample–beamstop (or, in some cases, sample–detector) 
distance should be used to make sure their structural 
information is not left out from the data.49 It is important to 
consider that some Bragg peaks that do not saturate photon-
counting detectors might still be intense enough to exceed their 
counting linearity range. If these are integrated without any 
automated correction or exclusion, their unreliability will be 
transferred to the model refinement with possibly serious 
consequences for its value. Intensities affected by problematic 
issues can be omitted post-integration during structure 
modelling, by explicitly excluding them via the ShelX command 
OMIT. This possibility can be easily abused to exclude intensities 
that are poorly consistent with the model, therefore obtaining 
an artificially improved fit for low-accuracy models. It is 
therefore important to use OMIT only to exclude values that are 
intrinsically unreliable, for example having error/esd values 
above 10 or being partly shadowed by the beamstop.

3.2. Significance of the Rint

A routine quality indicator for integrated intensities is the 
‘internal reliability factor’, expressed as:

𝑅𝑖𝑛𝑡 =  
∑|𝐹H ― 𝐹―H|
1
2 ∑ 𝐹H + 𝐹―H

Here, 𝐹𝐻  and 𝐹―𝐻  are the structure factor amplitudes 
(proportional to the square root of intensities) of Bragg peaks 
that are Friedel pairs (i.e. having respective Miller indices h, k, l 
and –h, –k, –l) and are therefore expected to have the same 
intensity when ignoring anomalous scattering. Since the 
accuracy of intensities benefit strongly from measurement 
redundancy, it is important that a given peak is measured 
several times during a data collection, to make sure that 
fluctuations in its value due to noise, multiple scattering or 
other sources of error in intensity values are reduced. For 
crystal systems more symmetric than triclinic, some intensities 
that are not Friedel pairs must be equal by symmetry, thus in 
these cases the Rint is calculated based on the relationship not 
only between Fredel pairs, but also between all pairs of peaks 
that should be symmetry equivalent. For this reason, Rint can 
indicate whether a selected crystal system is not compatible 
with the observed intensities, since normally Rint increases 
gradually when a higher symmetry is acceptable, and it jumps 
steeply if it is not. 
When used as an indicator for SCD data quality, Rint does not 
necessarily signal whether integrated intensities are usable or 
not, but rather how reliable they are for the determination of a 
crystal structure.50 The more Rint is close to 0, the higher their 
reliability, and vice versa. The meaning of a ‘good R value’ in the 
crystallography community gradually shifts to smaller numbers 
over time, thanks to improved methods and instrumentation, 
but it also depends on type of sample, instrument, and scientific 
context. Highly crystalline structures can yield values as low as 
2–3%, whereas data from severely disordered ones can still be 
useful while having Rint in a more concerning range like 10–15%. 
Such indicative numbers increase to even double the values for 
ED data, particularly when intensities are strongly affected by 

multiple scattering. These can be used for so-called ‘dynamical 
refinements’,51,52 which make use of the dynamical theory of 
diffraction to better describe multiple scattering phenomena 
occurring in single crystals and redistributing the intensities. As 
the calculation of Rint is only valid within the kinematical 
approximation, its value is less meaningful for data that are 
strongly affected by multiple scattering.
In any scenario where the kinematical approximation can be 
adopted, Rint should be viewed as a measure of reliability of the 
data used for formulating a model, not of the model itself: It is 
an indicator of precision, not accuracy. Although better data 
quality provides a stronger likelihood of a correct model and 
possibility of deriving finer details such as accurate atomic 
displacements and interatomic distances, lower-quality data 
might still afford structures with sensible molecular 
connectivity and geometry. It is therefore essential to be 
conscious of the reliability of SCD data and the information it 
does or does not contain, as discussed in the next section.

4. Data, information, model
SCD experiments provide data, data processing provides 
information, and fitting of information provides a model. 
Knowing the difference between these three concepts is 
essential to understand the significance of each step in the 
crystallographic analysis.
In this regard, models can be mistaken for experimental 
information. This fallacy is particularly tempting for those who 
are not familiar with the crystallographic process and are more 
exposed to the biasing influence of pictures created from 
models and displayed in publications. Therefore, one should be 
aware that crystal structures are personally crafted by a 
crystallographer according to their criteria and scope. These 
creations must be the result of a fitting procedure targeting a 
three-dimensional map of values: electron densities from XRD, 
electrostatic potential from ED, nuclei densities from neutron 
diffraction. By using conventional software for structure 
refinement, these maps can be produced by a Fourier synthesis 
of the observed structure factors (Figure 5). Further details on 
how to produce these maps with the program Vesta53 can be 
found in the supplementary information of a study where their 
inspection has been key for solving a complex case of structural 
disorder.11 Even though automatic structure solution and 
refinement routines do not encourage the visualization of these 
maps, it is good practice to inspect them, particularly when poor 
data quality or problematic disorder produces questionable 
models.11,12 These densities are the information that 
refinement programs try to fit during the optimization of a 
model by, for example, least square refinements of atomic 
coordinates and displacement parameters. As any kind of 
information derived from the processing of real data, Fourier 
maps contain intrinsic structural information as well as other 
effects. Generally, the most observed features are localised 
maxima, smeared densities, noise, and ripples due to faulty 
absorption correction and/or limited resolution. A localized 
maximum normally signals the presence of an atom, provided 
that its shape and extension is consistent with it. For example, 
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a maximum with a diameter of 0.1 Å is most certainly a 
structurally meaningless spike of density. Smeared densities 
generally result from dynamic or static disorder distributing the 
otherwise localized average presence of atoms over a wider 
volume. Truncation ripples are the unavoidable consequence of 
limited data resolution (Figure 5, lower part). These are always 
present but become particularly intrusive when data resolution 
is worse than ~0.8 Å. Noise is also unavoidable and appears as 
chaotic oscillations of densities above and below zero. As 
refinement programs report maximum and minimum values of 
residual densities after a refinement, when these are 
approximately identical in magnitude but with opposite sign, 
and relatively weak (e.g. less than 0.5 e–/Å3 when using XRD 
data) it is a common indication that the meaningful densities 
have been modelled, and what is left is noise. 

5. Crystal structure modelling

5.1. General philosophy

Crystallographers face routinely what might be considered an 
overarching dilemma in crystal structure modelling: should one 
accept the risks of creating information unsupported by the 
data for the sake of chemical soundness, or should crystal 
structures strictly adhere to the available evidence even if this 
leads to chemically meaningless structures? This question might 
sound difficult for crystallographers taking their first steps; 
however, it is widely known that the latter choice bears 
significantly higher risks than the first one. A common example 
concerns the modelling of hydrogen atoms. Particularly in XRD 
data, their presence is only visible with high-resolution data, 
and their positions are not accurate, since X-rays only show 
where their electrons are located, somewhere between the 
hydrogen nucleus and the atom it is bound to — a shortcoming 
that can be circumvented by modern methods based on 
aspherical scattering factors.54,55 While on the one hand the 
exact hydrogen positions are not observed directly in the 
electron densities from XRD data, a structure lacking one or 
more hydrogen atoms contributes false information in the form 
of incorrect valence, wrong chemical composition, lack of 
hydrogen bonding interactions, etc. Other cases are structures 
containing unrealistic geometries or bonding distances resulting 
from restraints-free refinements. The risks become important 
when these models deteriorate the statistical value of 
databases, require human or automated editing before usage in 
computational chemistry, or are simply trusted and used as-
found by researchers who lack chemical expertise — especially 
since these structures are supposedly approved by expert 
reviewers. Furthermore, the increasing interest in training 
machine learning algorithms for materials discovery or 
properties prediction 56–58 brought the value of structure 
databases under an even stronger spotlight, along with the 
open challenge of automating ‘sanity checks’ on large numbers 
of experimental crystal structures.59,60  

5.2. Useful modelling practices

To bring a positive contribution in this context, 
crystallographers should strive to disclose models that 
represent as faithfully as possible the experimental information 
while being chemically meaningful, the latter aspect being of 
utmost priority. For example, a molecular fragment not clearly 
visible in the residues due to disorder should be modelled if its 
presence can be assumed or confirmed by complementary 
analysis. As chemical soundness is an essential aspect of the 
process, crystallographers should have sufficient knowledge of 
structural chemistry to recognize features that require 
particular attention. Regardless, the use of structural databases 
for statistical analysis of geometrical details such as bonding 
distances or angles should be a standard practice whenever 
there are doubts about their refined values. Their likelihood can 
be verified by setting up an optimized search in the CSD 
program ConQuest,61 or by conducting a ‘Geometry Check’ 
using the dedicated feature in the program Mercury.62 When 
the observed value is clearly an outlier, it can be either the 
result of a refinement that tries to fit weak densities, well-
defined maxima belonging to split positions of a disordered 
species, or the discovery of a rare case. In the first two 
instances, refinements should be conducted with appropriate 
restraints, and disorder should be modelled by taking care of 
separating the alternative components in different parts (using 
the PART command of ShelXL63–65). If the outlier is genuine, the 
rule ‘exceptional claims require exceptional evidence’ applies, 
hence the importance of verifying ambiguous or unusual 
structures with complementary techniques beyond diffraction. 
Overall, it is important to remain aware that SCD is not optimal 
for chemical analysis — especially quantitative — like, for 
example, mass spectrometry is not optimal for structural 
analysis. 

5.3. Significance of R1 and wR2

In the context of model reliability, two dedicated parameters 
represent the ‘bread and butter’ of crystal structure modelling, 
namely R1 and wR2. These are defined by the following 
expressions:64

𝑅1 =  ∑|𝐹𝑜―𝐹𝑐|
∑|𝐹𝑜|

           𝑤𝑅2 = ∑[𝑤(𝐹2
𝑜―𝐹2

𝑐 )2]
∑[𝑤(𝐹2

𝑜)2]

Here, ‘o’ and ‘c’ indicate whether the structure factors are 
derived from the measured intensities or from the artificial 
model that is refined to describe them; ‘w’ is a weighting factor 
derived from the standard deviation of the Fo values. While R1 
(a mean deviation) remains of common use, wR2 is more 
statistically meaningful since it is essentially a normalized 
standard deviation.66 Both these parameters are indicators of 
reliability of a model to fit integrated intensities. As such, they 
can have satisfyingly low values even when working with 
problematic data, since poorly reliable data is not necessarily 
difficult to fit. Although minimizing these values affords models 
that describe better the observed densities, this practice should 
not coincide with overfitting. For example, isolated density 
maxima in cavities can be assigned to oxygen atoms of water 
molecules. This choice will produce lower R1 and wR2, 
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regardless of whether water molecules are present or whether 
their position is compatible with realistic intermolecular 
interactions. On the opposite side, incomplete or incorrect 
modelling can provide satisfactory R factors that are fully 
compliant with IUCr publication standards. For example, heavy-
metal MOF structures will exhibit subtle R factors improvement 
during final refinement cycles involving light-atom species, for 
example in modelling solvent molecules and refining their 
displacement parameters. In the crystallography of porous 
structures, these characteristics can be critical since solvent 
molecules affects both functional activity and flexibility of the 
host framework.67–71 Some useful advice on their handling is 
provided as follows.

5.4. Handling solvent molecules

Solvent coordinating metal centres should be modelled when 
these species can be identified in the density residues, even if 
disordered. When they are weakly interacting with the 
framework, they can be included in the refinement if their 
presence can be unambiguously identified. Otherwise, 
overfitting of weak and smeared densities can be avoided by 
applying a solvent mask such as the one created by the 
‘SQUEEZE’72 command in the program Platon,73 or the 
analogous function in Olex2.74 In so doing, crystallographers 
should take the time of inserting sensible chemical information 
in the cif file to provide their best hypothesis of which species 
have been excluded from the refinement. Their amount should 
be specified consistently with the number of electrons present 
in the cavities, as reported by the solvent masking process — a 
procedure only valid for models refined against XRD intensities, 
since X-rays are scattered by electrons. This is currently a step 
requiring minimal manual input (molecules type and number), 
since software such as Olex2 inserts the resulting information in 
the crystal’s formula appropriately, in the cif file. This step also 
allows to clarify charge balance in structures, where charge 
neutrality is achieved by the presence of ions that cannot be 
modelled because of disorder. Inserting these ions in the 
formula without modelling them in completely arbitrary 
positions is an appropriate solution to these cases.

5.5. Justified use of restraints 

Crystallographers working on framework structures become 
rapidly familiar with ShelX restraint commands affording 
refinement-stable and chemically sound models from non-ideal 
data. Among the most common, we have those forcing bond 
distances and molecular geometries to user-specified values 
(e.g. DFIX and DANG), whose deviation from the actual — 
unknown — ones can be negligible or significant. As previously 
mentioned in the opening of Section 5.1, both chemical 
soundness and adherence to experimental information are 
paramount, with the earlier taking precedence over the latter. 
It follows that the use of unnecessary or unnecessarily strict 
restraints should be avoided, since they limit the freedom of 
model optimisation towards a better fitting the average 
structure.

In some cases, redundant restraints can be safe for structural 
accuracy, and their avoidance is essentially a matter of 
crystallographic elegance or philosophy. For example, forcing 
the geometry of a benzene molecule to a regular hexagon even 
though this already results from unrestrained refinement can 
be considered safe in terms of safeguarding structural accuracy, 
since the final model will not be affected significantly. However, 
it is arguably more difficult to predict whether a restraint is 
redundant, than avoiding its use altogether when the 
refinement produces a chemically sound model that can be 
unequivocally recognized in the Fourier maps. 
When restraints are necessary, on the other hand, they might 
be needed just for allowing the optimisation of a complete 
model to settle during the final steps of the refinement. Once 
this has occurred, ‘obsolete’ restraints can be eliminated to 
conduct final refinement cycles and reach a more accurate 
model. 
If the use of restraints is justified, their target values (including 
standard deviation) should be chosen according to meaningful 
criteria. As an example, let us consider a case that requires 
restraining the C–O distance of an ethanol molecule, modelled 
from data collected at 200 K. A sensible value for the target 
distance can be obtained by using the program ConQuest for 
extracting, from the CCDC database, the C–O distance 
distribution for all ethanol molecules in structures analysed at 
200 K. The restrained distance can be fixed according to the 
value that is most frequently found. To document the process 
appropriately, this statistical analysis and the resulting 
modelling choice should be described in the crystallographic 
section of the supplementary information file. 
A class of restraints that is particularly relevant for framework 
structures are those regulating the behaviour of anisotropic 
displacement parameters. The following section discusses key 
aspects related to their handling.

5.6. Anisotropic displacement parameters (ADPs)

Another essential modelling aspect concerns anisotropic 
displacement parameters, shortened as ADPs75. Often 
incorrectly referred to as ‘thermal parameters’ or ‘temperature 
factors’, these are ellipsoids used to model atoms, whose 
averaged density adopt a non-spherical shape due to both 
thermal vibrations and static disorder. Within the 
approximation, it is assumed that the average densities in an 
atomic structure can be appropriately described by a three-
dimensional gaussian distribution of density centred on each 
average atomic position. The numerical values of ADPs along 
specific directions correspond to the fitted mean-square 
displacements of the atom from its coordinate. From a 
qualitative standpoint, there are two main distinguishing 
features of ADPs: the ratios between their components and the 
size of their spherical approximant (Ueq). The first defines 
whether the density of the modelled atom is distributed, on 
average, in a volume that is approximately isotropic like a 
sphere, elongated like a cigar, or flat like a pancake. In this 
regard, ADPs should not be left free to adopt physically non-
meaningful shapes. For example, when the direction of the 
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widest ADP component of a single atom in a molecule is roughly 
aligned with a covalent bond, such a model cannot be realistic 
since covalent bonds are the most rigid entities in the 
vibrational degrees of freedom of a molecule. Therefore, the 
largest ADP component(/-s) should point away from these 
bonds. A reasonable exception to this rule is when an entire 
molecular fragment exhibits similarly elongated ADPs, which 
represents a rigid displacive disorder — thermal or static — of 
the whole fragment. Another problematic behaviour that can 
be found during structure modelling is when atoms belonging 
to a rigid fragment have erratic ellipsoid orientations (Figure 6). 
A typical example is a benzene ring, whose ADPs must be 
consistent with the collective rigid displacement of its six sp2 
carbon atoms. 
In the context of Ueq, it is important to be aware that partly 
vacant atoms and presence of displacive disorder have one 
common consequence on the average structure: both create 
lower densities associated to atomic positions. Thus, it is not 
sensible to freely refine parameters describing both ADPs and 
occupancy of atoms at the same time, since the effects of these 
variables are strongly correlated. When seeking a refined 
occupancy value, appropriate ADP restraints should be used 
when describing occupancy with a freely refined variable, and 
the final ADPs should be checked in terms of how they compare 
with those of the fully occupied component of the structure. 
Another key point concerning occupancy is that at least some 
structural components should be kept with unitary values, as 
reference points for the remaining ones. For example, it is not 
possible to determine whether, in a structure composed of two 
building blocks, vacancy defects are found for only one of them, 
or both. The occupancy related variable of one of the two 
components should be fixed, the other one refined. If the other 
refines to unrealistic values above 1, then it should be fixed to 
1, and the other should be refined instead (resulting in a partial 
occupancy below 1). Therefore, the only information available 
from SCD refinement will be the ratio between the components, 
i.e. their stoichiometric amount in the crystal. It is worth 
mentioning that wrong atom type assignment can also result in 
change of ADP values, since, for example, a heavier atom having 
more density to be fitted will result in a shrinkage of ADPs. An 
indication of this issue is when Ueq of neighbouring atoms is 
homogeneous except for an isolated position. For example, 
modelling a chlorine as heteroatom in a fluorobenzene will 
result in suspiciously larger ADPs for chorine compared to the 
neighbouring carbon, because the chlorine density would need 
to be more spread in space to fit the density belonging to a 
fluorine.

5.7. Structure pseudosymmetry

Space group pseudosymmetry is another relevant topic when 
determining reticular structures. Generally, it is the 
crystallographic analogue of the phrase “almost but not quite”, 
that is when a structure can be approximately described by a 
certain space group but is more accurately described by using a 
less symmetric one. The reason for preferring the second choice 
should be an increase of structural information. If by using 

lower symmetry the refined structure remains essentially 
identical, using higher symmetry is the correct choice, since it 
allows for a more robust fitting (fewer parameters) of the same 
structure. Since framework structures frequently feature highly 
symmetric connectivity but quite complex molecules, 
pseudosymmetry is arguably more common than one might 
expect, and the number of overlooked cases in reticular 
structures is likely underestimated due to these being 
underreported. There are two common reasons for this to 
happen: (1) pseudosymmetry of structures is transferred also to 
their diffracted intensities, which are therefore mistaken for 
having a higher symmetry; (2) crystallographic software (as well 
as classical crystallographic education) is biased towards 
prioritizing the use of higher symmetries, thereby eliminating 
useful information in cases of lower-symmetry structures. 
When suspiciously high R1/wR2 values are found, which cannot 
be due to disorder or data quality, it can be useful to solve a 
structure by using a different space group. These cases can 
coincide with the presence of merohedral twinning 
(undistinguishable based on reciprocal space inspection), which 
creates average atomic densities having an apparently higher 
symmetry. These structures can be solved well once the correct 
space group and twin law are identified, and the twin fraction is 
refined along with the average model. 

6. Beyond average models
Even though disorder structure determination is outside the 
scope of this article, there are some routines that every 
crystallographer is encouraged to follow for having better 
control over their analysis, and for providing useful structural 
information with minor additional effort. Crystallographic 
software dedicated to the analysis and integration of SCD data 
includes a section dedicated to the creation of reciprocal space 
reconstructions, as mentioned in an earlier section. Creating 
these images and adding them to the supplementary 
information file of a manuscript is as effortless as it is significant. 
Indeed, while serving as a quality check for your crystal or 
robust evidence for difficult-to-handle data, they might also 
reveal precious information to other scientists studying the real 
non-periodic complexity of crystals. A few indications for a 
qualitative interpretation of reciprocal space images are 
provided as follows.
Isotropic peak broadening (larger Bragg peaks) indicates a 
smaller crystallite size of the domains composing the singe 
crystal — when it is not originating from instrumental factors. 
Smearing of peaks into arc-shaped intensities (Figure 7a) 
indicates that the sample is composed by a multitude of 
fragments, each one having slightly different orientation. 
Diffuse scattering in the form of broad clouds (Figure 7b), 
streaks, or superstructure peaks with profiles different from 
that of the main Bragg peaks indicates the presence of 
structural disorder. Disorder is always present in crystals, but it 
frequently results in intensities around 4–5 orders of magnitude 
weaker than those of Bragg peaks. For this reason, this 
scattering component can be missing in diffraction patterns 
acquired with insufficient exposure or source intensity. In the 
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reconstructed reciprocal space, the dimensionality of diffuse 
scattering (3D clouds, 2D planes or 1D streaks) indicates how 
many of the three related crystal directions are affected by 
disorder. One should remember that, in each reciprocal space 
cut, diffuse scattering planes might appear as streaks if the 
plane of diffuse intensities is not coplanar with the 
reconstructed slab. Furthermore, contrarily to a common 
misconception, not only correlated disorder creates 
recognizable diffuse scattering in the reconstructions, but also 
random disorder. It is only when random disorder involves 
isolated single-atom vacancies or substitutional defects, that 
the related diffuse scattering is isotropic and usually 
undistinguishable from the amorphous extrinsic background. 

When using electron diffraction data, additional effects such as 
multiple inelastic scattering and beam coherence can introduce 
features such as streaks or bands that might be confused for 
diffuse scattering. However, since their origins are 
fundamentally different, they can be recognized and reduced or 
corrected.76,77 Last, but not least, sharp satellite peaks with 
profiles analogous to those of the main Bragg peaks indicate the 
presence of so called ‘modulated’ structures (Figure 7c). This 
phenomenon occurs when an ordered structure has repeating 
features that do not match its translational symmetry. One such 
example are frameworks, where molecules dispersed in the 
cavities form long-range ordered assemblies, whose repetition 
length differs from the length of the unit cell.78–80 Another type 
of modulated structure is when the framework itself exhibits 
modulation due to symmetry frustration and/or so-called 
‘charge density waves’.81,82 In some cases, an integer multiple 
of the unit cell suffices to describe the periodicity of these 
features: these are classified as ‘commensurately modulated’ 
structures. Otherwise, the structure is aperiodic and is classified 
as ‘incommensurately modulated’. Their treatment requires 
specialized expertise, but the presence of these rare phases can 
be recognized in reciprocal space reconstructions and displayed 
in manuscripts for the awareness of the community. 

7. Integrity of the crystallographic practice

7.1. Foundations of a meaningful model 

One last defining aspect of SCD analysis is transparency and 
correctness in presenting results. In terms of transparency, by 
far the most important requirement is the disclosure of the 
intensities used for structure solution and refinement, which 
must be listed in the cif file in their values and uncertainty. This 
information is automatically inserted by the ShelXL keyword 
‘ACTA’ when finalizing the structure. In the absence of these 
intensities, the cif file is fully falsifiable, thus should not be 
considered significant or acceptable for publication. Although 
most CSD structures deposited in recent years contain this 
information,84 publication of models without intensity 
information is still an existing practice allowed by some journals 
and possibly also overlooked by editors and reviewers. Moving 
a step further from integrated intensities, disclosure of raw 

experimental data (diffraction images and related metadata) 
should also be encouraged.85 This initiative is ideally aligned 
with the F.A.I.R. (findable, accessible, interoperable, and 
reusable) principles of scientific research and allows other 
researchers to re-use the data for different purposes, or revisit 
models once their accuracy can be improved thanks to 
advancements that were unavailable at the time of first 
publication.86 Concerning the significance of model description 
in the text, numerical values taken from structure refinement 
should be reported together with their standard uncertainty 
(s.u.). Most commonly, these values include bonding distances, 
angles, intermolecular contacts, unit cell parameters, and 
refined occupancies, whose precision and significance would 
only be known if their s.u. is disclosed. 

7.2. Fourier density maps 

Another choice that significantly elevates the transparency of 
the crystallographic work is displaying so-called “Fourier 
density” maps calculated from the observed structure factors 
(or, alternatively, difference density maps) to show the 
information that has been fitted with a model. These maps 
should be requested when disordered species are discussed, or 
weak data are used to make a relevant point in a study. When 
needed, peer-reviewers can independently produce them 
starting from submitted cif files that include (mandatory) 
intensity information. Good practice for an informative display 
of density maps is using multiple semi-transparent isosurfaces 
with gradually different colour and sensible levels (similarly to 
Figures 5 and 6), depending on the context. When levels are too 
low, noisy surfaces can make the picture confusing. However, 
carefully lowering them without letting the noise dominate, it is 
possible to create pictures highlighting the finer details of 
density residues. These can be useful to study subtle features 
such as the effects of disordered framework species or guest 
molecules.11,87,88 When, for the sake of clarity, only positive 
signals of a density or residual density map are shown, it is 
necessary to declare explicitly that the negative part has been 
hidden. As a rule of thumb, if positive densities are analogous in 
distribution and magnitude to the negative ones, these can be 
considered structurally irrelevant. As such, they should not lead 
to confirmation biases such as believing that a familiar-looking 
density distribution can be attributed to a desired molecule — 
a cognitive bias known as ‘pareidolia’. These cases are relatively 
common when dealing with the modelling of guest molecules in 
reticular structures. Particularly if data quality is poor (but not 
only in these cases), modelling ambiguous residual density as 
trapped H2O or CO2 molecules, for example, can be 
straightforward and without problematic consequences on the 
final R factors. By normalizing the scrutiny and display of the 
observed densities behind a model, the dangers of such 
incorrect uses of SCD data can be effectively reduced.

7.3. The value of terminology 

One last aspect with respect to correct reporting of structural 
data concerns the correct use of terminology. This is a delicate 
topic since terminology conventions set by IUCr for the rigor 
and benefit of the community can differ from how some terms 
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are used in a more colloquial context.89 A common case is the 
word ‘lattice’, whose meaning corresponds to an ideal, periodic 
collection of points in space, but is instead used with the 
meaning of ‘structure’ in various instances.90,91 Expressions such 
as ‘atomic lattice’, ‘lattice energy’, ‘lattice vibration’ or ‘lattice 
defects’ are all common misuses of this word in a 
crystallographic context, whereas replacing ‘lattice’ with 
‘structure’ results in perfectly functional and correct 
expressions. Dimensionality is another misused concept, as 
many studies describe 2D, 1D or even 0D structures, which are 
three-dimensional since even a single atom has a volume. Here, 
replacing ‘nD’ with ‘nD-connected’ (where n is the number of 
dimensions) is a more careful rephrasing. Although these might 
be considered irrelevant issues in the general context of 
materials science, those who pay attention to the correct use of 
terminology are less exposed to the bias that words impose on 
our scientific thinking. For instance, knowing the difference 
between ‘structure’ and ‘lattice’ allows to understand how 
pseudosymmetry can originate from the symmetry difference 
between lattice and crystal structure, and to fully capture the 
relationship between the latter and the observed Bragg peaks 
(Figure 7). On a related note, using ‘Bragg peak’ instead of 
‘reflection’ avoids a ubiquitous misnomer, since light reflection 
and diffraction are fundamentally different phenomena. 
Further, referring to a crystal structure as an ‘average model’ 
reminds us that these are artificial ball-and-stick constructs that 
do not fully display the actual complexity of crystals, not even 
on average. In fact, the closest picture we can have of an 
average structure is the density map calculated from the 
observed structure factors, which shows the real continuous 
complexity of the projected image of the crystal’s structure 
along its three crystallographic directions. In a general 
perspective, striving to use correct terminology allows a 
crystallographer to maintain a rigorous scientific mindset, 
which can safeguard them from many unpredictable fallacies 
we are exposed to during our research.

Conclusions
The crystallography of single crystals is a remarkably solid 
science with respect to average structure determination of 
essentially any type of materials. If, on the one hand, porous 
crystals can have more diverse structures compared to other 
classes of solids, the toolbox of modern crystallography is fully 
equipped to address every structure determination challenge. 
However, due to such a singular structural versatility, 
crystallographers working on MOFs, COFs, etc. should be 
experienced in dealing, sometimes simultaneously, with 
complex cases of disorder, host-guest modelling, 
pseudosymmetry, merohedral twinning, etc. This work 
surveyed several of such challenges to create awareness 
towards frequent pitfalls, which can lead to misleading or wrong 
models slipping through peer-review and becoming fragile 
strands in the fabric of published literature. By addressing the 
most common sources of struggle and error in SCD of reticular 
structures, the goal of this overview is not to make this analysis 

an unambiguous and straightforward technique, but to guide 
both newcomers and experienced crystallographers towards 
elevating the reliability of their work, nurturing their self-critical 
side, and ultimately discovering new questions and challenges 
in the art of single crystal structure determination.
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Key learning points 

I. Crystal structures are artificial simplifications of the non-
periodic structure of real crystals. Nonetheless, these 
models are key enablers of scientific progress, if they 
maintain accuracy before precision in describing the 
average structure.

II. Steps such as sample preparation, data collection, data 
reduction, and structure modelling should be based on 
educated intentional choices. Default options provided by 
software or pre-made routines can be accepted only when 
their significance has been understood in the appropriate 
context.

III. Models can be only as reliable as the data allows for, and 
data can be only as good as the crystal allows for. Investing 
adequate care firstly on crystal selection, then on data 
collection and reduction, and ultimately on structure 
modelling, is a defining aspect of a crystallographer’s 
work.

IV. The distinction between ‘data’, ‘information’ and ‘model’ 
— herewith provided — is necessary for a correct 
crystallographic practice and a scientifically rigorous 
representation of its results.

V. Standard diffraction data provide a wealth of information 
beyond the simple numerical values of integrated 
intensities. This information can be found in reciprocal 
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space reconstructions and include aspects such as 
mosaicity, disorder, and defects.
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‡ In the context of this article, the word ’reticular’ (from Latin 
reticulum: small net) refers to any structure, where molecular 
and/or atomic building blocks form a network featuring cavities, 
which can accommodate guest atoms or molecules. In this sense, 
the class of “reticular structures” includes not only MOFs but also 
charged coordination networks, organic frameworks, and 
zeolites, to mention a few. 
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Schematic overview of the key aspects of single crystal diffraction analysis considered in this article.  In its 
context, it is important to maintain awareness of the information left behind at every step of the process, 

most notably the unexamined crystals or solids, the discarded intensities, and the unmodelled information. 
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Possible effects of sample treatment (a) and temperature conditions (b) on the samples for SCD analysis. In 
(b), a terephthalate linker with arbitrary ellipsoids is used to show different temperature-dependent 

behaviours due to, for example, functional groups and interactions with guests in the cavities. 
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Statistics on cases of pseudosymmetric triclinic and monoclinic structures found in the CSD. Values for MOF 
structures align well with the general trend, with approximately one every 200 crystals (ca. 1% of all 

monoclinic MOFs) having a pseudosymmetric monoclinic unit cell compatible with higher lattice symmetries. 
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Qualitative classification of reliability for different types of information obtained from reciprocal lattice viewer 
(a) and reciprocal space reconstructions (b). The earlier are better suited to identify aspects such as 

twinning or unit cell parameters, which do not make quantitative use of the intensities, but only of the 
positions of their maxima. Data used for the exemplary images are taken from literature.15 
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Effect of limited resolution of the available information from SCD data of ZIF-65, viewed on (111) as density 
isosurfaces (a) and sections (b). In (a), the loss of precision in structural information is evident as atomic 

positions can be localized more ambiguously for worse resolutions than 1.0 Å, and information on molecular 
structures is already lost at 1.5 Å. In (b), truncation ripples are visible in proximity of heavier atoms, 

increasing in magnitude and oscillation length for worse resolutions and creating, already at 1.0 Å, strong 
oscillations that cannot be described by an atomic model. Density maps were calculated by using intensities 

from a structure published with CSD identifier FOQPAF. 
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Example of a problematic average density requiring ADP restraints to prevent erratic behaviour during 
refinements. Intensities are taken from a deposited structure with CSD identifier PIWVAV, used with default 
weighting parameter value of 0.1 to avoid an artificial improvement of the goodness of fit (GooF). Note that 

worse figures of merit are more adequate than lower values linked to inappropriate modelling like, in the 
considered case, overfitting with unrestrained ADPs. 
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Published examples of scattering features that are best analysed using reciprocal space reconstructions: (a) 
crystal damage induced mosaicity resulting in arc-shaped intensities;83 (b) diffuse clouds from three-

dimensional disorder;11 (c) simultaneous presence of diffuse lines likely due to stacking faults, and satellite 
peaks from a modulated structure (marked with a white arrow; this last is an oriented SCD pattern and not 
a reconstruction).81 Re-use of images (a) and (c) is compliant with the policies of the respective publishers; 

image (b) has been produced from raw data. 
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Schematic relationship between lattice, unit cell and crystal, which underlies Bragg intensities in SCD data 
(FT: Fourier transform). When ‘lattice’ is used with its meaning of ‘repetition motif’, the description of 
crystals as convolution (*) of lattice with the unit cell content is consistent with its consequences in 

reciprocal space, and therefore on diffraction patterns. 
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