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Computational insights on dynamic disorder in
molecular crystals – from electron structure over
phonons to thermodynamics

Ctirad Červinka

Quantum-chemical nature of molecular interactions and atomic vibrations imparts a ubiquitous internal

dynamics even to solid molecular materials that appear as very rigid from the macroscopic point of view.

Existence of flat potential energy basins related to dynamic degrees of freedom in molecular crystals

usually gives birth to large-amplitude motions of molecular segments or entire molecules that is

commonly recognized as dynamic disorder. Computational chemistry offers suitable approaches for

sampling these potential energy surfaces, subsequently enabling to model atomic displacements related to

disorder and contributions of this internal dynamics to macroscopic material properties such as entropy,

volatility, solubility, plasticity or conductivity. This highlight article presents a mosaic of recent research

results which were achieved thanks to the computational methods playing a perfectly complementary role

to experimental approaches. Observed material properties and the either beneficial or detrimental impact

of dynamic disorder thereon can be then interpreted at the atomic level which naturally contributes to a

better understanding of the underlying phenomena and enables to rationalize future material design. This

highlight article illustrates the impact of dynamic disorder in the fields of barocaloric materials for heat

management, active pharmaceutical ingredients and organic molecular semiconductors. Such a scope

enables to account for how the dynamic disorder manifests itself in modelling thermodynamic or

spectroscopic properties, phase behavior, electron structure and charge transport in molecular crystals.

1. Introduction

Computational chemistry has tremendously benefited from
the concept of a perfect crystal, having all its atoms located at
their equilibrium positions in the crystal structure. Over the
last decades, such a simplified view has enabled development
of quantum-chemical approaches to model and predict
structural,1–3 electronic,4 cohesive,5–9 spectroscopic10–12 and
thermodynamic properties13–15 of molecular crystals. The
crude static computational model of molecular crystals has
been gradually complemented with its dynamic counterpart,
allowing individual atoms to vibrate around their equilibrium
positions in the crystal lattice.16 First-principles treatment of
these dynamic degrees of freedom, i.e. phonons, has allowed
computational models to advance from the absolute zero to
finite temperatures, and to mimic real behavior of molecular
crystals appreciably more closely.17–22 Still, the realm of
molecular crystals is a way more rich so that one is always
forced to extend existing computational approaches.

Experimental crystallographers have known for a century
that a long-range order of a crystal structure may be

violated at a local level, and still, leaving such a material
with distinct sharp signals in its X-ray diffractograms.23 The
concept of local disorder had to be admitted to the realm
of molecular crystals. Thanks to extensive experimental
efforts, numerous platforms of plastic crystals, liquid
crystals and other mesophases, all representing a stage on
the path from the fully ordered perfect crystal to a
completely disordered amorphous liquid, have been
gradually introduced and characterized.23,24

Disordered crystals are known to appear typically as a
high-temperature phase below the melting temperature of a
given material. Frequently, such structures belong to high-
symmetry space groups although a single spatial
configuration of its molecules may not be able to
accommodate such a high symmetry.24 That becomes
possible only thanks to time- or space-averaging of distinct
local configurations, also referred to as archetypes.25 Over
time, several pre-requisites for the disorder occurrence have
been formulated, including aspects such as energetic,
structural, and charge-distribution proximity of individual
disorder components or comparable numbers and intensities
of the main cohesive features in all disorder components.26

Should these configurations be separated by large enough
energy barriers (compared to the mean thermal energy RT),
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one can consider the disorder as static, i.e. frozen in at
creation of the crystalline sample. On the other hand, low
energy barriers (or large enough thermal energy) then enable
individual disordered moieties to transit from one
configuration to another with a relative ease, leading to the
dynamic disorder.26 Disorder governed by orientation of
molecules and their functional groups or conformational
degrees of freedom is referred to as orientational
disorder.27,28 A subgroup of disordered crystals has gained a
label of plastic crystals thanks to their mechanical softness
and even ability to flow which is governed by a large
orientation flexibility of molecules around their equilibrium
lattice positions.29

Local disorder and existence of plastic crystals have finally
gained their deserved attention as around 20% of known
molecular crystals are currently estimated to be disordered.26

Furthermore, this type of molecular materials offer very
interesting properties, such as controllable conductivity or
optoelectronic switching in the solid organic semi-
conductors,24 larger solubility of metastable disordered active
pharmaceutical ingredients,30 or barocaloric properties for
cooling or excess heat management applications,31 etc.
Although in silico modeling plays an important role also in
the design of inorganic semiconductors,32 the scope of this
article remains focused primarily on organic materials.

Despite this broad application potential and experimental
evidences thereof, disordered molecular crystals have
remained out of scope of most computational solid-state
chemists for long. Disordered nature of a simulated crystal
can complicate the computation already in the structural
optimization stage as the average structure may not
correspond to a true minimum of the potential. Treatment of
the static disorder then inevitably consists in modelling more
than one single configuration of the perfect crystal structure.
Numerous perturbed supercells, mimicking individual
disorder components and corresponding to various local
energetic minima, need to be considered, largely increasing
computational complexity and related human-labor
requirements of such modelling.33 In the case of dynamic
disorder, atomic amplitudes and extent of the anharmonicity
related to the dynamic degrees of freedom of the crystalline
material need to be assessed. Only over the last two decades,
the area of computational modelling of structure and
properties of disordered molecular crystals has undergone a
rapid growth. Viable computational approaches treating both
the static and dynamic disorder cases have been developed,
allowing various quantum-chemical theories to be used to
describe the associated energetics.26,34–36

This highlight article does not aim at providing an
exhaustive review of the field, but its goal is to present a
mosaic of interesting research results based on an important
computational contribution that were achieved during the
last half-decade. The principal phenomenon covered in this
article is the dynamic disorder in molecular crystals and its
technological implications. Its characteristic time scales are
that short that existing spectroscopic methods cannot

typically distinguish individual configurations of the
disordered molecules or segments, but provide an averaged
image over their configuration space.37,38 Computational
chemistry then offers unique ways how to investigate
potential energy surfaces of such disorder-related atomic
movements and to assess the extent of their
anharmonicity,35,39 how to interpret the experimentally
observed time-averaged signals at the atomic scale, and to
decipher contributions of the dynamic disorder and its
components to material properties.

Primary material scopes of this article are threefold: i)
crystals of caged molecules exhibiting rotational disorder
with a potential for barocaloric heat management; ii) crystals
of active pharmaceutical ingredients (API) with varying
extents of segmental dynamics that is closely related to
triggering polymorphism; and iii) crystals of organic semi-
conductors (OSC) and their dynamic disorder affecting
charge-carrier mobility. The rest of this article is organized in
a way that each of the subsequent sections is devoted to one
of these areas, the common aspects of which are finally
emphasized in the discussion.

2. Barocaloric caged molecules

Caged molecules, containing a three-dimensional enclosed
carbon skeleton, represent a very efficient platform for
designing crystalline materials that exhibit local disorder or
plastic behavior. Representatives of this class of compounds,
such as derivatives of adamantane,40–43 cubane,44,45

diamantane,46 or fullerene,47,48 all contain carbon scaffolds
with manifold rotational axes, belonging thus to high-
symmetry point groups. This molecular symmetry, given by
nearly cylindrical or even spherical molecular shapes,
predetermines these materials also to crystallize in highly
symmetric space groups.29

Molecules in such crystal structures can experience a
rather uniform interaction field of their neighbors, leading
not only to relatively isotropic characteristics of the crystals,
but it also imparts unique shapes of the potential energy
surface. Focusing on the dynamic degrees of freedom that
correspond to intermolecular libration modes, the potential
energy surface may consist of relatively wide and flat basins
separated by relatively low energy barriers.35,49 Provided that
sufficient thermal energy is available, hindered molecular
rotations can be then triggered on in such disordered
crystals. Since the discrete structure of available energy levels
of a hindered rotor is quite different from that of a harmonic
oscillator,50 it ceases to be appropriate to model
thermodynamic properties of these materials merely with the
harmonic phonon model. Significant anharmonicity of this
kind should be expected to impart large amplitudes of the
vibrating molecules, but also appreciable additional entropy
contributions due to this dynamic disorder originating from
the phonon anharmonicity.

In our recent study,35 we developed a computational
approach incorporating the one-dimensional hindered
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model50 in the quasi-harmonic modeling of thermodynamic
properties of dynamically disordered molecular crystals at
finite temperatures. We focused on a set of caged
hydrocarbons, scanning their potential energy profiles
associated with molecular libration modes in their crystals.
Fig. 1 showcases a representative example from that study,35

diamantane molecule belonging itself to the D3d point group
and crystallizing in a cubic space group (Fig. 1a). When
diamantane molecule is viewed along its three-fold rotational
axis, a nearly perfect rotational symmetry of the molecule
becomes obvious (Fig. 1b and c).

Quantum chemical calculations then confirmed that
rotation of a single diamantane molecule from its
equilibrium orientation within the crystal structure leads only
to minor energy penalties ranging from 4 to 8 kJ mol−1,
depending on the actual level of theory (Fig. 1d).35 Such an
energy barrier is already comparable with the thermal energy
available at ambient conditions (≈2.5 kJ mol−1), which
justifies the initiative to adopt an explicitly anharmonic
model for description of this degree of freedom.

Note that periodic DFT calculations, commonly performed
over the last decade at the dispersion-corrected51–53 PBE level
of theory,18–20,54–56 enable efficient optimizations of the
crystal structures and even searching for the transition

states57 at the respective potential energy surfaces, but the
periodic boundary conditions may naturally impart artifacts
related to periodicity of molecular rotations in the crystal
unless very large and costly supercells are constructed.

On the other hand, fragment-based ab initio calculations4

can mitigate this artificial periodicity of defects. This
approach consists in constructing the electronic energy of a
molecular solid in a form of a many-body expansion of
monomer energies, pair interaction energies, a correction for
long-range interactions, and optionally higher-order
terms6,58–61 that are relevant for a particular crystal structure.
Treatment of small clusters instead of the whole crystal
enables to use high-level ab initio wavefunction methods to
calculate their energies, not limiting the computational
affordability to DFT methods only. Using such complex
electron structure methods also enables to improve the
accuracy of modeling the energies of individual geometries
(of crystal structures with displaced or rotated molecules), in
general allowing for a systematic convergence to the sub-
chemical accuracy in terms of lattice energies,6,18

sublimation enthalpies,59 or even free energies of crystal
polymorphs with uncertainties below 1 kJ mol−1.13

Since searches for transition-state geometries or
geometry optimization of a large number of disorder

Fig. 1 First-principles thermodynamic modelling of dynamic disorder in crystalline diamantane: a) structure of diamantane monomer and the
cubic unit cell of its crystal; b) diamantane molecule in its equilibrium orientation in the crystal structure; c) diamantane molecule rotated in the
crystal with respect to its molecular C3 axis; d) calculated potential energy profiles Erot corresponding to rotation of a molecule within the crystal
structure; e) calculated contributions to entropy S and heat capacity Cp of the crystal from a single mode treated either as a harmonic oscillator
(HO) at the periodic PBE-D3/PAW level of theory, or as an anharmonic hindered-rotation (AHR) with the MP2C-F12 potential energy profile
depicted in d); f) blue diamonds represent calculated ratios of sublimation pressures for selected caged hydrocarbons obtained by models treating
the libation mode either as harmonic oscillator (pHO

sub) or one-dimensional hindered rotor (pAHR
sub ) and the red line shows a tentatively interpolated

trend among the calculated data points. Adapted from ref. 35, Copyright 2023 the Authors, published by American Chemical Society under the
terms of the Creative Commons Attribution 4.0 International License.
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components is generally limited to low-tier DFT
functionals that suffer from delocalization errors,62

frequently leading to overestimation of torsional barrier
within molecules, there is a clear motivation to employ
more sophisticate electron-structure theories to refine the
potential-energy profiles due to libration of molecules in
their crystal structures.

A computationally efficient protocol then relies on
performing single-point refinements of the energy with ab
initio many-body expansion methods for DFT-optimized
geometries of a supercell along the libration phonon mode
(Fig. 1d).35

Having plugged such rotational potential energy profiles
along with molecular moments of inertia to a one-
dimensional Schrödinger equation for the rotation mode,50

we could access its energy levels and construct the respective
partition function. Resulting contributions of the given
hindered-rotation mode (with the potential energy refined
with the fragment-based MP2C-F12 model) to
thermodynamic functions of the crystal, such as its entropy
or isobaric heat capacity obviously differ from those obtained
with the harmonic oscillator model (based on periodic PBE-
D3/PAW calculations) as shown in Fig. 1e. For such low-
barrier hindered rotations, the difference of the anharmonic
and harmonic entropy terms was found to exceed 10 J K−1

mol−1 at ambient conditions.35

Note that hindered rotations mimic harmonic oscillations
at low temperatures (or for high torsional barriers) which are
generally hard to excite, resulting in relatively few eigenstates
that are thermally accessible at ambient conditions, and thus
also in a relatively low entropy. At high temperatures (or for
low barriers), hindered rotor modes converge to a free rotor,
which is appreciably easier to excite. Entropy of a free rotor is
thus generally larger than that of a harmonic oscillator at
temperatures relevant for the stability of organic molecular
crystals. Hindered rotor modes with torsion barriers ranging
to higher units or lower tens of kJ mol−1 that are typical for
organic molecules then range between the two limiting cases
at ambient conditions, with their entropy somewhat
exceeding the harmonic oscillator model.63 Recall also that
typical hindered rotor modes in organic molecules exhibit a
gradual decline of the heat capacity contribution from values
near 1·R temperatures at (near-)ambient temperatures to the
high-temperature (free-rotor) limit at ½·R.64

Such an additional entropy value (compared to the
harmonic oscillator) is large enough to significantly impact
sublimation of such disordered molecular crystals. Although
the hindered-rotor anharmonicity leads also to a slight
increase of the enthalpy of such a disordered crystal
(compared to the harmonic model), the entropic effect
prevails and it propagates to appreciable decrease of the
volatility of the dynamically disordered crystals. Fig. 1f
illustrates this predicted trend indicating that the lower the
predicted barrier height within the AHR model, the more the
sublimation pressure decreases due to the explicit treatment
of the rotational disorder.

Furthermore, existence of distinct minima on the
potential energy surface, separated by reasonable high
energy barriers, imparts orientational disorder with
molecules undergoing sudden changes in their orientation
at their equilibrium lattice site. Discontinuity of those
orientational molecular transitions has been confirmed
experimentally for various caged-molecular materials,42

indicating that the molecules occupy only the potential
energy basins in the context of Fig. 1d. Both the large
vibrational amplitudes and orientational flexibility
contribute then to the plastic character of high-temperature
crystalline phases of caged molecules.24

Concurrently, crystals of caged molecules are known to
undergo first-order solid–solid phase transitions from a low-
temperature ordered phase to a high-temperature disordered
phase.40 This phase transition is typically accompanied with
a large density increase (routinely 5–10%),42,65 a large entropy
increase and a massive sensitivity of the phase transition
temperature to external pressure.66 As a consequence, caged
materials possess a very large (original literature says
colossal42,65,66) potential to exhibit the barocaloric effect.

An archetypal caged hydrocarbon, adamantane,42 and its
hydroxylated66 and halogenated65 derivatives have been
proved experimentally to exhibit strong barocaloric effects at
(sub-)ambient temperatures. Another caged molecular
platform relying on substituted boron three-dimensional
frameworks, such as lithium monocarba-closo-dodecaborate
salt (LiCB11H12) has been demonstrated only recently to
exhibit colossal barocaloric effects as well.31

Clearly, understanding the entropy associated to the order–
disorder phase transition is the keystone for design of efficient
media for barocaloric applications. In addition to high-
pressure calorimetry and inelastic neutron scattering,
molecular-dynamics simulations of dynamic degrees of
freedom of relevant crystal structures serve to identify
individual important entropic contributions associated to the
order–disorder phase transition. Zeng et al. have performed
both classical and ab initio molecular-dynamics simulations to
compare the dynamic degrees of freedom of low-temperature
and high-temperature phases of LiCB11H12.

31 Fig. 2a reprints
their illustration of the ordered and disordered polymorphs
sketching molecular rotations in the latter.

Fig. 2b and c further show the simulated angular
distribution of molecular orientations in both LiCB11H12

polymorphs. While there is only one dominating orientation
in the low-temperature phase, two significant orientations
emerge in the high-temperature phase with rates of
rearrangements of the molecular orientations following an
Arrhenius trend in the latter phase (Fig. 2d).31 Analyzing the
velocity auto-correlation functions, Zeng et al. calculated
absolute entropies of both polymorphs which differ by as
much as 34 J K−1 mol−1 and this offset is nearly constant over
a broad temperature and pressure range (Fig. 2e).31 Since
that value largely exceeds the configurational entropy of a
two state system, R ln(2), there have to be additional factors
imparting such a large solid–solid transition entropy.
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Zeng et al. finally separated contributions to the total
entropy from vibrations related to individual atom types and
compared such results for both polymorphs.31 Fig. 2f shows
that it is above all the phonon modes including
displacements of the boron atoms that contribute to
significantly higher vibrational entropy of the disordered
LiCB11H12 polymorph when compared to its low-temperature
structure. These vibrational entropy differences between the
polymorphs can be traced to an appreciable softening of the
lattice modes upon the phase transition from the ordered to
the disordered phase.31

In a similar context, Meijer et al. performed a
computational analysis of the low-frequency phonon modes
of the ordered and disordered polymorphs of adamantane,
having focused on determining translational and rotational
character of individual phonon modes.42 In agreement with
the above mentioned mode softening for LiCB11H12, Meijer
et al. found that a phonon pattern, being conventional for
molecular crystals, can be seen for the ordered adamantane
phase – the acoustic modes exhibit a translational character
whereas the rotational (librational) character prevails only for
optical modes with wavenumbers above 40 cm−1 (≈5 meV) as
illustrated in Fig. 3.42 Adamantane molecules are interlocked
in the low-temperature phase, rendering the rotational modes
more energy demanding. On the other hand, the high-
temperature phase resembles closely packed spheres allowing
for more rotational flexibility. That imparts significant

rotational character already for its acoustic phonon modes
which then resemble molecular rolling with an appreciable
red-shift of the respective frequencies.

Both studies conclude that the orientational disorder in
such high-temperature polymorphs accounts for less than a
half of the total solid–solid transition entropy change and that
the phonon softening represents the dominant entropy
contribution.31,42 Still, occurrence of the disordered high-
temperature phases is essential for the barocaloric effect to
occur. Meijer et al. presented also a warning that the
configurational disorder reduced the phonon lifetime, and thus
also the thermal conductivity of such materials, which may be
an adverse side-effect of the disorder in plastic crystals.31,42

A common feature of the studies highlighted in this
section is an explicitly anharmonic treatment of at least some
of the phonon modes which is naturally costly, and as such,
frequently avoided or bypassed upon modelling of molecular
crystals. Further development of straightforward
computational protocols for modeling anharmonic
contributions to the thermodynamic properties for molecular
crystals, including an initial versatile assessment of the
anharmonicity of individual phonon modes also for crystals
with large and complex unit cells, is thus desirable. Protocols
that would enable to model largely disordered plastic
polymorphs from the first principles with a computational
ease similar to what the quasi-harmonic approximation offers
are also demanded.

Fig. 2 Order–disorder solid–solid transition in lithium monocarba-closo-dodecaborate imparting a colossal barocaloric effect: a) ball-stick
representation of the low-temperature ordered (left) and high-temperature disordered (right) phases; b and c) angular probability density function
estimated for the molecular [CB11H12

−] anions calculated in the ordered (350 K, b)) and disordered (550 K, c)) phases at zero pressure, expressed as
a function of the polar (θ) and azimuthal (ϕ) angles, dark and bright areas represent low and high probability regions, respectively; d) anionic
reorientational frequency (λ), solid lines correspond to Arrhenius law fits; e) calculated total entropy curves expressed as a function of pressure and
temperature; f) cumulative function of the vibrational entropy as a function of the phonon energy separated to contributions from individual
atomic species calculated for the disordered phase at 412 K and zero pressure, dashed lines indicate analogous asymptotic values reached in the
ordered phase. Adapted with permission from ref. 31, Copyright 2024 the Authors, published by Wiley-VCH GmbH under the terms of the Creative
Commons Attribution 4.0 International License.
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3. Active pharmaceutical ingredients

API molecules frequently constitute from multiple rigid
segments that are interlinked with flexible bridges that enable
significant torsional motions, and thus various molecular
conformations that can be packed on a crystal lattice. At the
same time, polymorphism is a very important phenomenon
that needs to be addressed during the development of every
solid-form API.67 Conformational polymorphism has been
demonstrated to concur with very rich polymorph landscapes,
leading to a long-term coexistence of multiple polymorphs
exhibiting very distinct properties.68 Facile conformational
variation of individual segments of API molecules may,
however, also lead to disorder of their crystal structures.23

In the pharmaceutical context, increasing the solubility of
hydrophobic API molecules has been an emerging field of
research.69 For example, mechanochemical impulses invoke
orientational disorder in originally ordered crystalline API.30

Provided that the disorder in such a disordered bulk API
phase has a static frozen in character, it may resist to
recrystallize over interesting periods of time. Such bulk
phases disordered by force then correspond to a
thermodynamically metastable state, being on a path of
partial amorphisation towards glassy API formulations that
inherently exhibit higher solubility.70,71

On the other hand, presence of the dynamic disorder in
API crystals has been considered as a risk factor,72 frequently
imparting crystallizability issues,67 or adverse changes of
mechanical properties or physico-chemical stability of the
desired metastable phases23,73 complicating further
development and characterization of novel API candidates.74

Recent advent of NMR crystallography techniques and
complementary computational approaches has enabled to detect
subtle variations in molecular dynamics that occur upon order–
disorder transitions of bulk API systems.72,75–79 An illustrative
example of this phenomenon can be provided with a study of
the relationship of polymorphism and disorder of teriflunomide,
being depicted in Fig. 4a, which is a moderately sized API
approved for treatment of various brain diseases.80 Its ordered
low-temperature polymorph has been reported to be triclinic
with Z′ = 2 and to contain four molecules in the unit cell.80 This
ordered polymorph undergoes a very weakly endothermic phase
transition at around 234 K, being still deep below the melting
temperature, which can be revealed only after a detailed
inspection of experimental thermograms from differential
scanning calorimetry (DSC) in Fig. 4b.80 The weak thermal effect
accompanying this solid–solid transition accounts for only a
minor structural rearrangement of the structure. Combined
efforts of X-ray diffraction and solid-state NMR experiments
revealed that the unit cell of the high-temperature phase retains
the triclinic symmetry, but its size is halved, containing only two
molecules and having Z′ = 1 (Fig. 4c).

This lowering of Z′ occurring upon the phase transition
can be evidenced by analysing 1H → 13C CP MAS NMR
spectra of both polymorphs. While the spectrum of the low-
temperature form contains most NMR signals as doublets
(Fig. 4d), clearly indicating the presence of two static
conformations, the high-temperature phase exhibits only
singlet NMR signals, confirming that the conformational
dynamics in the high-temperature phase is fast and
distribution of the conformers can be averaged out to a
single structure with a smaller unit cell.80 Fig. 4c reprints a
plot of the asymmetric part of the high-temperature unit cell
with indication of atomic thermal ellipsoids which suggest
very fast rotational movements of the trifluoromethyl moiety
in the crystal and admit also large amplitudes of the atoms
forming the six-membered aromatic core of teriflunomide. A
structural similarity check between both polymorphs confirm
that both structures are indeed very similar, differing
predominantly only in the torsional orientation of the
aromatic core and the degree of mobility of the terminal
trifluoromethyl moiety (Fig. 4e).80

From the computational perspective, Pawlak et al.
performed also in sillico crystal structure prediction,80 where
they used the CrystalPredictor II tool82 to generate structures
with Z′ = 1–2. Subsequently, a preliminary ranking of the
generated structures was performed in terms of the static
lattice energies at the force-field level, followed by a
quantum-chemical reoptimization of the most promising
structures at the PBE-MBD/PAW level of theory.83 This
computational analysis correctly yielded the triclinic Z′ = 2

Fig. 3 Phonon density of states calculated on the basis of an
atomistic force field for a) the high-temperature polymorph, and b) the
low-temperature polymorph of adamantane. Each bar in the
histograms is coloured by the average rotational character Mrot/Mtot of
the modes in that bin. Reproduced with permission from ref. 42,
Copyright 2023 the Royal Society of Chemistry under the terms of the
Creative Commons Attribution 3.0 Unported License.
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structure, corresponding to the true low-temperature phase,
as the most stable in terms of its lattice energy.
Furthermore, a Z′ = 1 structure closely resembling the
averaged configuration of the disordered high-temperature
polymorphs was found only 1.4 kJ mol−1 above the global
minimum structure, being accompanied with a handful of
other structures exhibiting very similar packing motifs.80

Although this CSP ranking stage omits calculations of any
phonon-based contributions to the free energy, this
predicted energy proximity of both real polymorphs agrees
well with the observed minor latent thermal effect
accompanying the phase transition. Furthermore, the
presence of multiple similar predicted structures in such a
narrow energy window indicates a somewhat glassy
polymorph landscape. Following this idea, Pawlak et al.
computed scans of the potential energy related to the
torsional motion of the teriflunomide aromatic core in the
periodic environment at the PBE-MBD level of theory.80

Fig. 4f shows the extraordinary flatness of the potential
energy surface which allows to easily vary the particular
torsion angle over an interval spanning over 45° with an
energy penalty that is lower than 3 kJ mol−1.80 Altogether,
Pawlak et al. assembled unambiguous clues for a dynamic
disorder occurring in the high-temperature phase of
teriflunomide and for its solid–solid phase transition to
exhibit the order–disorder character.80

Another API example with even more peculiar order–
disorder polymorphic transitions represents simvastatin, a
drug routinely used for hypercholesterolemia treatment.

Calorimetry and X-ray diffraction experiments undeniably
revealed its trimorphic behavior upon temperature
variation,84 with both solid–solid transitions being reversible
and accompanied with minor latent heat effects. Only
recently, Brus et al. performed a detailed NMR
crystallographic study addressing segmental dynamics of
simvastatin molecules in its crystals and mapped important
changes of the dynamics character to individual phase
transitions.75

Simvastatin molecule, being depicted in Fig. 5a, contains
two rigid units with a flexible linker and a relatively mobile
ester side chain. Expectedly, the low-temperature phase III of
simvastatin is ordered exhibiting low-to-negligible segmental
dynamics which can be deduced from a distinct splitting of
its 13C CP/MAS NMR signals corresponding to a Z′ = 2
structure again (Fig. 5b), and from a minimum temperature
dependence of the order parameter S2 related to individual
carbon atomic sites (Fig. 5c).75 The ester segment that is
particularly prone to disorder is held rigid with a strong
hydrogen bond to the hydroxyl moiety of the lactone segment
of another simavastatine molecule in the phase III.

Performing quantum-chemical calculations of NMR
shielding tensors and 13C chemical shifts at the PBE/GIPAW
level of theory helped to map the measured solid-state NMR
signals to individual simvastatin atomic sites and to decipher
temperature-induced signal splitting.75 Upon heating above the
calorimetrically detected temperature of the III → II phase
transition at around 232 K, the splitting width of NMR signals
due to carbon atoms at the ester side chain starts to diminish

Fig. 4 Disorder-induced polymorphism of teriflunomide: a) molecular structure; b) DSC plot of a crystalline sample heated at a rate 5 K min−1 up
to the melting point, inset plot zooms on the endothermic order–disorder phase transition; c) asymmetric unit cell of the high-temperature
disordered polymorph; d) 1H → 13C CP MAS NMR spectra of the high-temperature (top) and the low-temperature (bottom) polymorphs; e)
superposition of clusters of 15 molecules from the low-temperature ordered (blue) and high-temperature disordered (green) structures
determined within the COMPACK algorithm;81 f) potential energy related to the C4−NH−C5−C6 torsion mode within the high-temperature
polymorph calculated at the PBE-MBD level of theory. Adapted with permission from ref. 80, Copyright 2021 the Authors, published by American
Chemical Society under the terms of the Creative Commons Attribution 4.0 International License.
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and the order parameter S2 for the ester carbon atoms obtains
a strong decreasing tendency (Fig. 5b and c).75 Such a
triggering of large-amplitude dynamics has to be caused by
spatial or temporary weakening of the ester-hydroxyl hydrogen
bond in phase II (Fig. 5d). Interestingly, the temperature at
which the NMR signal splitting vanishes and both signal lines
unify, being at around 250 K, does not correspond to any phase
transition temperature observed via calorimetry. Analyzing the
temperature trends of the relaxation times of various 13C
simvastatin sites, Brus et al. interpret this behavior as if the III
→ II phase transition unlocked hindered-rotation degrees of
freedom for the ester tail in the crystal lattice.75 The
temperatures at which the split NMR signals unify is given by
simvastatin molecules reaching sufficient thermal energy to
surpass the hindered-rotation barriers imposed by the crystal
environment, rendering those motions fast enough so that
individual populations cease to be distinguishable via solid-
state NMR. After the ultimate II → I phase transition,
temperature trends of the signal positions disappear and the
order parameters of ester-tail carbon sites converge to remain
stationary at very low values, indicating a nearly free rotation of
the ester tail occurring in the high-temperature dynamically-
disordered phase with Z′ = 1.75 Calculations of Hirshfeld
surfaces of the low- and high-temperature phases and
construction of related 2D fingerprint plots confirm that the
ester-hydrogen bond is significantly weaker (O⋯H distance

longer by 0.2 Å) in phase I than in phase III, and that the
distribution of the closest atomic contacts is somewhat broader
in phase I,75 as illustrated in Fig. 5e and f.

Importantly, Brus et al. conclude that such enantiotropic
solid–solid phase transitions that should occur practically
instantaneously within a very narrow temperature range
according to thermodynamics may be quite gradual in terms
of local and segmental dynamics of molecules in the crystal
lattice. The middle-temperature phase II exhibits a transient
dynamics-modulated character, which is a result of hindered
molecular rotations taking place therein propagating in large
variations of its spectral and dynamic properties with respect
to temperature.75

In a similar context, polymorphism of spironolactone,
being an API approved for treatments of heart failures, was
recently investigated.76 Spironolactone is a pentacyclic
molecule with three segments (lactone ring, thioester chain,
and a six-membered ring bearing a carbonyl oxygen atom)
being particularly prone to large-amplitude dynamics. Golz
and Krawczuk described its dynamic disorder in the high-
temperature orthorhombic Z′ = 1 phase II where all the three
mentioned segments are subject to dynamic disorder.76 Upon
cooling, a gradual freezing in of this disorder takes place.
Dynamic disorder is reported to be turned off for individual
segments in a row of decreasing temperature: thioester >

carbonyl > lactone.

Fig. 5 Polymorphism and disorder in simvastatin crystals: a) molecular structure with individual segments distinguished; b) variation of 13C NMR
shifts of carbon atoms at the ester tails with respect to temperature; c) temperature trends of the order parameter S2; d) unit cell of the transient
phase II with marked ester-hydroxyl hydrogen bonds; e and f) 2D fingerprint plots associated to Hirshfeld surfaces in the simvastatin phases III and
I, respectively. Reprinted with permission from ref. 75, Copyright 2022 the Authors, published by MDPI under the terms of the Creative Commons
Attribution 4.0 International License.
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Somewhat confusingly, crystals structures observed below
150 K are still referred to as phase II even though a clear
change of the lattice system to monoclinic occurred. Only at
100 K, where all the three mentioned spirolactone segments
are frozen to their equilibrium sites, a proper low-
temperature ordered monoclinic Z′ = 2 phase III with unit-
cell parameters distinct from phase II was finally
recognized.76 Golz and Krawczuk justify not distinguishing
the two varieties of phase II as polymorphs following an
earlier literature precedent,85 arguing that the structural
changes upon all the observed transitions are extremely small
and relate exclusively to subtle conformational variations.76

Unfortunately, calorimetric investigations that could reveal
any thermal effects related to additional solid–solid phase
transitions, and thus to distinguish the reported low-and
high-temperature varieties of phase II as individual
polymorphs, have not been performed to my knowledge. To
conclude, considering the existence of the mentioned
transient dynamics-modulated simvastatin polymorph, a
similar explanation might work well also for the yet
unresolved ambiguities related to the polymorphism of
spironolactone.

The selected cases of order–disorder polymorphic API
illustrate how important it is to combine various
experimental and computational approaches, spanning
calorimetry, NMR crystallography, in silico crystal structure
prediction and first-principles potential energy surface scans
to be able to decipher and understand the stories about
unlocking dynamic degrees of freedom of individual
molecular segments that in fact govern such peculiar solid–
solid transitions.

4. Organic semi-conductors

Semi-conductive materials based on organic molecular
platforms have garnered significant scientific attention ever
since first discoveries of non-insulating properties of carbon
based materials in 1950s.86,87 The organic platform imparts
numerous beneficial characteristics to this class of materials,
obviously including lightweight, low-temperature solution
processability, structural customizability, and optionally also
optical transparency.88 Unfortunately, all these properties
come at a high price of relatively low conductivity, which
significantly lowers the performance and efficiency of
potential devices based on the OSC platform, in turn
impeding broader use of OSC in real-life applications.89

Since OSC belong to the vast family of molecular crystals,
a delicate interplay of dispersion, electrostatic, induction and
exchange interactions governs their bulk cohesion.60,90–92 At
one hand, the non-covalent character of OSC imparts a
massive structural variability, polymorphism and
tunability.4,88 On the other hand, the weaker magnitude of
these non-covalent cohesive interactions gives birth to
various large-amplitude dynamic degrees of freedom,93–95

important electron–phonon coupling,86,87,94,96,97 and a
predominantly adverse variation of the charge-transfer

integrals (i. e. electronic coupling) among neighboring
molecules in the bulk.95,98–100 Building upon the first
formulation of how the structural disorder traps the charge
carriers half a century ago,101 state-of-the art computational
methods were extensively used to investigate the impact of
dynamic disorder on the overall charge-carrier mobility
within OSC over the last two decades.86,87,93,94,96,100,102–106

Still, material development in this field has advanced to
an extent that state-of-the-art OSC reach charge-carrier
mobilities ranging to orders of magnitude 100–101 cm2 V−1

s−1, which makes OSC already competitive with amorphous
silicon as a typical representative of the conventional
inorganic semi-conductor platform.87,94,96 Further research
initiatives related to OSC are naturally oriented at further
improvements of their charge-carrier mobilities which still
lag 2–3 orders of magnitude behind those observed in
crystalline silicon.88,107 Importantly, material design of better
performing OSC is closely linked to understanding disorder
in their bulk structures.

Shape of the potential energy surface of a typical
molecular material, including also bulk OSC, imparts low
frequencies of the intermolecular (lattice) phonon modes,
commonly located below 250 cm−1.19,87,94,95,108 Relatively
shallow potential wells then also enable individual molecules
to reach amplitudes around 0.1 Å from their equilibrium
positions during those lattice phonon modes at ambient
conditions.93,95 This phenomenon of large amplitudes can be
further amplified when the lattice phonon modes exhibit
large anharmonicity, leading to broad basins of low potential
energy around the equilibrium configuration instead of steep
localized potential wells.35,94

Since these molecular vibrations are faster than the typical
rate at which charge carriers travel in OSC, models of
dynamic disorder can be associated to explain the impact of
electron–phonon coupling in this context.86,109 In case of
high-mobility OSC, charge transport is explained via a
Boltzmann band-type mechanism of delocalized electrons
with the conductivity being a decreasing function of
temperature.110 Large phonon amplitudes distort the
Hamiltonian structure, break its symmetry, and finally result
in temporary localization of electronic states.87 Ab initio
sampling of the potential energy surface related to the
dynamic degrees of freedom is the key ingredient for
assessing the extent of disorder-induced fluctuations of
transfer integrals that govern the charge transport rate.95

However, not all phonon lattice modes necessarily possess
potential to trap the charge carriers and to exhibit that
detrimental impact on the charge-carrier mobility.103,107

Multiple spectroscopic and computational studies have
thus focused on identification of particular phonon modes
that exhibit the most unfavorable electron–phonon
coupling.93 Schweicher et al. introduced a term killer phonon
modes for such degrees of freedom that are detrimental for
charge transport.94 Identification of these killer phonon
modes and understanding of their occurrence is a
prerequisite for development of chemical and chemical-
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engineering strategies for design and fine-tuning molecular
and bulk structures, preventing novel OSC from exhibiting
such killer phonon modes.

Focusing on the killer phonon modes in high-mobility
OSC, such as polyaromatic thienoacenes or rubrene,
Schweicher et al. established a rigorous computational
protocol, based on density functional theory and explicit
sampling of the anharmonicity of the potential energy
surface.94 Killer modes were mapped based on a bi-criterial
procedure, considering phonon amplitudes and electron–
phonon couplings of individual phonon modes. Product of
these parameters then serves for a final assessment and
selection of the most detrimental phonon modes.

Results presented for a crystal phase of a particular isomer
of dinaphtho-thieno-thiophene (DNTT) reprinted in Fig. 6
clearly indicate that not every low-frequency phonon mode
has a detrimental potential for charge transport unless it
concurrently exhibits also large electron–phonon coupling.
Fig. 6a illustrates a systematic decrease of the vibrational
amplitudes σq for higher-frequency modes, leading to
insignificant electron–phonon coupling for modes above 200
cm−1.94 On the other hand, the electron–phonon coupling
constants βc in Fig. 1b are rather scattered, without any
obvious dependence on the phonon frequency. Product of
these two parameters (having properly accounted for the
anisotropy of transfer integrals) then clearly indicate the
phonon modes that are able to trap the charge carriers
(Fig. 6c). A low-frequency sliding mode at 23 cm−1 that
corresponds to long-axis relative displacements of
neighboring DNTT molecules in opposite directions (atomic
displacements for that mode in Fig. 6d) appears as the largest
contributor (45%) towards the dynamic disorder and the most
significant dampener of the charge transport in bulk DNTT.94

Fig. 6c reveals that there are at least two additional important

phonon modes contributing to the adverse impact of the
dynamic disorder.

Note that adopting a multi-potential approach is a common
practice in modeling properties of molecular crystals. A cheaper
model (here PBE functional) is usually used to optimize the
crystal geometry and to model the phonons, whereas a more
sophisticate model (here hybrid PBE0 functional) is then used
on such optimized geometries to refine other electron-structure
properties.4,13,58 Performing the phonon calculations with a
more sophisticate hybrid DFT functional (such as PBE0) would
be extremely costly, most likely not imparting that massive
accuracy improvements.111 On the other hand, subtle features
of the electron structure or molecular interactions are highly
sensitive on the quality of the underlying DFT functional with
low-tier generalized-gradient approximation (GGA) functionals
exhibiting severe flaws,62 so it is worth the effort to model
those as accurately as possible.

Equipped with such a predictive protocol, further studies
formulating strategies how to suppress such killer phonon
modes have emerged. Schweicher et al. contributed to this
initiative with a detailed discussion of the impact of extended
alkylation of the active molecular core on charge transport
properties.94 Presence of long alkyl chains itself augments
the number of phonon modes, which are nevertheless
relatively harmless to most charge-transfer integrals, often
also blue-shifting the frequencies of important sliding
modes. Still, the total extent of the dynamic disorder
imparted by alkylation is so large that it cancels out a
significant portion of the possible charge-carrier mobility
gain due to beneficial constellations of charge-transfer
integrals in alkylated species.94

Schweicher et al. then conclude that mutual
intermolecular shifts in a bulk material at equilibrium
determine both the set of relevant charge-transfer integrals

Fig. 6 Electron–phonon coupling maps and identification of phonon modes that are the most detrimental for charge transport in crystalline
modes of dinaphtho-thieno-thiophene (DNTT): (a) amplitudes σq of zone center phonon modes calculated at the PBE-D3/6–311G(2d,2p) level of
theory as a function of phonon wave number ω; (b) mode-resolved non-local electron–phonon coupling constants βc calculated at the PBE0/
def2-SVP basis level of theory; (c) corresponding mode-resolved fluctuation of the transfer integrals σc = σq βc; (d) eigenvectors of the most
important phonon modes. Adapted from ref. 94, Copyright 2019 the Authors, published by Wiley-VCH GmbH under the terms of the Creative
Commons Attribution 4.0 International License.
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and their dependence on the long-axis sliding coordinate.
Subtle chemical-engineering of the side chains, its
branching, substitution and incorporation of additional
active sites will affect mutual orientation of molecules in the
bulk, including also their mutual tilt angle, all impacting the
resulting charge transport characteristics.94

Following the same motivation to improve the charge-
carrier mobility via suppressing the dynamic disorder in
crystalline OSC, Sosorev et al. aimed at enforcing a more
beneficial packing motif of several families of molecular
crystals. A series of recent studies exploiting Raman
spectroscopy and first-principles modelling presents Raman
spectra and electron–phonon coupling in crystalline
benzothieno-benzothiophenes (BTBT),105 bisphenyl-
bisthiophenes (PTTP)108 or naphthalene diimides.112

Fig. 7a reprints a schematic tutorial of relationships
between the dynamic disorder and signals in Raman spectra
of selected solid OSC in the low-frequency region.105

Unsubstituted PTTP exhibits a rather uniform distribution of
the electrostatic potential with only vague maxima at its
phenyl termini (Fig. 7b).108 That favors a layered herringbone
packing motif of PTTP crystals dominated by weak dispersion
interactions, where each molecule has a long face-to-edge
contact with its closest neighbor, but minimum contact areas
with other proximate molecules in the remaining directions
(Fig. 7c). Both theory and experiment proved that this
arrangement imparts a low-frequency phonon at 30 cm−1

with a massive Raman intensity,108 which corresponds to a
libration mode around the short molecular axis of PTTP as
depicted in Fig. 7d. Sosorev et al. performed subsequent

quantum-chemical calculations of the electron–phonon
coupling which revealed a similar character of that particular
libration mode to the above mentioned killer modes.108

Incorporation of electron-withdrawing or electron-
donating moieties in the molecules active as OSC surely
alters the map of molecular electrostatic potentials. Fig. 7b
depicts how presence of methoxy moieties imparts important
minima and maxima of molecular electrostatic potential of
substituted MeO-PTTP-MeO.108 That largely fortifies the
capability of such molecule for stronger electrostatic
interactions and enables a brickwall packing motif of MeO-
PTTP-MeO crystals. Sosorev et al. found that the importance
of the packing change is twofold. Unlike unsubstituted PTTP,
each MeO-PTTP-MeO molecule experiences sufficiently large
contact areas with its multiple neighbors in the crystal lattice,
which opens a two-dimensional network for charge transport.
In addition, stronger interactions of MeO-PTTP-MeO blue-
shift frequencies of their lattice modes which propagates to a
generally lower extent of dynamic disorder.108

Sosorev et al. conclude that in addition to the sliding
phonon modes, there can be also other dynamic degrees of
freedom with detrimental potential for charge transport,
such as large-amplitude low-frequency libration modes when
molecules are packed in layers.108 Adverse effects of these
librations can be erased by a suitable chemical substitution
that alters the electrostatic potential map, fortifies
molecular interactions in the crystal lattice, enforces a
different crystal packing, and finally reduces dynamic
disorder of such crystals. There are also additional reports
justifying the multidimensional charge-transport topology in

Fig. 7 Schematic illustration of the dynamic disorder assessed via Raman spectroscopy in the low-frequency region: a) room-temperature Raman
spectrum for a representative of benzothieno-benzothiophenes (BTBT), reproduced with permission from ref. 105, Copyright 2021 Royal Society
of Chemistry; b) molecular electrostatic potentials around a representative of bisphenyl-bisthiophene core (PTTP, left) and its bismethoxy
derivative (MeO-PTTP-MeO, right);108 c) unit cells of crystalline PTTP and MeO-PTTP-MeO exhibiting layered and brickwall motifs, respectively;108

d) Raman intensities of low-frequency phonon modes calculated for crystalline PTTP and MeO-PTTP-MeO at the PBE-D3/6-31G** level of theory
with an inset representation of the most intense libration mode of PTTP.108 Parts b–d) adapted with permission from ref. 108, Copyright 2023
American Chemical Society.
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brick-wall packed crystals more resistant to detrimental
disorder effects.98

In order not to draw overgeneralized conclusions, the
complexity of dynamic disorder and its impact on OSC
performance can be illustrated with a recent very detailed
study by Vong et al.,113 addressing the hole mobility in
crystalline OSC with state-of-the-art experimental and
computational methods. Since vibrational optical
spectroscopies including Raman and infrared are inherently
limited by the optical selection rules to observe some phonon
modes, furthermore being capable to detect Γ-point phonons
only, inelastic neutron scattering is a superior approach to
detect phonon dispersion over the entire Brillouin zone.
Since the low-frequency lattice phonon modes are typically
prone to large dispersion effects, sampling the entire
Brillouin zone can have an important impact on modeling
the dynamic disorder in bulk OSC as well.113 Concurrently,
performing cheaper and more straightforward phonon
calculations at the Γ-point only can lead to significant loss of
information, and thus, to distorting the actual extent of the
dynamic disorder, as argued by Vong et al.113

Having performed extensive inelastic neutron scattering
experiments and expensive periodic DFT calculations of
phonon dispersion for a set of archetypal OSC, Vong et al.
were able to establish a benchmark of the accuracy of the
electron–phonon coupling and thence resulting hole
mobilities that rely either on Γ-point phonons only, or
explicitly assume the phonon dispersion.113 Based on a set of
six archetypal OSC, the non-local disorder coefficient σ was

shown to differ by 12% when the full phonon dispersion was
accounted for (with a predominant increase of the total
disorder).113 That propagates to a prevailing decrease of the
hole mobility when the phonon dispersion is included. Also,
with the exception of rubrene, assuming the full phonon
dispersion leads to more accurate hole mobilities.113

Fig. 8 reprints the computational results on hole
mobilities in crystalline BTBT.113 Such a detailed
investigation accounting properly for the phonon dispersion
reveals that there is not only a single phonon killer mode in
BTBT systems, but multiple translation, flexing and twisting
modes contribute to a similar extent to the total disorder
coefficient. Eigenvectors of these detrimental phonon modes
depicted in Fig. 8a also indicate that the presence of
heteroatoms, such as sulphur in BTBT, does not necessarily
lead to beneficial electron–phonon coupling. Due to the
relative weakness of the covalent C–S bonds, sulphur atoms
can exhibit large vibration amplitudes in BTBT crystals.113

On the other, hand Vong et al. confirm that suitable
substitution (here alkylation) leads to a more rigid locking of
the active molecular cores, to blue shifts of the respective
phonon modes, and thus to lower amplitudes of the sulphur
atoms (Fig. 8b). An analysis of the spectral density of
electron–phonon coupling, rigorously obtained assuming the
phonon dispersion, amplitudes of individual phonon modes,
and electronic structure of the solid enables to identify all
the possible adverse phonon modes (Fig. 8c).113

Finally, Fig. 8d shows that assuming the full phonon
dispersion leads to a more significant drop of the total disorder

Fig. 8 Overview of charge transport in crystalline benzothieno-benzothiophene (BTBT):113 a) phonon modes identified to be the most detrimental
in unsubstituted BTBT, eigenvectors shown on the two molecules included in the primitive unit cell; b) the lowest-frequency phonon mode with
large contribution to disorder in alkylated C8-BTBT; c) normalized spectral density of electron–phonon coupling S(ω)/J overlaid with respective
inelastic neutron scattering spectrum (INS) for BTBT and C8-BTBT, vertical lines indicate selected detrimental phonon modes shown in a and b); d)
non-local dynamic disorder calculated in ref. 113 using Γ-point phonons only (σΓ) or phonon dispersion over the entire Brillouin zone (σFBZ); e)
comparison of hole mobilities calculated ref. 113 using the two phonon models (μΓ and μFBZ) with experimental values.113 Parts a–c) adapted with
permission from ref. 113, Copyright 2022 American Chemical Society.
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in alkylated C8-BTBT than in unsubstituted BTBT, which in
turn propagates to more accurate predictions of hole mobilities
when the full dispersion model is used (Fig. 8e). Note that the
reported experimental hole mobility for BTBT is distorted by its
too large contact resistance.113 Without that knowledge, using
this experimental value as a proper reference could result in
severe misinterpretations of the computational performance,
which also illustrates the need for using low-uncertainty
reference data for benchmarking of first-principles
computational methodologies.

Vong et al. conclude that it is important not only to
develop rapid methods for screening of OSC properties and
of the performance of novel theoretical materials. One should
also pay attention to subtle phenomena, such as phonon
dispersion that may appear at the first sight as minor
corrections to the overall disorder, but their real significance
becomes obvious only after careful extensive benchmarking
and adoption of state-of-the-art methods.113

Furthermore, there is another very recent study adopting
finite-displacement Boltzmann transport theory to reveal also
multiple high-frequency intramolecular ring-breathing
phonon modes in tetracene as the most detrimental factors
reducing charge-carrier mobility.114 Omitting the high-
frequency region thus can cause severe misinterpretations of
charge transport phenomena in some cases.

Interestingly, such an adverse impact of the dynamic
disorder on charge-carrier mobility is not ubiquitous in OSC.
In low-mobility OSC, such as merocyanine derivatives with
larger band gaps, charge transport has to rely on a hopping
mechanism.100 Holes or electrons then transit between states
localized at neighboring molecules in the bulk structure with
a certain limited rate. Merocyanine crystals adopt either a

columnar packing motif predominantly limiting the hole
hopping to one-dimensional intracolumnar channels, or
brick-wall packing which allows for a multi-dimensional
charge-transfer topologies.115

Existence of suitable phonon modes in such low-mobility
OSC may significantly improve this hopping rate, and thus also
the charge-carrier mobility.95 Gildemeister et al. investigated
the impact of dynamic disorder on charge transport in multiple
materials based on the merocyanine platform.100 Fig. 9a and b
shows molecular and crystal structure of a merocyanine
species, containing an indole-based donor unit and a cyanated
thiazole acceptor unit, packed in displaced π–π stacked layers
forming columnar dimers that enable the most efficient hole
hopping (Fig. 9c).100

Assuming a static crystal structure, Gildemeister et al.
quantified the transfer integral Jij relevant for hole hopping
within the most important columnar dimer to be only 16 meV
using the ωB97X-D/6-311G** level of theory.100 However,
performing a classical molecular-dynamics simulation to
sample the thermal motion of molecules in the crystal, and
subsequent quantum-chemical calculations using the ZINDO/S
method revealed the width of Jij distribution due to thermal
motion. Fig. 9d reprints the results of Gildemeister et al.
showing that the mean value of thermalized Jij is more than
doubled when compared to the static crystal model.100 Such an
increase largely augments (by a factor of 12) also the simulated
hole hopping rate in the intracolumnar direction defined by
the respective merocyanine dimer. It is not surprising then that
when such a beneficial impact of the dynamic disorder on hole
hopping is assumed in only one direction, the charge-transport
will respond in changing from the nearly isotropic three-
dimensional (disorder neglected) to strictly one-dimensionally

Fig. 9 Modelling the hopping rate of holes in a merocyanine derivative composed of a butylated donor unit and tert-butylated acceptor unit
denoted nbu,tbu-D2A1: a) molecular structure; b) schematic view of the crystal structure with the most significant hole transport channels; c) an
intracolumnar dimer labelled A; d) thermalized distribution of the transfer integral Jij relevant for hole hopping within the dimer A; e) hole
trajectories in a three-dimensional hopping topology simulated in 1000 kinetic Monte Carlo simulations neglecting the disorder; f) hole trajectories
simulated assuming the dynamic disorder related to dimer A. Adapted with permission from ref. 100, Copyright 2024 the Authors, published by
Royal Society of Chemistry under the terms of the Creative Commons Attribution 3.0 Unported License.
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oriented, as illustrated in Fig. 9e and f by hole trajectories
obtained from kinetic Monte Carlo simulations.100

In addition to the dynamic disorder, there is also an
option of the nuclear motions being appreciably slower than
those of the charge carriers, leading to a static character of
the disorder.86 Variations of local electrostatic and induction
interactions also shift energy levels of the charge carriers in
OSC which affect the site energy distribution that impacts in
turn the charge-carrier mobility. The static energetic disorder
generally has a detrimental impact on the charge transport in
organic semiconductors,87,100,106 especially when
manufactured in thin layers.96

5. Discussion

Note that in the context of OSC, mere thermal oscillations
of atoms around their equilibrium positions in the bulk
structure are considered as a disorder source due to the
high sensitivity of any electronic properties to subtle
crystal-structure variations. Concerning API or other types
of molecular crystals, however, existence of distinct
configurations of the unit cell, or crystal archetypes that
can continuously and rapidly transit one to another is
required to label a general molecular crystal to be
dynamically disordered.

There is, however, a clear link interconnecting the
highlighted efforts in all three application fields. The ability
to assess the atomic amplitudes due to individual phonon
modes and to sample related potential energy surfaces is
crucial to understand material properties, either
thermodynamic or optoelectronic. Performing first-principles
calculations of phonon dispersion is very expensive for
complex crystals of large molecules, but it can prove worth
the effort when polymorphism, massive anisotropy of the
crystal and its inner dynamics occur. In those cases, relying
only on the cheaper calculations of Γ-point phonon
frequencies (or equivalently too small supercells) may
correspond to discarding important pieces of information
about the inner dynamics within the material, which can in
turn lead to computational misinterpretations. Provided that
material behavior is governed not only by its lattice phonon
modes, but also by stiffer intramolecular modes related to
conformations of cyclic molecular segments, one should pay
attention to significantly broader ranges of phonon spectra.

All these considerations should obviously turn one's
attention to the questions of feasibility and applicability
limits of the underlying fist-principles calculations. For an
efficient computational protocol, a multi-potential approach
seems as a reasonable or even inevitable choice. Cheaper
methods (semi-empiric DFTB or low-tier DFT) suitable for
optimizing geometries and calculating phonons of large
numbers of crystal archetypes or disorder components can
be combined with more accurate methods (hybrid DFT or
ab initio wavefunction theories) focusing on refinements of
the electron structure, molecular interactions or other
specific related properties that can be derived from

modeling smaller clusters of molecules extracted from the
periodic crystal structure.

6. Conclusion

Current article highlighted the significance of dynamic
disorder in molecular crystals across various application
areas. Computational strategies and their recent
achievements were pointed out in the context of barocaloric
materials for heat management, active pharmaceutical
ingredients and organic semiconductors. While the dynamic
disorder can be actively sought and promoted by research
for certain applications (barocalorics), it can present
additional risk factors in development and approval process
(API), or even be a completely detrimental phenomenon that
needs to be largely suppressed (high-conductivity OSC).
Computational methods addressing phonons and
conformational dynamics in the solid state, relying either
on classical molecular-dynamics, or on quantum-chemical
DFTB or even DFT theories, have matured to a state that
their results nicely complement experimental findings.
Computations then usually enable to focus and interpret
potential energy surfaces related to internal dynamic
degrees of freedom, to assess related atomic amplitudes,
and to separate contribution from individual functional
group and molecular segments to the total dynamic
disorder in molecular crystals at finite temperatures. Such a
state of the art indeed renders computational chemistry
extremely important in material design in various fields.
Despite this optimistic perspective, future development of
computational methods needs to focus on extending the
computational affordability and feasibility of first-principles
modelling of the dynamics to significantly larger systems
that frequently arise in real API or OSC applications. Finally,
an interdisciplinary approach, including diverse
computational, crystallographic, spectroscopic and
calorimetric techniques is important to tackle
polymorphism and dynamic disorder, especially when
gradual order–disorder phase transitions take place, as a
complete understanding of these phenomena may require
observations at various time-scales and spatial resolutions.
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