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Global analysis of sedimentation velocity

data sets from multiwavelength analytical
ultracentrifugation experiments using enhanced
regularisation techniques

b and Johannes Walter () *-¢

Christina Spruck, (2@ Lukas Pflug
Multiwavelength sedimentation velocity analytical ultracentrifugation experiments are a powerful tech-
nique for the simultaneous analysis of the hydrodynamic and optical properties of macromolecules and
particles in solution. A fast and accurate analysis of these data sets is an important prerequisite for further
investigation of the disperse and spectral properties of the sample, such as the examination of the struc-
ture—property function of nanoparticles or the spectral properties of mixtures with multiple species
having different extinction or emission values. Various strategies exist for the analysis of these data sets.
However, the techniques and tools presented here significantly extend the current analysis methods,
since they enable a global analysis of multiwavelength data sets based on a direct boundary modelling
approach that can be performed on a standard desktop computer. The distributions of sedimentation
coefficients can be regularised in the sedimentation coefficient dimension, whereby the dependency of
the regularisation parameter on the wavelength is taken into account. Furthermore, the method enables
regularisation of the determined sedimentation coefficient distributions in the wavelength dimension,
which avoids the distribution broadening due to regularisation in the sedimentation coefficient dimension.
Consequently, the distribution can be determined with higher precision, particularly for narrowly distribu-
ted samples. Additionally, the frictional ratio or the partial specific volume can be determined based on a
global fit that considers not just one wavelength but rather incorporates a selected range of wavelengths,
thereby providing an increased accuracy of the determined parameter, especially for samples with mul-
tiple species having different wavelength-dependent extinction coefficients. Our tool and the algorithms
implemented were tested and validated using synthetic data sets with known input parameters. Finally,
the possibilities arising from the global multidimensional characterisation of dispersed systems are
demonstrated for experimental data for several proteins as well as silver and gold nanoparticles. In
addition, comparisons are made to state-of-the-art AUC data analysis software.

allows for the analysis of size, shape, mass, density, and com-
position, as well as the underlying distributions of the

Analytical ultracentrifugation (AUC) is a versatile analytical
technique capable of investigating a wide range of analytes.
These include biological materials such as proteins or DNA'™
as well as synthetic polymers and inorganic nanoparticles®”
with a size range extending from subnanometer to several
micrometers, depending on the density of the material. AUC
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sample.>'® Compared to well-established analytical methods
such as electron microscopy or scattering techniques, AUC has
several significant advantages. Firstly, an AUC analysis pro-
vides excellent statistics, the lack of which is a common draw-
back of microscopy techniques, and highly accurate sedimen-
tation coefficients (and hence the size distribution of the
sample) can be obtained.'' Secondly, the analysis of broadly
distributed samples is possible using AUC, since this method
couples the separation in a centrifugal field with a spectro-
scopic detection of the analyte.'> A further significant advan-
tage of AUC, particularly in the context of biological samples,
is its capacity to examine the analytes in solution. As a conse-
quence, the method allows for the investigation of analytes in
their natural environment, thereby preventing artefacts from

Analyst, 2025, 150, 5147-5165 | 5147


http://rsc.li/analyst
http://orcid.org/0009-0009-6871-8581
http://orcid.org/0000-0001-8001-5832
http://orcid.org/0000-0002-5457-4232
http://crossmark.crossref.org/dialog/?doi=10.1039/d5an00793c&domain=pdf&date_stamp=2025-11-12
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5an00793c
https://pubs.rsc.org/en/journals/journal/AN
https://pubs.rsc.org/en/journals/journal/AN?issueid=AN150023

Open Access Article. Published on 09 October 2025. Downloaded on 2/19/2026 10:34:42 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper

interfering with the analysis due to further sample proces-
sing.® In addition, AUC is a first-principles technique,'® and
thus the measurement of the characteristics of the analyte is
based directly on fundamental physics, without further
assumptions required. In this, AUC can measure the absolute
molar mass and size of molecules or particles in solution.'*
Thus, AUC is a powerful and accurate method for investigating
biomolecules such as proteins and DNA. Although its appli-
cation is less widespread, it is also an excellent technique for
analysing nanoparticles and colloids.">"®

A further significant development in this framework is mul-
tiwavelength AUC (MW-AUC), in which the optical extinction
or emission properties of the analyte can be investigated sim-
ultaneously with the hydrodynamic properties.”'”?° As a
result, it is possible to obtain the optical properties of each
species individually."””?" Furthermore, with MW-AUC it is also
possible to discriminate between species on the basis of their
optical properties, even if their hydrodynamic properties
overlap.”” Another advantage is that the signal-to-noise ratio
(SNR) increases with the square root of the number of obser-
vations. It should be noted that this is only true for wave-
lengths with similar SNR. So, only wavelengths with significant
extinction of the analyte(s) should be considered to enhance
the SNR.'7191

MW-AUC is a powerful tool for the multidimensional
characterisation of nanoparticle ensembles. In particle techno-
logy, it is well-known that the structure of nanoparticles,
described by physical and dispersed parameters of the
material, influences their final properties.>®>* These para-
meters can, for example, be the size, shape, surface, or compo-
sition of the nanoparticles.>® Since MW-AUC permits the ana-
lysis of the optical and hydrodynamic properties at the same
time, it is able to connect the structure of the nanoparticles in
a sample to their optical properties. For example, the two-
dimensional (2D) size distributions of gold nanorods® or gold
bipyramids®” can be determined by MW-AUC, since the sedi-
mentation and intrinsic molar extinction properties are both
dependent on the shape of the nanoparticles. For silver
patches on colloidal silica particles, the coverage and thick-
ness of the patches can be measured.”® The composition and
size of gold-silver alloy nanoparticles can be retrieved simul-
taneously using MW-AUC.>®

However, the ability to analyse MW data sets is still limited,
since MW-AUC is a rather new technique, and the large
amount of data collected in such experiments results in com-
putationally intensive tasks.”’ Currently, only two analytical
tools for data sets from MW-AUC sedimentation velocity (SV)
experiments are available. First, the apparent distributions of
sedimentation coefficients can be determined using the
model-free time derivative (DCDT) approach in SEDANAL."
Second, UltraScan3 provides analytical approaches such as the
van Holde-Weischet (VHW) method or the 2-Dimensional
Spectrum  Analysis (2DSA), Parametrically Constrained
Spectrum Analysis (PCSA) or Genetic Algorithm (GA) models to
determine the diffusion-corrected distributions of sedimen-
tation coefficients.®*' The individual advantages and disad-
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vantages of these models are discussed in more detail in the
following section. To extend the evaluation methods for
MW-AUC data sets, we developed a tool that permits a fast and
highly efficient global analysis using a standard desktop com-
puter. The main disadvantages of the MW-AUC, the time and
cost-intensive analysis, are thereby eliminated, thus offering
new possibilities for multidimensional characterisation of
complex colloids.

2 The fundamentals of analytical
ultracentrifugation

In principle, all AUC experiments are based on the spectro-
scopic detection of the movement of the analytes in a centrifu-
gal field. In SV experiments, a sample is subjected to a station-
ary centrifugal field created by the constant angular velocity of
the centrifuge rotor over the time of the experiment. However,
it is also possible to conduct an SV-AUC experiment with
different rotor speeds during the various stages of a single
experiment. Thus, the centrifugal field may vary over the
course of the experiment for this specific type.?°™* The cen-
trifugal force acting on the analytes can be up to 250 000 times
the value of Earth’s gravity, causing the molecules or particles
to sediment or float according to their size, shape, and
density. The sedimentation pattern is also influenced by the
diffusion properties of the analyte. This can be measured as
sedimentation boundaries, which are defined as the front
between the sedimenting analytes and the remaining, analyte-
free, buffer. Consequently, the observed sedimentation bound-
aries, more precisely their slope and movement over time,
describe the diffusional and sedimentation transport of the
analyte. Therefore, an SV experiment enables the determi-
nation of size and shape as well as the underlying distribution
of a sample.®'>?3

The hydrodynamic properties of the investigated sample
are described by the sedimentation coefficient s, which nor-
malises the sedimentation velocity u of the analyte by the cen-
trifugal acceleration, calculated from the angular velocity w
and the radial position r:

u

5= (1)

w’r

Since the hydrodynamic properties of the analyte are also
influenced by its diffusion, the sedimentation coefficient can
be related to the diffusion coefficient D by the Svedberg
equation, where M is the molar mass of the analyte, pg is the
density of the solvent, 7, is the partial specific volume of the
analyte, R is the universal gas constant, and T is the tempera-
ture during the AUC measurement:

i M(l — psl;a)

— e @

D RT

The diffusion coefficient itself can be calculated using the
Einstein equation based on the universal gas constant, the

This journal is © The Royal Society of Chemistry 2025
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temperature, the Avogadro number N,, and the friction coeffi-
cient f of the investigated molecule or particle:

D=— (3)

For creeping flow, which is ensured during an AUC
measurement, the friction coefficient is described by the
Stokes equation, where 5 is the dynamic viscosity of the
solvent and xg is the hydrodynamic diameter of the analyte:

S = 3mnxy (4)

Hence, the hydrodynamic diameter is the equivalent dia-
meter of a sphere with the same diffusion properties as that of
the analyte. The influence of shape can then be described by
the frictional ratio, which is a function of shape as it relates
the hydrodynamic diameter to the diameter of a volume-equi-
valent sphere xv:

S _xu

foo xy

By combining the balance of forces on a particle in a cen-

trifugal field and eqn (1), (3), (4), and (5), the following

equation is obtained that allows the diffusion coefficient of an

analyte to be calculated based on its sedimentation coefficient,
frictional ratio and partial specific volume:

(5)

-1

D(s%}) =RT[2(a ' — ps)}% 18s5NAn<jf—;n)% (6)

During an SV experiment in a sector-shaped cell, the
change in concentration C over time ¢ can be described by
Lamm’s partial differential equation, which takes into account
both the flux due to sedimentation as well as the flux due to
diffusion:**

oc_ 9
ot ror

[C‘wzsr2 —Dr g—ﬂ (7)

For spherical particles, the diameter x can be calculated
based on the sedimentation coefficient, the viscosity and
density of the solvent, and the partial specific volume of the
particle:

1815 12
o [5)
Va = — Ps

AUC measurements have several sources of error, resulting
in noise in the obtained data. The noise can be divided into
systematic and random noises. Systematic noise refers to time-
invariant (TI) and radial-invariant (RI) noise.**® An example
source of TI noise would be scratches on the windows of the
measurement cell. The contribution of the TI noise is constant
over time but differs for each radial position. RI noise, in con-
trast, is constant for each radial position of the scan but varies
over the duration of the measurement. A possible source of
this type of noise would be fluctuations in the intensity of the
lamp over the course of the experiment. A third factor is the
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random noise resulting from the light source and detection
electronics used in AUC. This contribution is most often
Gaussian distributed and differs for each radial position and
time point.”” The occurrence of these noise contributions
must be taken into account during the evaluation of an AUC
data set to circumvent influences on the results.

There are a number of different approaches to the evalu-
ation of SV experiments. The methods can be divided into
model-free and model-based approaches. The advantage of
model-free approaches such as the vHW method and the
DCDT method is that these are fast and not computationally
intensive, and no prior knowledge about the sample is
needed. The vHW method has the advantage that it considers
the diffusion of the analyte and therefore determines the dis-
tribution of the diffusion-corrected cumulative sedimentation
coefficient. However, this method does not consider the TI or
RI noise, factors that will affect the calculated distribution.?®
The DCDT method, in contrast, has the advantage that it
accounts for the TI noise, but it has the disadvantage that it
does not consider the diffusion of the analysed sample and
thus determines the apparent sedimentation coefficient distri-
bution.>® The second group, comprising the model-based
approaches, considers both TI and RI noise, leaving only
random noise for the calculation of the sedimentation coeffi-
cient distribution,*® thereby circumventing the influence of
systematic errors due to noise. These methods are based on a
direct boundary modelling (DBM) approach of SV data sets from
AUC experiments. Since the calculation of the sedimentation
boundaries depends on the meniscus (and bottom) position,
depending on the model, these positions can also be fitted to
achieve the best possible solution. Within this group there are
two different approaches. The Is-g*(s) method does not consider
the diffusion of the sample, and therefore does not require
specific prior knowledge of the partial specific volume or the
shape of the sample or properties of the solvent.*’ The ((s)
method implemented in Sedfit'> or the 2DSA,** PCSA** or GA™
methods implemented in UltraScan3 determine the diffusion-
corrected sedimentation coefficient distributions based on the
solution of the Lamm equation. These models require prior
knowledge of the sample and solvent and assume ideal sedimen-
tation in most cases. The Is-g*(s) and c¢(s) models will be
explained in more detail later, as they form the basis for the
DBM algorithms implemented in this work.

The global analysis of SV data sets from MW-AUC experi-
ments is computationally intensive, as the data sets to be ana-
lysed are very large. A data point from a typical single-wave-
length (SW) SV-AUC experiment is already in the form of a
three-dimensional (3D) vector of time, radial position, and
associated extinction, with several tens of thousands to hun-
dreds of thousands of data points in a typical data set.
MW-AUC adds a fourth dimension to these data sets, as all
data points from a SW SV-AUC experiment are now collected
for hundreds of wavelengths, resulting in millions of data
points to be analysed.”*

Currently, only a few analysis methods are available for SV
data sets from MW-AUC experiments,'”*"*® and each has its
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own advantages and drawbacks. In UltraScan3, the analysis of
MW SV-AUC experiments is implemented using different
model-based approaches, thus providing accurate distributions
of the sedimentation coefficients in many cases with high
resolution and advanced analysis tools. However, such
implementations require supercomputing resources®>!*%*7
and in-depth knowledge by the operator. The DCDT method as
a modelfree approach for MW SV-AUC data sets is
implemented in SEDANAL.'” This program offers the advan-
tages of model-free analysis methods, including greater simpli-
city and fast analysis that can be performed on a standard
desktop computer. However, the DCDT method cannot handle
RI noise, and it can only calculate the apparent sedimentation
coefficient distribution as described above.'”*® For many
macromolecules and nanoparticles, this results in diffusional
broadening of the derived distributions, and determination of
frictional ratios or partial specific volumes is not possible.

To provide a tool for the easy and rapid model-based ana-
lysis of MW SV-AUC experiments on a standard desktop com-
puter, we developed the stand-alone MATLAB-App HDR-SVFIT
(High Dynamic Range - Sedimentation Velocity Data FITing).
The program allows for the global and simultaneous analysis
of SV data sets from MW-AUC experiments for all measured
wavelengths, and the analysis can be run within a short period
of time on standard equipment. The details of this method are
described in more detail in the following section.

3 Methods

3.1 Direct boundary modelling

In the tool presented herein, the SV data sets are evaluated
using model-based methods, with a choice between the 1s-g*(s)
and ¢(s) approaches. A significant advantage of these methods
is that systematic noise can be taken into account; the noise
vectors can be determined, and thus excluded from the calcu-
lation of the sedimentation coefficient distribution as outlined
in.*® In principle, both methods try to fit the measured sedi-
mentation boundaries with calculated sedimentation bound-
aries based on various approaches. Both methods are based
on solving a Fredholm integral equation of the first kind:

g0) = jf(x) K(x.y) dx (9)

The kernel k(x, y) depends on the evaluation method used,
as described in more detail in the following sections. For the
analysis of SV data sets, the term g(y) corresponds to the
signals measured during the AUC experiment, and the
unknown function f(x) represents the sedimentation coeffi-
cient distribution. The solution of these Fredholm integral
equations is based on an inversion of the integral equation fol-
lowed by solving the resulting system of equations by matrix
algebra, since the continuous integral in the algorithm is dis-
cretised via a Riemann sum.

Since the tool establishes a global analysis method for SV
data sets of MW-AUC experiments, the integral equation is
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solved simultaneously for all measured wavelengths using
matrix algebra within several seconds on a standard desktop
computer, thus significantly reducing the time required for a
global analysis.

3.1.1 The Is-g*(s) model. Schuck et al. developed a method
to determine the apparent non-diffusion corrected sedimen-
tation coefficient distribution based on a least-squares model-
ling of the sedimentation boundaries (Is-g*(s)).*" This
approach is based on the DCDT method developed by Stafford
et al.,*® which handles intrinsically produced TI noise in SV
data sets. However, the 1s-g*(s) method has the advantage that
it also considers RI noise, as outlined in ref. 36, and that it can
consider all recorded sedimentation profiles for data analysis,
which is not the case for the DCDT method, which should
only be performed on a selected subset of scans.

The apparent sedimentation coefficient distribution g*(s, 1)
can be determined as follows:

e(r.t,1) =~ J g*(5,0) U(s,r,0) ds (10)
where e(r, t, 1) denotes the optical extinction or emission
signal measured at the radial position r, time ¢, and wave-
length A. U(s, r, t) is the kernel of the integral equation and
describes the temporal and spatial sedimentation behaviour of
a non-diffusing species as a step function® with a sedimen-
tation coefficient s in the centrifugal field created by an
angular velocity @ of the rotor, considering the meniscus posi-
tion r, and the radial dilution due to the sector shaped cells
used during an SV experiment:

w?st
Us,r,t) = e 2% x { 0 forr<rme (11)

1 else

Eqn (10) can be solved as an optimisation problem by an
inversion of the integral equation, whereby it is transformed
into a linear least-squares problem, which can then be solved
by matrix algebra.

As previously mentioned, the major advantage of the Is-g*
(s) method is that it does not require prior knowledge about
the analysed sample, and it is fast, since only a system of
linear equations needs to be solved. However, it is important
to note that this method has certain limitations. As it does not
take into account the diffusion of the analyte, the calculations
return the apparent sedimentation coefficient distribution.
This distribution can be artificially broadened due to
diffusion, which can introduce inaccuracy into the particle size
analysis, especially for small analytes. As a model-based
approach, the method assumes ideal sedimentation. Hence,
non-ideality effects and noise contributions, which cannot be
properly treated by the algorithm, can result in erroneous
results. However, especially for large analytes with high sedi-
mentation coefficients where diffusion can be neglected, this
is a very fast and suitable analysis approach to determine par-
ticle size distributions.

3.1.2 The ¢(s) model. The ¢(s) method can be used to calcu-
late the diffusion-corrected distribution of the sedimentation

This journal is © The Royal Society of Chemistry 2025
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coefficient of the sample.*” This method considers the
diffusion of the analysed sample, as it is based on the solution
of the Lamm equation, L(s, r, ¢), as the kernel for the integral
equation:

e(r,t,A) = Jc(s,l)L(s, r.t)ds (12)
where ¢(s, 4) is the diffusion corrected sedimentation coeffi-
cient distribution. This avoids artificial broadening of the sedi-
mentation coefficient distribution due to the diffusion of the
analytes, as is the case for the 1s-g*(s, 1) model.

However, the solution of the Lamm equation requires a
number of input parameters to be solved, and thus prior
knowledge of the sample analysed and the solvent is necessary
to perform a ¢(s) analysis. Since the diffusion coefficient is cal-
culated based on eqn (6), for the solution of the Lamm
equation, the density and viscosity of the solvent, the partial
specific volume of the analyte, and the frictional ratio of the
analyte are required.

Additionally, the calculation of the solution of the Lamm
equation, the kernel of the integral equation, is computation-
ally more challenging than the calculation of the kernel for the
Is-g*(s, A) method. The reason for this is that it must be calcu-
lated via finite element methods (FEM), since the Lamm
equation, as a partial differential equation, can only be solved
numerically. Claverie et al.*® used hat functions on a radially
and temporally equidistantly discretised grid for the FEM
modelling of the solution of the Lamm equation. Further
developments have included using adaptive non-equidistant
grids in the radial dimension to gain a highly accurate solution
in a short period of time.”*™> Since a high £ ratio is numeri-
cally more difficult to simulate, the radial steps are calculated
based on the spread of the steepest boundary and increase
over the length of the column.>® This approach is
implemented in the developed tool. In the temporal dimen-
sion, an equidistant grid with small time steps is chosen for
now.

If only an estimate exists for the partial specific volume or
the frictional ratio of the analyte, it is possible to fit one of
these parameters. This is realised by minimising the root
mean squared deviation (RMSD) between the calculated solu-
tion and the measured optical signal. Since the solution of the
Lamm equation is also dependent on the meniscus and
bottom positions, it is also possible to fit these, again by mini-
mising the RMSD.

If an MW SV-AUC data set is evaluated, there are two ways
to fit the parameters of the analytes. First, the fitting can be
done for one specific wavelength with the maximum measured
signal in the linear range of the detector. For extinction data,
wavelengths with a signal above one are excluded, since the
SNR decreases significantly due to the decreasing light inten-
sity measured by the spectrometer, which can lead to false
values of the fitted parameters. Second, it is possible to
conduct a global fitting of the parameters for all selected wave-
lengths in the analysis. In this case, the RMSD between the
measured signal for the selected wavelengths and the calcu-
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lated solutions based on the Lamm equation will be
minimised.

Especially for systems with multiple species having
different wavelength-dependent extinction coefficients, con-
ducting a global fit can lead to improved accuracy in the esti-
mated parameters, since for all species data with a sufficient
amount of extinction can be considered. Since the solution of the
Lamm equation depends on the frictional ratio and the partial
specific volume of the analyte, for a sample with two or more
species with different properties, the difference between these
parameters must be considered to avoid artefacts during the data
analysis. Up to six species with different frictional ratios and/or
partial specific volumes can be considered for pre-defined ranges
of the sedimentation coefficients. These ranges are then com-
bined into a concatenated sedimentation coefficient dimension
for the analysis. However, it should be noted that an increasing
number of species can lead to larger inaccuracies in the fitted
parameters. Moreover, conducting a global fit will require more
computational effort, since the sedimentation coefficient distri-
bution has to be calculated for each iteration (with potentially
multiple parameters to be fitted) and for all selected wavelengths,
which needs more computing time.

3.2 Regularisation of the sedimentation coefficient
distribution

Although the TI and RI noise can be determined and thus
excluded by using the DBM method to analyse the SV data
sets, the random noise remains in the measured extinction or
emission data. Therefore, regularisation is required to
enhance the stability of the calculated solutions for the sedi-
mentation coefficient distributions. This is necessary, as the
calculation of the distributions is mathematically an ill-posed
inverse problem, since the difference between the calculated
solution and the measured signal can never be zero due to the
noise in the measured signal.**>® Otherwise, without regular-
isation, the noise can lead to artificial fluctuations in the cal-
culated sedimentation coefficient distribution.

There are several different methods that can be employed
to regularise the calculated solution of the sedimentation
coefficient distribution. The most common methods are the
regularisation in the sedimentation coefficient dimension by
the second derivative (Tikhonov-Phillips)*”*® or by maximis-
ing the entropy.””® For SV data sets of MW-AUC, an
additional approach featuring a regularisation of the solution
in the wavelength dimension is derived and demonstrated
here for the first time.

3.2.1 Regularisation in the sedimentation -coefficient
dimension. Two different implementations are available for
the regularisation in the sedimentation coefficient dimension,
the Tikhonov-Phillips regularisation and the maximum
entropy regularisation.

The Tikhonov-Phillips regularisation method involves the
regularisation of the solution by the second derivative of the
distribution with respect to the sedimentation coefficient,
thereby minimising the curvature of the sedimentation coeffi-
cient distribution.*® This results in a minimisation problem
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http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5an00793c

Open Access Article. Published on 09 October 2025. Downloaded on 2/19/2026 10:34:42 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper

depending on the model used to analyse the data set (see
Section 3.1) for y; > 0:

min {JH [e(r7 t,A) — Jg"(s,/l) u(s,r,t) ds] Zdr ded

g*(s,4)

+ ﬂh(ﬂ) {%} st d/l} "
I}él{)l{m [e(r, tA) — Jc(s,/l)L(s, r,t) ds} 2dr dedi .

+JIJ/1(/1) {820(8 )} ds d/l}

Since the Tikhonov-Phillips regularisation is based on the
second derivative with respect to the sedimentation coefficient,
it enforces a smooth distribution; this leads to an enhanced
broadening of the calculated distribution, in particular for
monodisperse or paucidisperse samples. the
maximum entropy regularisation does not assume a smooth
distribution, as it is based on the entropy of the distribution
derived from information theory.®* The sedimentation coeffi-
cient distribution is subsequently calculated depending on the
selected model used to analyse the data set (see Section 3.1)
for y; > 0:

In contrast,

mln{m [ rt,A) Jg*(s,/l) U(s,r,t) ds] 2drdtd/l

(15)
J[;/l )g*(s,4) In [g*(s i)]dsdxl}

mln{ [ (r,t,4) Jc(s,i)L(s,r,t)dsrdrdtdi o

+ ﬂyl () c(s,4) In [c(s, A)] ds d/l}

The maximum entropy regularisation approach is based on
the Shannon entropy, which assumes an equal probability for
each sedimentation coefficient.”® A notable disadvantage of
this method is that the regularisation term is highly non-
linear, resulting in the calculation of the sedimentation coeffi-
cient distribution being quite computationally intensive and
consequently requiring significantly more time than the
Tikhonov-Phillips regularisation, in particular for MW SV-AUC
data sets.

Naturally, both regularisation approaches will result in a
higher RMSD of the calculated solution and the measured
signal compared to a non-regularised solution.>’
of increase depends on the chosen value of the regularisation
parameter y;. The increase in RMSD can be related to a prob-
ability value in the F-statistics, and thus the regularisation
parameter is iteratively determined for a measured signal of a
specific wavelength via the F-statistics and a chosen confidence
level to obtain a statistically reliable fit.®*

3.2.2 Regularisation in the wavelength dimension. An
inherent drawback of the regularisation in the sedimentation
coefficient dimension is that it leads to a broadening of the

The amount
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sedimentation coefficient distribution. However, for MW-AUC
data sets this can be avoided by regularising the 2D sedimen-
tation coefficient — wavelength distribution in the wavelength
dimension. Since an emission or extinction spectrum is always
continuous, a Tikhonov-Phillips regularisation of the optical
spectrum is an appropriate choice. In this case, the calculated
solution is regularised by the second derivative of the distri-
bution with respect to the wavelength.

Therefore, the sedimentation coefficient distribution can be
determined depending on the model chosen for evaluation
(see Section 3.1) for y, > 0:

;r(lsl%{ﬂ[ {e(r, t,A) — Jg*(s, A U(s,r,t) ds} 2dr deda -

+ ﬂyz {%} ds di}
1;1(11}’)1{"]]‘ {e(r7 t,A) — Jc(s,/l) L(s,r,t) ds] 2dr dedA -

0*c(s, 4)
+J]y2{ BYP } ds d/l}

As the impact of the regularisation parameter y, scales with
the spectral resolution of the analysed MW SV-AUC data set,
the regularisation parameter is automatically determined
based on the spectral resolution of the evaluated data set.

3.2.3 Simultaneous regularisation in the sedimentation
coefficient and wavelength dimension. Both regularisation
approaches can be combined to analyse the data set depend-
ing on the chosen model (see Section 3.1) and the chosen
regularisation approach in the sedimentation coefficient
dimension (see Section 3.2.1) for y;, y, > 0:

min {JH {e(r, t,A) — Jg*(s, A)U(s,r,t) ds} 2dr deda

i
+[ne [ - ]+yz[ )}dcu} (19)
mip{ [ - e srtdrdrdm
[ [Fast) [P >rdsdl} (20)
g im0 [8%71(8@} | dﬂ} (1)
min [ [0~ it aracas i

+ J[yl (A) c(s,4) In[c(s, )] + 7, {%} st d/l}

Thus, the calculated distribution is simultaneously regular-
ised in the sedimentation coefficient and wavelength dimen-
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sion. However, note that at the moment only a simultaneous
regularisation in the sedimentation coefficient dimension and
in the wavelength dimension is possible in our tool for a
Tikhonov-Phillips approach (eqn (19) and (20)) due to the
limited number of solvers capable of handling the highly non-
linear systems of equations for the maximum entropy
regularisation.

The regularisation parameter in the sedimentation coeffi-
cient dimension y; is determined as previously described. The
increase in RMSD due to the regularisation in the sedimen-
tation coefficient dimension with a certain value of y; com-
pared to the non-regularised solution is related to a probability
value in the F-statistics for a given confidence level. It is impor-
tant to note that the value of the regularisation parameter y, is
determined without regularising the distribution in the wave-
length dimension, since this would also influence the RMSD.
The regularisation parameter for the wavelength dimension y,,
as described above, must be determined based on the spectral
resolution of the evaluated data set.

By combining the regularisation in the sedimentation
coefficient and wavelength dimensions, a lower confidence
level can be chosen for the sedimentation coefficient dimen-
sion if a regularisation in the wavelength dimension alone is
not sufficient to suppress artefacts in the obtained distri-
bution. Thus, the artificial broadening of the sedimentation
coefficient distribution can be reduced as much as possible.

3.3 Generation of synthetic data sets

Synthetic data sets were used to validate the developed tool
and the implemented algorithms. The data sets were gener-
ated using a particular workflow to account for the contri-
butions of various factors to noise and species-specific extinc-
tion coefficients (Fig. 1).

All SV data sets were simulated using SVIMULATE (version
1.1.0),°* a program that computes a solution to the Lamm
equation based on the FEM algorithm of Claverie et al.*® with

Simulated SV
data of species 1
with Tl, Rl noise

Matrix of
Tl, Rl noise

Simulated SV
data of species 1
without TI, RI
noise

UV-Vis spectrum
species 1
UV-Vis spectrum
species 2

Simulated SV

data of species 2
without TI, RI
noise

Add stochastic
noise
contributions

Create MW
data set

Export in
.MW format

Fig. 1 Workflow for the generation of synthetic MW SV-AUC data sets,
which contain time and radial invariant noise as well as stochastic noise
contributions. The steps in the purple boxes were done with
SVIMULATE,®3 all further modifications, shown in the orange boxes,
were done with MATLAB.
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modifications as outlined by Todd and Haschemeyer®® and
Schuck et al.”* when the numerical algorithm is chosen for the
simulation. In this work, the numerical algorithm was used
for all synthetic SV data sets, with 1000 radial points and con-
stant time steps of 1 s. Standard deviations of 0.1 and 0.01
were chosen to generate a data set with TI and RI noise,
respectively. Random noise was not added. The dimensions of
the grid were set to 10 pm; the position of the meniscus was
5.85 cm, and the position of the bottom was set to 7.2 cm.

The hydrodynamic properties of proteins were calculated by
HullRad,®® based on protein structure files in PDB format. For
this, the HullRad implementation in SViMULATE was used to
obtain the hydrodynamical properties of the substance directly
in the software based on the protein structure files. For bovine
serum albumin (BSA) and myoglobin, the respective PDB files
corresponding to “UniProt-ID P02769”°® and “RCSB PDB-ID
1WLA”®” were used.

All subsequent modifications to the simulated SV data sets
were made with MATLAB (version R2024b). To generate the
MW SV-AUC data sets, the synthetic SV data sets and infor-
mation concerning the optical properties of the simulated sub-
stances were used as input. The extinction coefficients of the
proteins were determined by UV/Vis spectroscopy. The concen-
tration data of the synthetic SV data sets were multiplied by
the corresponding extinction coefficients for each wavelength
and subsequently converted to intensity data. If a bimodal
data set was generated, the MW data sets were calculated for
both substances individually and then summed for each wave-
length. Random noise generated from both the lamp and the
detector were then added to the signal at each wavelength.
Finally, the resulting data set was exported as intensity data in
a binary format for subsequent evaluation in HDR-SVFIT,
where these were converted to pseudo-extinction data.

To avoid the scaling of the TI and RI noise over the wave-
length by multiplying the SV data sets with the extinction
coefficients, the noises were extracted from the synthetic data
by simulating the same system twice with the same settings,
once with and once without TI and RI noise, and subsequently
subtracting both data sets to obtain a systematic noise matrix.
This noise matrix was then incorporated into the calculation
of the MW SV-AUC data set for each wavelength prior to the
conversion of the absorption/extinction signals to intensity
data.

3.4 Sample preparation for MW SV-AUC measurements

All proteins were purchased from Sigma-Aldrich and were used
without further purification. BSA (product no. A7030, LOT:
SLCG9886) in a phosphate buffered saline (PBS) solution, myo-
globin (product no. M0630, LOT: 0000249301) in PBS, lyso-
zyme (product no. L6876, LOT: 061M1329V) in PBS, and a
mixture of myoglobin and lysozyme in PBS were measured and
the experimental MW SV-AUC data sets were analysed using
HDR-SVFIT. Additionally, we analysed a sample containing a
mixture of silver (SKU: AGCN10-50M, LOT: TJC0256) and gold
(SKU: AUCN10-50M, LOT: IADO0033) nanoparticles from
nanoComposix both with a mean diameter of 10 nm.
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Solutions were prepared in PBS (containing 137 mM NaCl,
10 mM Na,HPO, and 2.7 mM KCl with a pH of 7.4) for all pro-
teins. The concentration of BSA was ~1 mg ml™"; the concen-
tration of lysozyme ~0.25 mg ml™", and the concentration of
myoglobin was ~0.08 mg ml™'. The concentrations were
chosen using the criterion of the extinction of the protein solu-
tions being in the linear range of the spectrometer. For the
mixture of lysozyme and myoglobin, the pure protein solutions
were mixed in a volume ratio of 1: 1. The protein samples were
measured at 20 °C, with a rotor speed of 60000 rpm, a scan
frequency of 60 s, and a radial data resolution of 50 pm. The
samples were measured using titanium centrepieces from
Nanolytics Instruments with a path length of 12 mm.

The expected sedimentation coefficients, frictional ratios,
and partial specific volumes were calculated for the measured
density and viscosity of the PBS buffer based on the corres-
ponding PDB files using HullRad.®® Density and viscosity were
measured using a DMA 5000M density meter with an inte-
grated Lovis 2000 viscometer from Anton Paar. The parameters
were 4.32 S, 1.33, and 0.735 cm® g~ for BSA (UniProt-ID
P02769),°° 1.85 S, 1.16 and 0.747 cm® g~ for myoglobin (RCSB
PDB-ID 2IN4),°® and 1.87 S, 1.16 and 0.718 cm® g™ for
Lysozyme (RCSB PDB-ID 1AZF).%

For the mixed nanoparticle sample, the dispersions stabil-
ised with citrate had a silver nanoparticle concentration of
0.02 mg ml™" and a gold nanoparticle concentration of
0.05 mg ml™". For the MW SV-AUC measurement, both nano-
particle dispersions were mixed in a volume ratio of 1:1 and
subsequently ultra-sonicated for 30 min. The measurement
was carried out at 20 °C with a rotor speed of 9 000 rpm. The
scan frequency was set to 50 s and the radial data resolution to
50 pm. The sample was measured in a 3D printed centre-
piece’® with a path length of 12 mm.

All measurements used a modified preparative ultracentri-
fuge, type Optima L-90K from Beckman Coulter equipped with
a mirror-based MW UV/Vis/NIR detector from Nanolytics
Instruments.”'® For all samples, the sedimentation data were
recorded with a spectral resolution of 0.4 nm. The ¢(s, 2)
model was used for the analysis of all proteins. A global fit was
conducted for the frictional ratio in HDR-SVFIT. For validation
with Sedfit, fitting with the simplex algorithm was performed
initially, followed by fitting with the Marquardt-Levenberg
algorithm to ensure a reproducible result. The ls-g*(s) model
was chosen for the sample with a mixture of gold and silver
nanoparticles, since the spherical nanoparticles had a high
density, large sedimentation coefficients, and minimal diffu-
sional broadening of the sedimentation boundaries. The deter-
mined sedimentation coefficient distributions were regularised
by the Tikhonov-Phillips method using a confidence level of
0.9. For the HDR-SVFIT, an additional analysis with regularis-
ation in the wavelength dimension was performed for all
samples, where the unscaled, automatically computed value
for the regularisation parameter in the wavelength dimension
was used (see Section 4.2).

For HDR-SVFIT, sedimentation data were used as intensity
data and converted to pseudo-extinction data sets in the tool
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itself. For the evaluation in Sedfit, data sets for a specific wave-
length were exported as a pseudo-extinction data set in ASCII
“RA” format.

A global analysis was performed for all evaluations with
HDR-SVFIT. For comparison with Sedfit, 1D sedimentation
coefficient distributions were extracted for the respective wave-
lengths from the determined 2D sedimentation coefficient —
wavelength distributions.

3.5 UV/Vis spectroscopy

All UV/Vis spectra were recorded with an Analytik Jena Specord
210 Plus photo spectrometer in the range of 200 nm to 800 nm
with a spectral resolution of 1 nm.

4 Results and discussion

4.1 Wavelength-dependent changes in the regularisation
parameter in the sedimentation coefficient dimension

As mentioned in Section 3.2.1, the calculation of the regularis-
ation parameter for the distribution of the sedimentation
coefficient depends on the signal measured at a specific wave-
length. Different considerations are therefore possible for an
MW analysis. As the determination of the regularisation para-
meter is quite computationally intensive and therefore time
consuming, the calculation for each wavelength separately is
not suited to the initial screening (a typical MW experiment
consists of about 2000 wavelengths). Instead, there are two
additional options to choose from. One is to neglect the
change in the regularisation parameter over the wavelength, in
which case the regularisation parameter is determined for the
wavelength with the highest measured extinction in the linear
range, and this value is used for each wavelength. This can
result in the determined regularisation parameter being either
too high or too low for the remaining wavelengths, so that the
regularisation can be either too strong or too weak for the
selected confidence level. Thus, the sedimentation coefficient
distributions obtained will be broader or narrower than those
expected for the specific confidence level. In contrast, the vari-
ation in the regularisation parameter over the wavelengths can
be considered. In this case, the regularisation parameter is
determined for a specific number of wavelengths with the
highest changes in the measured signal and is then interp-
olated for the remaining wavelengths. Under this option, the
user can define the number of supporting points, which is the
number of wavelengths for which the regularisation parameter
is calculated.

To determine the required number of supporting points,
the regularisation parameter was determined for a Tikhonov-
Phillips regularisation in the sedimentation coefficient dimen-
sion with a confidence level of 0.9 and an increasing number
of supporting points, based on the analysis of a synthetic data
set. No regularisation in the wavelength dimension was used.
A bimodal mixture of BSA and myoglobin with a spectral
resolution of 1 nm from 240 nm to 600 nm was used as the
data set to ensure different extinction values over a wide range
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of the optical spectrum. The calculated regularisation para-
meters over the wavelengths for different numbers of support-
ing points are shown in Fig. 2.

As the number of supporting points increases, the interp-
olated regularisation parameters converge to the full solution
where the parameters are calculated for each wavelength indi-
vidually. With 10 supporting points, the key features of the
regularisation parameter could not be reproduced. With 25
supporting points, the bimodality of the regularisation para-
meter could already be observed, and the determined regular-
isation parameters were quite close to the full solution in the
regions with significant absorption of either BSA or myoglo-
bin. With 50 supporting points, the interpolated regularisation
parameters closely approximated the correct values, but the
time required to calculate the regularisation parameters also
increased significantly, by a factor of ~2.2, from 76.8 s to 169 s
(Apple MacBook Pro with an M3 Pro and 18 GB RAM). Because
of this, for 25 supporting points, the regularisation parameters
were considered close enough to the correct values, especially
for the wavelengths with a significant absorption of the myo-
globin BSA mixture. This appears to be a good compromise
between the amount of time required and the accuracy of the
calculated values for a screening analysis.

In Fig. 3, the sedimentation coefficient distributions are
plotted for three selected wavelengths (298 nm, 320 nm, and
426 nm), illustrating the difference in the regularisation para-
meters determined for various numbers of supporting points.

The differences between the sedimentation coefficient dis-
tributions calculated by having the regularisation parameters
determined individually for each wavelength versus based on a
certain number of supporting points decrease with the
number of supporting points. Especially for 298 nm and
426 nm, the differences between the solutions using 25 and 50
supporting points and the full solution with the regularisation
parameter calculated individually for each wavelength were

1 . 500
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3 g
50_4 § 200
© 3
Eo2 5 100}
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Fig. 2 Normalised extinction spectra of BSA (blue) and myoglobin
(orange) (a). The dependency of the regularisation parameter on the
wavelength for a Tikhonov—-Phillips regularisation in the sedimentation
coefficient dimension with a confidence level of 0.9 for different
numbers of supporting points (1 = blue, 10 = orange, 25 = yellow, 50 =
purple, full solution = green) for a synthetic data set comprising a
bimodal mixture of BSA and myoglobin (b). In blue, the range of wave-
lengths with significant absorption of BSA is highlighted; in orange, the
range of wavelengths with significant absorption of myoglobin is
highlighted.
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Fig. 3 Selected sedimentation coefficient distributions obtained by
HDR-SVFIT at 298 nm (a), 320 nm (b), and 426 nm (c) regularised in the
sedimentation coefficient dimension by a Tikhonov-Phillips regularis-
ation with a confidence level of 0.9 and a sedimentation coefficient
resolution of 200 for a synthetic data set comprising a bimodal mixture
of BSA and myoglobin. Different numbers of supporting points (1 = blue,
10 = orange, 25 = yellow, 50 = purple, full solution = green) were used
to account for the wavelength dependency of the regularisation
parameter.

almost negligible. At 320 nm there was a recognisable differ-
ence between the solutions. However, we note that the signal
intensity of the data set at 320 nm was also quite low at
around 0.1 absorbance units (AU), since this wavelength is not
in a range with significant absorption of BSA or myoglobin
and thus is considerably lower in absorbance (~2-fold) than at
298 nm, and 426 nm. Hence, a difference in the value of the
regularisation parameter has a higher impact on the resulting
sedimentation coefficient distribution. However, since the
difference is still quite small, 25 supporting points would be
an appropriate choice for the studied bimodal system and can
therefore be taken as a blueprint for future analysis of systems
spanning a broad spectral range.

The number of supporting points can be selected by the
user in HDR-SVFIT for the data sets to be analysed.
Furthermore, the full solution with the regularisation para-
meter calculated for each wavelength individually can be con-
sidered as a final step in the analysis process to gain an as
accurate and statistically reliable result as possible.

4.2 Scaling of the regularisation parameter in the wavelength
dimension with the spectral resolution

As mentioned in Section 3.2.2, the regularisation parameter
for the wavelength dimension needs to be scaled with the spec-
tral resolution of the analysed data set; this can also be seen in
Fig. 4. Although the regularisation parameter was the same for
each spectral resolution of 1 nm, 2 nm, and 3 nm, the broad-
ening of the distribution increased with decreasing spectral
resolution. The reason for this is that the level of discretisation
of the data points as well as the regularisation parameter influ-
ence the solution. The regularisation parameter must therefore
be determined as a function of the discretisation of the data
set, in this case the spectral resolution of the analysed data
set.”" To this end, synthetic MW SV-AUC data sets comprising
a bimodal mixture of BSA and myoglobin with different spec-
tral resolutions were analysed and regularised in the wave-
length dimension. No regularisation was used in the sedimen-
tation coefficient dimension.

Analyst, 2025, 150, 5147-5165 | 5155


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5an00793c

Open Access Article. Published on 09 October 2025. Downloaded on 2/19/2026 10:34:42 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper
6 6 4
- a| _ b| _ [
%) %) » 3
g4 g4 8
o o o
s ) s ) > 2
< << <<
=~: D ~ 2 ~
> % l % 1
o o o
0 0 0
0 5 0 5 0 5

sedimentation coeff. / S sedimentation coeff. / S sedimentation coeff. / S

Fig. 4 Selected sedimentation coefficient distributions obtained by
HDR-SVFIT at 282 nm for different spectral resolutions (1 nm (a), 2 nm
(b), and 3 nm (c)) and a constant regularisation parameter for the regu-
larisation in the wavelength dimension (y, = 40) for a synthetic data set
consisting of a bimodal mixture of BSA and myoglobin for a sedimen-
tation coefficient resolution of 200.

The data analyses demonstrate that for wavelengths with a
high measured absorbance, artefacts became present in the
sedimentation coefficient distribution when the regularisation
parameter was set at too high a value. In this case, the shape
of the distribution obtained deviated strongly from a Gaussian
distribution and became discontinuous. This effect is exempli-
fied in Fig. S1 for a high value of the regularisation parameter
and varying spectral resolution.

To avoid such effects, the value for the regularisation para-
meter in the wavelength dimension should be scaled with the
spectral resolution of the analysed data set so that the distri-
bution does not become discontinuous. This is particularly
important at high extinction values, so that the broadening of
the distribution depending on the spectral resolution can be
circumvented. Due to a lack of robust systematic measures,
this can be done by visual inspection of the sedimentation
coefficient distributions for different spectral resolutions
(1 nm, 1.5 nm, 2 nm, 2.5 nm, 3 nm, 3.5 nm, 4 nm and 4.5 nm)
and different values for the regularisation parameter in the
wavelength dimension. The critical regularisation parameter
for a specific spectral resolution can then be chosen as the
value before the distribution becomes notably discontinuous.
As shown in Fig. 5, the dependency of the regularisation para-
meter can be approximated to a high degree (R> = 0.9938) with

X

1 2 3 4
spectral resolution / nm

Fig. 5 The dependency of the regularisation parameter in the wave-
length dimension over the spectral resolution of the analysed MW data
set. The determined regularisation parameters for different spectral res-
olutions based on a visual inspection are shown in blue, and the fit of
the logarithm of the regularisation parameter is shown in orange.
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a linear fitting of the logarithm of the regularisation parameter
over the spectral resolution of the data set.

This results in a correlation that allows users to automati-
cally select the value of the regularisation parameter y, based
on the spectral resolution res of the analysed data set:

In(y,) = —1.2647 nm™* - res + 3.8851 (23)

In HDR-SVFIT, the regularisation parameter is set based on
this correlation, but it can also be additionally scaled by the
user. The RMSD increase due to the regularisation with the
automatically computed regularisation parameter y, was sig-
nificantly lower than a statistically significant increase would
be. This can be seen in Fig. S2 in the SI.

4.3 Comparison of the different regularisation schemes

To assess the advantages of regularising the distributions in
the wavelength dimension instead of the sedimentation coeffi-
cient dimension, we compared the sedimentation coefficient
distributions obtained from analyses of synthetic data sets of
BSA and myoglobin with different spectral resolutions carried
out with the regularisation done either in the sedimentation
coefficient dimension or in the wavelength dimension.

The results depicted in Fig. 6 confirm that the broadening
of the distribution due to regularisation is significantly less in
the case of regularisation in the wavelength dimension than in
the sedimentation coefficient dimension. This can be seen fur-
thermore by the comparison of the full width at half
maximum (FWHM) for the respective distributions in Fig. S3
in the SI. Therefore, a significant disadvantage of the regularis-
ation, which is nevertheless needed for a mathematically
stable result, can be avoided by regularising the solution in the
wavelength dimension. However, this approach is only suitable
for a quite high spectral resolution of the MW SV-AUC data
set. The reason for this is that for an increasingly coarser spec-
tral resolution, the regularisation parameter decreases to a very
low value, and thus the effect of the regularisation becomes
negligible and possibly too low to effectively suppress
artefacts.

8 8
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Fig. 6 A comparison of the sedimentation coefficient distributions at
282 nm for different spectral resolutions (1 nm (a), 2 nm (b), and 3 nm
(c)), regularised either in the sedimentation coefficient dimension with a
Tikhonov—Phillips regularisation and a confidence level of 0.9 (blue) or
regularised in the wavelength dimension with the unscaled, automati-
cally computed regularisation parameter (orange) for a synthetic data
set consisting of a bimodal mixture of BSA and myoglobin for a sedi-
mentation coefficient resolution of 200.
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4.4 Validation by the evaluation of synthetic data sets

After these specific considerations for the regularisation of
MW data sets, validation of our implemented algorithms in
HDR-SVFIT was conducted for two selected synthetic data sets,
a BSA monomer and a mixture of a BSA and a myoglobin
monomer. The data sets were evaluated using both the devel-
oped tool HDR-SVFIT as well as Sedfit (version 16.1c) as a
state-of-the-art benchmark, and the resulting distributions
were compared with each other and with the simulation input
parameters. For both data sets, a Tikhonov-Phillips regularis-
ation of the sedimentation coefficient dimension with a confi-
dence level of 0.9 was chosen for the analysis in HDR-SVFIT
and Sedfit. An analysis with the regularisation in the wave-
length dimension was also conducted in HDR-SVFIT, where
the automatically selected regularisation parameter was
chosen without further scaling. Both data sets were evaluated
using the ¢(s) method to account for the diffusion of the
proteins.

4.4.1 Evaluation of synthetic BSA monomer data set. The
monomodal data set of the BSA monomer was evaluated
initially. The centrifugation process was simulated with a rotor
speed of 60 000 rpm and a scanning frequency of 150 s. A total
of 110 scans were included in both evaluations. The global
analysis with HDR-SVFIT was performed with a spectral resolu-
tion of 1 nm from 240 nm to 310 nm. For the analysis in
Sedfit, SW data sets were exported at 240 nm, 280 nm, and
295 nm. These wavelengths were chosen due to the absorption
of these data sets varying over a wide range from ~1 AU at
240 nm to ~0.15 AU at 295 nm.

Table 1 lists the fitting results for the frictional ratio and
the partial specific volume, the mean sedimentation coeffi-
cient obtained, and the deviation from the original input para-
meter of the simulation for both tools. The frictional ratio and
the partial specific volume were fitted in two separate evalu-
ations in which the other parameters was set to the value used
for the simulation. A global fit in the wavelength range of
240 nm to 310 nm was performed in HDR-SVFIT. For the
HDR-SVFIT analysis, the mean sedimentation coefficients

Table 1 Comparison of the values for the frictional ratio and partial
specific volume fitted by HDR-SVFIT or Sedfit for a synthetic data set of
monomodal BSA. The input parameters of the simulation were 1.329 for
the frictional ratio, 0.735 cm® g‘1 for the partial specific volume, and
4.266 S for the sedimentation coefficient

HDR-SVFIT Sedfit

s-dim WL-dim 240 nm 280 nm 295 nm
lfol— 1.332 1.329 1.329 1.333
Deviation 0.23% —0.05% 0.00% 0.27%
Mean s/S 4.267 4.266 4.269 4.268 4.270
Deviation 0.04% 0.01% 0.07% 0.05% 0.10%
Tolem® g™* 0.736 0.735 0.734 0.779
Deviation 0.18% —0.01% —0.16% 6.00%
Mean s/S 4.267 4.266 4.269 4.268 4.270
Deviation 0.04% 0.01% 0.07% 0.05% 0.11%
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obtained for the regularisation conducted either in the sedi-
mentation coefficient dimension or in the wavelength dimen-
sion are shown.

The deviation of the fitted frictional ratio was slightly
smaller for the Sedfit results compared to the HDR-SVFIT
results. Especially for 280 nm the Sedfit result matched the
original frictional ratio exactly. The deviation of the partial
specific volume for the Sedfit analysis for 240 nm and 280 nm
was slightly smaller than for the HDR-SVFIT analysis. The devi-
ation of the partial specific volume for the analysis at 295 nm
was significantly higher than for all other analyses. This can
be explained by the fact that the extinction signal at this wave-
length is significantly lower than at all other examined wave-
lengths. On the one hand, the SNR decreases, which can lead
to a less accurate result for the fitted value. On the other hand,
the absolute value of the RMSD decreases with a decreasing
extinction signal. Therefore, the change in the RMSD due to
the change in the fitted partial specific volume becomes less
significant, so that the solver is more prone to a preliminary
stop. This is an advantage of a global MW SV-AUC analysis,
since either a wavelength with a significant extinction is auto-
matically chosen for the fitting, or all selected wavelengths are
considered in the case of a global fit. The deviations for the
mean sedimentation coefficients were generally very low and
slightly smaller for the HDR-SVFIT analysis.

However, in order to gain a reproducible fit for the Sedfit
analysis, an initial fitting with the simplex algorithm must be
conducted followed by a fitting with the Marquardt-Levenberg
algorithm. Otherwise, the results may have strong fluctuations
between different fits, even though they are conducted with
exactly the same boundary conditions and the same starting
estimate for the frictional ratio or partial specific volume. In
comparison, HDR-SVFIT uses the simplex search method of
Lagarias et al.”> With this algorithm, there is no need to
change the fitting algorithm within an evaluation, since a
reproducible result could be readily obtained with this algor-
ithm for all investigated cases.

In Fig. 7, the comparison between the sedimentation coeffi-
cient distributions obtained either by Sedfit or by HDR-SVFIT
and the input parameter for a synthetic data set of BSA are
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Fig. 7 Sedimentation coefficient distributions of monomodal BSA at
240 nm (a), 280 nm (b), and 295 nm (c) with the fitted frictional ratio
and the original partial specific volume with a Tikhonov—-Phillips regular-
isation in the sedimentation coefficient dimension with a confidence
level of 0.9 and a sedimentation coefficient resolution of 150. The distri-
butions determined by HDR-SVFIT are shown in blue; those obtained by
Sedfit are shown in orange, and the input parameters are in black.
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depicted for three different wavelengths. The distributions
were derived for the fitted frictional ratio and the simulated
partial specific volume.

The sedimentation coefficient distributions determined by
Sedfit and by HDR-SVFIT had very minor deviations for all
wavelengths. However, the distributions determined by
HDR-SVFIT were slightly narrower than those determined by
Sedfit, although the values determined for the frictional ratios
were quite similar. This hints at slight differences in the deter-
mination of the regularisation parameters by the F-statistics
implementation in HDR-SVFIT and Sedfit.

In Fig. 8, the comparison of the 2D sedimentation coeffi-
cient distributions obtained from global analysis with
HDR-SVFIT calculated with the fitted frictional ratio and the
original partial specific volume is shown. The sedimentation
coefficient distributions were either regularised in the sedi-
mentation coefficient dimension or in the wavelength dimen-
sion. The comparison of the 2D sedimentation coefficient dis-
tributions with the fitted partial specific volume is shown in
Fig. S5.
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Fig. 8 Comparison of the 2D sedimentation coefficient distributions of
synthetic data for monomodal BSA determined by HDR-SVFIT, with the
frictional ratio fitted. The resolution for the sedimentation coefficient
was 150, and the data were regularised either in the sedimentation
coefficient dimension (a) or in the wavelength dimension (b). Colours
from blue to yellow indicate higher levels of extinction. The sedimen-
tation coefficients and wavelengths are with linear spacing.
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The differences between the distributions with either the
frictional ratio or the partial specific volume fitted can be neg-
lected. However, there were pronounced differences between
the different regularisation approaches. The distributions
regularised in the wavelength dimension are significantly nar-
rower than the distributions regularised in the sedimentation
coefficient dimension. This illustrates the advantages of the
regularisation in the wavelength dimension for narrowly dis-
tributed samples.

4.4.2 Evaluation of synthetic data set consisting of a myo-
globin and BSA mixture. Next, a synthetic data set consisting
of a bimodal mixture of myoglobin and BSA was evaluated.
The simulation used a rotor speed of 60 000 rpm and a scan-
ning frequency of 150 s and comprised 250 scans. A global
analysis in HDR-SVFIT was performed with a spectral resolu-
tion of 1 nm in the range of 240 nm to 600 nm. For the ana-
lysis in Sedfit, only every second scan was included in the ana-
lysis, as using Sedfit with every scan was not possible due to
memory constraints. The SW data sets were exported at
280 nm, 295 nm, and 410 nm, as the contributions of BSA and
myoglobin vary over a wide range of ~0:1 at 410 nm to ~4:1
at 280 nm.

Table 2 lists the results of the fitted frictional ratios and the
mean sedimentation coefficients for the Sedfit analysis as well
as for the HDR-SVFIT analysis for BSA and myoglobin.
Although myoglobin and BSA are both globular proteins, they
differ in their partial specific volumes and frictional ratios.
Therefore, a ¢(s) analysis with a bimodal frictional ratio was
chosen to analyse the data set. Since Sedfit does not support
bimodality in the partial specific volume for the ¢(s) model, a
mean partial specific volume was considered for evaluation
and fitting of the bimodal frictional ratio for both tools. In
HDR-SVFIT, a global fit in the range of 240 nm to 600 nm and
a fit at 241 nm (the wavelength with the highest extinction in
the linear detection range) was performed, and the results for
the mean sedimentation coefficients are shown for the regular-
isation done in the sedimentation coefficient dimension and
the wavelength dimension. For HDR-SVFIT an additional
global fit in the range of 240 nm to 600 nm was performed,

Table 2 A comparison of the frictional ratios fitted with HDR-SVFIT using a global fit or a fit at 241 nm, and Sedfit for a synthetic data set of a
bimodal mixture of BSA and myoglobin. For BSA, the input parameters of the simulation were 1.329, 0.735 cm® g~* and 4.266 S for the frictional
ratio, partial specific volume, and sedimentation coefficient, respectively. For myoglobin, the respective parameters were 1.171, 0.747 cm® g~* and
1.797 S for the frictional ratio, partial specific volume, and sedimentation coefficient

HDR-SVFIT Sedfit

Global fit Fit at 241 nm

s-dim WL-dim s-dim WL-dim 280 nm 295 nm 410 nm
fifo BSA/— 1.324 1.325 1.320 1.331 1.670
Deviation —0.37% —0.36% —0.74% 0.15% 25.62%
flf myoglobin/— 1.175 1.175 1.179 1.180 1.188
Deviation 0.34% 0.35% 0.68% 0.75% 1.46%
Mean s BSA/S 4.268 4.266 4.268 4.266 4.268 4.274 4.395
Deviation 0.06% 0.00% 0.06% 0.00% 0.07% 0.20% 3.04%
Mean s myoglobin/S 1.789 1.798 1.789 1.798 1.794 1.801 1.799
Deviation —0.45% 0.07% —0.45% 0.07% —0.13% 0.23% 0.13%
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where the bimodal partial specific volume was fitted, while the
frictional ratios were set to the simulated values. The results
can be seen in the SI in Table S1.

For the Sedfit analysis, an initial fit was again obtained
using the simplex algorithm, followed by a fit with the
Marquardt-Levenberg algorithm to obtain a reproducible
result. The deviations from the input parameters were quite
similar for the Sedfit and HDR-SVFIT analyses. The deviation
of the frictional ratio for the Sedfit analysis at 410 nm was
higher than for the analyses at the other wavelengths. The
huge deviation for the frictional ratio determined for BSA can
be traced to the low absorption of BSA at this wavelength.
Thus, the result for the frictional ratio of BSA is not very
robust. This highlights the significant advantage of an analysis
of a MW SV-AUC data set, since either a wavelength with sig-
nificant contributions of all species can be easily chosen to fit
the frictional ratio, or a global fit can be conducted to gain a
reliable fitting result for all species. In this case at 241 nm,
there were sufficient signal contributions from both BSA and
myoglobin, so that a fit conducted at one specific wavelength
also produced satisfactory results. However, the comparison
also shows that a global fit results in reliable results; this is
especially important for samples containing multiple species,
where their extinction coefficients cannot be measured at a
common wavelength. The deviations for the fitted bimodal
partial specific volumes in HDR-SVFIT are also quite small.
Overall, the deviations were larger than for the data set with a
single species and a monomodal frictional ratio and partial
specific volume distribution. Firstly, as mentioned above, a
mean value for the partial specific volume was chosen to evalu-
ate the data set. Thus, the partial specific volume deviates
from the original value for both species, and hence has to be
equalised by the fit of the frictional ratios, since the diffu-
sional behaviour of the species must be met. Secondly, a fit of
two unknown parameters, in this case the frictional ratios in
the different sedimentation coefficient ranges, will affect the
RMSD, as such a fit is in general more prone to errors than a
fit with only one unknown parameter.

Fig. 9 shows a comparison of the sedimentation coefficient
distributions obtained from the Sedfit analysis and the
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Fig. 9 Sedimentation coefficient distributions for BSA and myoglobin at
280 nm (a), 295 nm (b), and 410 nm (c), with fitted bimodal frictional
ratios and a mean partial specific volume. The distributions were regu-
larised by the Tikhonov—Phillips method in the sedimentation coeffi-
cient dimension with a confidence level of 0.9 and a sedimentation
coefficient resolution of 200. The distributions determined by
HDR-SVFIT are shown in blue; those obtained using Sedfit are shown in
orange, and the input parameters are in black.

This journal is © The Royal Society of Chemistry 2025

View Article Online

Paper

HDR-SVFIT analysis with the fitted frictional ratio and the
mean partial specific volume together with the input values of
the sedimentation coefficient.

Although there were some minor deviations between the
determined values for the frictional ratios, the distributions
calculated by Sedfit and HDR-SVFIT were very similar.
However, the distributions calculated by HDR-SVFIT were
again slightly narrower than the distributions obtained by
Sedfit. Only for 410 nm (Fig. 9¢) in the Sedfit analysis a small
peak is visible with a sedimentation coefficient slightly higher
than expected for the BSA; this is not the case for the
HDR-SVFIT analysis, since the extinction of the BSA at this
wavelength is negligible. Thus, the peak could also be an arte-
fact due to noise in the data set that may not have been
sufficiently suppressed by the regularisation.

Fig. 10 shows a plot of the 2D sedimentation coefficient dis-
tributions obtained from the global analysis with HDR-SVFIT
calculated with the fitted bimodal frictional ratio and the
mean partial specific volume, regularised either in the sedi-
mentation coefficient dimension or in the wavelength
dimension.

The sedimentation coefficient distribution regularised in
the sedimentation coefficient dimension was significantly
broader than the distribution regularised in the wavelength
dimension. We have thus demonstrated that the regularisation
in the wavelength dimension also circumvents the distribution
broadening for bimodal and narrowly distributed samples.

4.5 Evaluation of experimental data sets

Finally, five experimental systems were considered to test and
validate HDR-SVFIT. These were BSA, myoglobin, lysozyme, a
sample containing a mixture of myoglobin and lysozyme, and
a sample containing a mixture of gold and
nanoparticles.

4.5.1 Evaluation of the BSA sample. For the BSA sample,
the MW SV-AUC data were evaluated in the range of 242.8 nm
to 309.9 nm. We selected a sedimentation coefficient range of
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Fig. 10 Comparison of the 2D sedimentation coefficient distributions
of synthetic data for a bimodal mixture of BSA and myoglobin deter-
mined by HDR-SVFIT, with the fitted bimodal frictional ratio, the mean
partial specific volume, a sedimentation coefficient resolution of 200,
and regularised in the sedimentation coefficient dimension (a) and the
wavelength dimension (b). The colours from blue to yellow indicate
higher levels of extinction. The sedimentation coefficients and wave-
lengths are with linear spacing.
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3 S to 15 S with a resolution of 200. For the analysis in Sedfit,
data sets at 250.2 nm, 280.2 nm and 294.4 nm were exported.
The results for the fitted frictional ratio and the mean sedi-
mentation coefficient of the BSA monomer are displayed in
Table 3. For HDR-SVFIT, the mean sedimentation coefficients
for the analyses regularised in the sedimentation coefficient
dimension and the wavelength dimension are shown.

There was good agreement between the expected values and
the fitted frictional ratio and mean sedimentation coefficient
for the BSA monomer in all analyses with HDR-SVFIT and
Sedfit. Fig. 11a—c shows a comparison of the determined sedi-
mentation coefficient distributions using HDR-SVFIT and
Sedfit.

Although the frictional ratio and the mean sedimentation
coefficient of the BSA monomer were quite similar for all ana-
lyses, there were clear differences between the determined
sedimentation coefficient distributions. The sedimentation
coefficient distributions determined by HDR-SVFIT were

Table 3 A comparison of the frictional ratio fitted with HDR-SVFIT and
Sedfit, with a partial specific volume of 0.735 cm® g7, and of the mean
sedimentation coefficient of the monomer of a measured BSA sample.
The expected values as determined by HullRad®® are 4.32 S for the sedi-
mentation coefficient and 1.33 for the frictional ratio

HDR-SVFIT Sedfit
s-dim WL-dim 250.2nm 280.2nm  294.4 nm
flfol— 1.29 1.30 1.30 1.33
Deviation -0.04 -0.03 -0.03 -0.00
Mean s/S 4.32 4.31 4.29 4.28 4.29
Deviation/S -0.00 -0.01 -0.03 -0.04 -0.03
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Fig. 11 Sedimentation coefficient distributions of the measured BSA
sample at 250.2 nm (a and d), 280.2 nm (b and e), and 294.4 nm (c and
f) with a fitted frictional ratio, with a Tikhonov—Phillips regularisation in
the sedimentation coefficient dimension with a confidence level of 0.9
and a sedimentation coefficient resolution of 200. For HDR-SVFIT, the
results are shown without (a—c) or with (d—f) the application of a third-
order one-dimensional median filter to the pseudo-extinction data.
Distributions determined by HDR-SVFIT are shown in blue, and those
obtained by Sedfit are shown in orange.
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broader than the distributions determined by Sedfit, and the
resolution of the oligomers was lower in the distribution deter-
mined by HDR-SVFIT than in the distributions determined by
Sedfit. A possible reason for this is that the regularisation para-
meter determined by HDR-SVFIT was greater than that deter-
mined by Sedfit, even though the chosen confidence level was
the same for both tools. Another aspect that has not been con-
sidered so far for the synthetic data is spikes in the raw data;
these can occur occasionally for the MW SV-AUC experiments
due to timing issues. While Sedfit includes a functionality to
filter for such spikes when loading the data, HDR-SVFIT lacks
such a feature. Hence, an additional step in the analysis by
HDR-SVFIT was applied prior to the analysis. A third-order
one-dimensional median filter’* was applied to the measured
extinction signal of the sample to eliminate possible spikes
and reduce fluctuation in the measured signal and thereby
enhance the SNR. Notably, this had no influence on the fitted
frictional ratio or the mean sedimentation coefficient of the
BSA monomer, but did affect the determined sedimentation
coefficient distributions (Fig. 11).

The agreement between analyses performed using
HDR-SVFIT and Sedfit was better than when the filter was not
applied to the pseudo-extinction data in HDR-SVFIT. As the
values for the fitted frictional ratio and the mean sedimen-
tation coefficient of the BSA monomer remained constant
regardless of whether the filter was applied, these differences
were probably due to the determination of the regularisation
parameter in HDR-SVFIT and Sedfit. A higher value for the
regularisation parameter results in enhanced broadening of
the sedimentation coefficient distribution and a decrease in
resolution. This can be seen by comparing the values of the
regularisation parameters determined with and without the
filter. As shown in Fig. S6, the regularisation value for a
specific wavelength was always higher for the analysis without
pre-filtering than with pre-filtering. This suggests that, in the
current implementation, HDR-SVFIT is more rigorous in its
regularisation of measured data sets than Sedfit for the same
confidence level. However, applying a third-order, one-dimen-
sional median filter to the measured pseudo-extinction signal
prior to analysis achieved good agreement between the sedi-
mentation coefficient distributions determined by Sedfit and
HDR-SVFIT. Therefore, all subsequent analyses were per-
formed using this filter on the measured pseudo-extinction
data.

Fig. 12 shows a comparison of the 2D sedimentation coeffi-
cient distribution determined by HDR-SVFIT with the regular-
isation performed either in the sedimentation coefficient
dimension or in the wavelength dimension.

For a measured sample, the broadening of the sedimen-
tation coefficient distribution due to the regularisation in the
sedimentation coefficient dimension can also be circumvented
by a regularisation of the distribution in the wavelength
dimension. Notably, regularisation in the wavelength dimen-
sion can suppress artefacts in the determined 2D sedimen-
tation coefficient distribution. We have thus demonstrated
that for measured data sets, the sedimentation coefficient dis-
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Fig. 12 Comparison of the 2D sedimentation coefficient distributions
of the measured BSA sample with a fitted frictional ratio, regularised by
a Tikhonov—Phillips regularisation in the sedimentation coefficient
dimension (a) with a confidence level of 0.9 or in the wavelength dimen-
sion (b) with the unscaled, automatically computed regularisation para-
meter and a sedimentation coefficient resolution of 200. A third-order
one-dimensional median filter was applied to the pseudo-extinction
data. Colours from blue to yellow indicate higher levels of extinction.
The sedimentation coefficients and wavelengths are with linear spacing.

tribution can be determined with higher resolution for such
narrowly distributed samples by regularisation in the wave-
length dimension instead of the sedimentation coefficient
dimension.

4.5.2 Evaluation of a mixture of myoglobin and lysozyme.
For the sample containing a mixture of lysozyme and myoglo-
bin, the MW SV-AUC data were analysed in the range from
240 nm to 429.9 nm, to ensure significant contributions of
both proteins to the data set. A sedimentation coefficient
range from 1 S to 6 S with a resolution of 150 was selected. For
the analysis in Sedfit, data sets at 280.2 nm, 295.3 nm, and
409.9 nm were exported to ensure different protein signal
ratios in the data sets. Since myoglobin and lysozyme have
different partial specific volumes, the analysis used a mean
partial specific volume similar to the synthetic data set studied
above. The fitted frictional ratio and the average sedimentation
coefficient are listed in Table 4. It was not possible to dis-
tinguish both species in the 1D sedimentation coefficient dis-
tribution (see Fig. S11 in the SI).

The deviations between the determined frictional ratio and
the expected value were low for both tools, although a mean
partial specific volume was used for the analyses, since the
differences between the partial specific volumes were small. In

Table 4 A comparison of the frictional ratio fitted with HDR-SVFIT and
Sedfit with a mean partial specific volume of 0.732 cm® g%, and of the
mean sedimentation coefficient of a measured sample containing a
mixture of lysozyme and myoglobin. The expected values determined by
HullRad®® are 1.85 S and 1.87 S for myoglobin and lysozyme, respect-
ively, for the sedimentation coefficient and 1.16 for the frictional ratio

HDR-SVFIT Sedfit

s-dim  WL-dim  280.2 nm 295.3nm  409.9 nm
Jifol— 1.19 1.15 1.19 1.18
Deviation +0.03 —0.01 +0.03 +0.02
Means/S  1.83 1.83 1.84 1.85 1.85
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addition, the determined mean sedimentation coefficients
were quite close to the expected values obtained by HullRad
for myoglobin and lysozyme and the results of the measure-
ments for the individual proteins (see Tables S2 and S3 in the
SI). Fig. S11 shows a comparison of the sedimentation coeffi-
cient distributions determined by HDR-SVFIT and Sedfit.

In general, the agreement between the distributions was
quite good. However, for the analyses at 280.2 nm and
295.3 nm artefacts were present at low sedimentation coeffi-
cients; these remained when decreasing the lower bound of
the fitting range of the sedimentation coefficient. In the
HDR-SVFIT analysis, these artefacts were less prominent than
in the Sedfit analysis. Since these were not present in the pure
protein solutions (see Fig. S7 and S8 in the SI), this could poss-
ibly be due to artefacts in the calculated distribution due to
assuming a single partial specific volume and frictional ratio
for both proteins. The minor contributions at around 3.5 S
were also present in the mixture of the protein samples and
hint at impurities or small agglomerates (see SI Section S7).

Fig. 13 presents a comparison of the 2D sedimentation
coefficient distributions regularised in the sedimentation
coefficient dimension and the wavelength dimension.

Also in this case, the distribution broadening due to the
regularisation in the sedimentation coefficient dimension can
be circumvented by a regularisation in the wavelength dimen-
sion, while simultaneously avoiding artefacts in the distri-
bution. Notably, the high-resolution analysis revealed the
slightly different sedimentation coefficients of the two species,
with myoglobin having a slightly larger value. For the tra-
ditional analysis, such minor differences are covered by the
broadening of the distributions and are thus barely observable
by visual inspection.

4.5.3 Evaluation of a mixture of gold and silver nano-
particles. Finally, HDR-SVFIT was used for a global analysis of
a mixture of gold and silver nanoparticles to demonstrate the
tool’s ability to extract extinction spectra of individual species
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Fig. 13 Comparison of the 2D sedimentation coefficient distributions
of a sample containing a mixture of lysozyme and myoglobin with fitted
frictional ratio, regularised either by a Tikhonov—Phillips regularisation in
the sedimentation coefficient dimension (a) with a confidence level of
0.9 or regularised in the wavelength dimension (b) with the unscaled,
automatically computed regularisation parameter and a sedimentation
coefficient resolution of 150. A third-order one-dimensional median
filter was applied to the pseudo-extinction data. Colours from blue to
yellow indicate higher levels of extinction. The sedimentation coeffi-
cients and wavelengths are with linear spacing.
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in a mixture. The MW SV-AUC data were recorded from
299.9 nm to 800.2 nm, and all wavelengths were included in
the global analysis, which considered a sedimentation coeffi-
cient range of 100 S to 5000 S with logarithmic bin spacing
and a resolution of 150 grid points. This global analysis took
only 39 s, when the regularisation parameter was calculated
based on 25 supporting points (see Section 4.1). Even when
the full solution was considered, so that the regularisation
parameter was calculated for all 1177 wavelengths, the time for
analysis increased to about 8 min.

Fig. 14 shows the 2D sedimentation coefficient distri-
butions regularised in the sedimentation coefficient dimen-
sion and in the wavelength dimension. For the regularisation
in the sedimentation coefficient dimension, the Tikhonov-
Phillips approach was used with a confidence level of 0.9. For
the regularisation in the wavelength dimension, the automati-
cally calculated regularisation parameter was used without
further scaling.

The figure shows that two comparatively broadly distributed
species with different sedimentation coefficients were present
as a result of the silver and gold nanoparticles in the sample.
While both nanoparticle species had the same mean diameter,
silver has a higher partial specific volume than gold. The
expected mean sedimentation coefficient can be calculated
using eqn (8) and thus depends on the partial specific volume
of the particle species. Consequently, the expected mean sedi-
mentation coefficient of the silver nanoparticles is lower than
that of the gold nanoparticles due to their difference in
density. The comparatively broad distribution is due to the
particle sizes of the nanoparticles in the dispersion being dis-
tributed, rather than regularisation in the sedimentation
coefficient dimension. This is confirmed by the sedimentation
coefficient distribution regularised in the wavelength dimen-
sion not being significantly narrower than the distribution
regularised in the sedimentation coefficient dimension.
However, minor artefacts cannot be sufficiently suppressed by
regularisation in the wavelength dimension for such broad dis-
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Fig. 14 Comparison of the 2D sedimentation coefficient distributions
for the gold silver nanoparticle mixture with a sedimentation coefficient
resolution of 150, regularised either in the sedimentation coefficient
dimension (a) or in the wavelength dimension (b). Sedimentation coeffi-
cients of 310 S and 600 S are indicated by the orange and magenta
lines, respectively. Colours from blue to yellow indicate higher levels of
extinction. The sedimentation coefficients are with logarithmic spacing
and the wavelengths are with linear spacing.
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Fig. 15 Measured and normalised extinction spectra of the pure silver
(yellow) and gold (magenta) nanoparticle dispersions (a) and at 310 S
(yellow) and 600 S (magenta) retrieved from the 2D sedimentation
coefficient distribution regularised in the sedimentation coefficient
dimension (b).

tributions. Since a broadening of the distribution due to regu-
larisation in the wavelength dimension is irrelevant for such
broad distributions, regularisation in the sedimentation coeffi-
cient dimension is a suitable approach. Furthermore, regular-
isation in the sedimentation coefficient dimension can be
combined with regularisation in the wavelength dimension, as
outlined in Section 3.2.3. This allows a lower confidence level
to be chosen for the sedimentation coefficient dimension regu-
larisation, thereby avoiding the broadening of the distribution
as much as possible.

The extinction spectra can be retrieved for specific sedimen-
tation coefficients from the 2D sedimentation coefficient dis-
tribution obtained from the global analysis using HDR-SVFIT.
For the gold and silver nanoparticle mixture, the extinction
spectra were retrieved for sedimentation coefficients of 310 S
and 600 S as indicated in Fig. 14 by the orange and magenta
lines, respectively. The gained and normalised extinction
spectra are shown in Fig. 15 for the regularisation in the sedi-
mentation coefficient dimension for both sedimentation
coefficients. In Fig. S12 in the SI the spectra are shown for the
regularisation in the wavelength dimension.

Regardless of the regularisation approach used to analyse
the MW SV-AUC dataset, the obtained extinction spectra
appeared very similar for both selected sedimentation coeffi-
cients. Furthermore, the extinction properties of the species
differed depending on the selected sedimentation coefficient.
Comparing the extinction spectra for the lower sedimentation
coefficient with that of the pure silver nanoparticle dispersion
shows that, at a sedimentation coefficient of 310 S, only silver
particles were present. In contrast, the extinction spectra for
the higher sedimentation coefficient show that both silver and
gold nanoparticles were present at 600 S. The reason is that
these spectra can be obtained by combining the extinction
spectra of pure silver and gold nanoparticle dispersions.

5 Conclusions and outlook

In summary, this work has demonstrated the development of a
highly efficient tool for the global analysis of MW SV-AUC data
sets on a standard desktop computer. This tool is based on

This journal is © The Royal Society of Chemistry 2025
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DBM approaches and features a choice between the 1s-g*(s, 4)
and ¢(s, 4) methods that intrinsically treat the contributions of
systematic noise present in the sedimentation data to avoid
incorrectly calculated sedimentation coefficient distributions
and to allow determination of fitting boundaries (ie., the
meniscus and bottom positions) as well as analyte parameters
(i.e., partial specific volume and frictional ratio) depending on
the chosen algorithm.

We demonstrated that the regularisation in the wavelength
dimension avoids distribution broadening, a phenomenon
that occurs for regularisation in the sedimentation coefficient
dimension. As a result, sedimentation coefficient distributions
for mono- or paucidisperse samples, such as proteins or other
macromolecules and clusters, can be determined with much
higher resolution, providing the possibility of resolving minute
differences. In addition, the common regularisation
approaches in the sedimentation coefficient dimension, the
Tikhonov-Phillips and the maximum entropy regularisation,
are now available for the first time for the global analysis of
MW SV-AUC data sets. In particular, the Tikhonov-Phillips
regularisation is still the method of choice for more broadly
distributed samples. To obtain a statistically reliable result for
such global analysis, the tool considers the wavelength-depen-
dent change in the regularisation parameter in the sedimen-
tation coefficient dimension. Furthermore, the regularisation
in the wavelength dimension can be combined with a regular-
isation in the sedimentation coefficient dimension based on
the Tikhonov-Phillips approach to avoid artefacts in the deter-
mined 2D sedimentation coefficient distribution. This also
successfully prevents broadening of the distribution and is
especially useful for data sets with a lower spectral resolution
or broadly distributed samples, where regularisation in the
wavelength dimension is limited.

Furthermore, the frictional ratio or the partial specific
volume can be fitted for an individual wavelength or via a
global fit, where all wavelengths within a selected range are
considered. This approach can significantly enhance the pre-
cision of the determined parameters, especially for data sets
with a mixture of species that absorb light at different wave-
lengths, as it allows multiple sedimentation coefficient ranges
to be defined to determine frictional ratios or partial specific
volumes for multiple species within a single global fit. Further
studies are necessary to explore the possibilities offered by
such analyses.

The ability to perform a fast and efficient global analysis of
MW SV-AUC data sets allows for further examination of the
obtained 2D sedimentation coefficient distributions. For
example, spectral information about the analytes can be retrieved
for specific sedimentation coefficients or ranges. This means that
separate optical spectra of different analytes can be obtained
without the need for elaborate separation prior to spectroscopy.
Furthermore, the 2D sedimentation coefficient distribution can
serve as a basis for subsequent analysis.

Future development of the tool could focus on the
implemented analysis methods. For example, these could be
extended to include a global discrete species analysis, or a
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global c(s, fif) analysis of MW SV-AUC data in which the size
and shape distribution of the analyte could be determined
together with their related spectra. The advantage of such a
c(s, flfo) would be that the solution could be regularised in the
wavelength dimension and globally fitted. While fitting an
additional dimension such as the frictional ratio would
decrease the accuracy, consideration of all available wave-
lengths would lead to a much more mathematically robust
result. Furthermore, regularising the calculated solution in the
wavelength dimension can produce more stable results by
reducing potential artefacts in the solution. However, due to
the significantly larger solution space, memory constraints
could be a limiting factor and would need to be investigated in
greater detail.

HDR-SVFIT can be used to process data obtained by the
custom user-built MW setups with the detection of
extinction”'®’* and emission'®?® as well as the commercial
preparative ultracentrifuge remodel offered by Nanolytics
Instruments.”> Notably, HDR-SVFIT can also be used to
analyse data obtained using Beckman Coulter’s XL-A and
Optima AUC, even though such data will not really benefit
from the MW data analysis capabilities due to the limited
number of wavelengths that can be measured in one experi-
ment. In addition, HDR-SVFIT includes all functionalities pub-
lished previously for the direct boundary analysis of analytical
centrifugation experiments.”®’” Even though only a limited
number of groups may benefit from the MW capabilities pre-
sented herein, we hope that the development of an easy to use
and freely available tool for data analysis will catalyse commer-
cial solutions that provide full MW data to make use of the far-
reaching opportunities offered by AUC for multidimensional
analysis of complex colloidal systems.
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