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1. Introduction
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Long-term stability of Raman setups is one of the critical criteria for using Raman spectroscopy in real-
world applications. Substantial differences from long-term drifts of a device can largely reduce the
reliability of the technology and lead to serious consequences in scenarios such as disease diagnostics. A
systematic investigation of long-term device stability is urgently needed to understand the device-related
variations and to help improve the situation. In this study, 13 substances were measured as quality control
references weekly for 10 months on a Raman device to investigate instrumental stability over time. The 13
substances were selected to be stable and to cover a wide range of standards, solvents, lipids, and carbo-
hydrates. Approximately 50 Raman spectra of each substance were acquired per measurement day. A
data pipeline was constructed to discover the variability (i.e., instability) of the device for the covered time
window. Therein, the stability of the measurement was benchmarked from multiple perspectives, includ-
ing the intensity variations, the correlation coefficients, the clustering, and the classification. The results
suggested the device variability to be more random than systematic. Nonetheless, we demonstrated the
possibility of decreasing the variations from the data via computational methods. In particular, we esti-
mated the spectral variations by a network adapted from the variational autoencoder (VAE) and sup-
pressed them from the measured data by the extensive multiplicative scattering correction (EMSC)
method. This could improve the prediction of independent measurement days for three representative
classification tasks.

widespread application of Raman spectroscopy remains an
unfulfilled and challenging task. One of the major obstacles is

Raman spectroscopy provides the unique fingerprints of the
molecular components being measured by indirectly detecting
the molecular vibrations.' This makes Raman spectroscopy a
versatile technology for biological, medical, and -clinical
investigations.®® The power of the technology is further
enhanced by machine learning techniques® that can effectively
extract the intrinsically subtle spectral variations of interest
and translate them into high-level knowledge. However, the
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the substantial differences between devices, from long-term
drifts of a device, or due to the amendment/replacement of an
optical compartment.” This challenge was highlighted in one
of our previous studies by comparing the spectral variations of
35 instruments across the European institutes.'®

The consequences of the issue are two-fold. First, a trained
machine learning model is disabled to predict the unknown
data well if they are from a different device or, more likely, on
the same device but at a long time after."”'* This can lead to
severe consequences in applications like disease diagnostics.
Second, it is extremely challenging for the community to build
standard databases, especially from multi-center measure-
ments where the measurement-dependent variations are sig-
nificant.® The lack of standard databases has posed a chal-
lenge to the development of large-scale machine learning
models such as deep neural networks, which require large
datasets.

To suppress the device-dependent spectral variations is
therefore an important task in Raman spectroscopy.
Spectrometer calibration,"* for instance, brings measured peak
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positions and intensities to their theoretical values according
to the well-defined standard materials, which helps to remove
the device-related variations in a measured spectrum. The
improvement, however, is limited. As is shown in ref. 11, the
remaining spectral variations, both on the wavenumber and
intensity axis, are still substantial. The reasons can be mul-
tiple, as have been discussed in ref. 10. An alternative method,
warping,'>'® does not rely on standard materials, but attempts
to align the measured spectra to a reference spectrum. This
helps to reduce both instrument and sample-related spectral
variations, provided a proper reference spectrum is employed.
Nevertheless, warping does not guarantee a spectrum to be
closer to the ‘truth’ unless a standard material is used as the
reference. This makes the technique reference dependent,
introducing another source of variation into multicenter
studies.

To better understand the instrumental drifts and explore
the possibilities of better calibration, we investigated the vari-
ations of a Raman setup over a term of ten months. The work-
flow is shown in Fig. 1. Raman measurements were performed
weekly on 13 carefully selected pure substances, ranging from
standard solids to solvents, lipids, and carbohydrates. A
sequence of chemometric steps, including preprocessing and
statistical analysis, was developed to verify the stability of the
measurement. The variability underlined from the analysis
was further estimated and suppressed with a variational auto-
encoder (VAE) in combination with extensive multiplicative
scattering correction (EMSC).

2. Materials and methods
2.1 Raman spectrometer and measurement

The Raman measurements in this study were performed on
high throughput screening RS (HTS-RS) system as was
described in ref. 17 and 18 with 1 s integration time. The
system was equipped with a 785 nm single-mode excitation
laser (Xtra, Toptica, Germany) and a nominal output power of
400 mW. It was designed for in vitro cell diagnostics and has
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been used for clinical investigations, which makes its long-
term stability particularly important. We conducted the
measurement weekly on 13 substances included in European
Pharmacopoeia (EP) or National Institute of Standards and
Technology (NIST): four standard references (cyclohexane,
paracetamol, polystyrene, silicon), four solvents (dimethyl sulf-
oxide (DMSO), benzonitrile, isopropanol, ethanol), three
carbohydrates (fructose, glucose, sucrose), and two lipids
(squalene, squalane). Additionally, we measured the dark
current and Raman spectra from water on each measurement
day. A detailed description of each substance is included in
ESI.T These substances were chosen because they have Raman
signals over the entire wavenumber range. Their bandwidth,
intensity ratios, and distribution are similar to the biological
spectra that are examined for diagnostic purposes (blood,
tissues, cells, microorganisms). Particularly, the liquid sub-
stances were placed inside quartz cuvettes (Fig. S2a and bt)
while the powder substances were pressed inside aluminum
holders that were produced in the workshop of the Institute of
Physical Chemistry at Friedrich Schiller University (Fig. S2ct).
Details and pictures of the different sample holders are given
in Fig. S2.f

The number of spectra is shown in Fig. S17 for each sub-
stance and each measurement day. The mean spectra are visu-
alized along with the standard deviation in Fig. S3t for each
substance. Noteworthy, the ‘Paracetamol’ and
‘Paracetamol_Slide’ refer to paracetamol being measured on a
substrate of slide, which demonstrated focusing instability
compared with those measured on an aluminum holder
(‘Paracetamol_Alumv’, see Fig. S47). Therefore, we used the
former two measurements only for the wavenumber cali-
bration but excluded them for further analysis. Moreover,
spectra from cyclohexane were excluded except being used as
standard of the wavenumber calibration, considering the con-
tamination on the sample during the measurement (Fig. S57).
Squalane was excluded as well due to the instability in the
spectral range below 500 cm™" (larger standard deviation
shown in Fig. S67). Silicon was used to calibrate exposure time
of the measurement, by making sure a relatively constant
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@@@@
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Fig. 1 Workflow of the study. 13 reference substances were carefully selected and measured weekly, of which we covered in this study the data
over 10 months (2022-11-02 to 2023-08-30). The measured spectra went through the same analysis pipeline. Preprocessing steps were applied
including spikes removal, wavenumber calibration, baseline correction, and normalization. All preprocessed spectra were subjected for intensity ana-
lysis, clustering, and classifications to discover the potential changes in the device over the measurement period.
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intensity of the Raman band at 520 cm™". For analysis it was
excluded because it contains only one single Raman band. The
spectra from dark current and water were not used for the ana-
lysis, as the former does not contain Raman bands while the
latter was only measured occasionally (see Fig. S17).

2.2 Spectral preprocessing and wavenumber calibration

All spectra were preprocessed following a routine procedure,
including despiking, wavenumber calibration, baseline correc-
tion, and I, normalization.® More details of each step are given
in ESL.¥ The wavenumber calibration was conducted following
the procedure described in our previous studies.'* Particularly,
we performed the wavenumber calibration using different stan-
dards including cyclohexane, paracetamol, polystyrene, and a
combination of all three standards. The results were compared
according to three metrics: the mean absolute deviation (MAD)
and the Pearson’s correlation coefficient (PCC). To calculate
MAD, we located on each spectrum the positions of well-
defined Raman bands and calculated their absolute deviations
from the values provided in standard database or literature.
The MAD was obtained as the average over the deviations of
multiple Raman bands within each spectrum. The PCC was
calculated between the mean spectrum of each measurement
day and the overall mean spectrum for each substance. All
three metrics were calculated on spectra without wavenumber
calibration and those calibrated using different standards. The
results were compared to find the optimal standard for wave-
number calibration.

View Article Online

Analyst

2.3 Benchmarking stability

As our aim is to investigate the stability of Raman setups over
a long period, we describe in this section a data pipeline to
discover the potential spectral variations across the measure-
ment days. The pipeline starts from correlation analysis as the
very basic approach and goes further to classification as a
more advanced process. We employed different approaches to
incorporate the different perspective each approach brings,
which helps to reach conclusions without being biased by a
certain approach. Details will be given in the next subsections.

2.3.1 Correlation analysis. To start, the Pearson’s corre-
lation coefficient (PCC) was calculated between mean spectra
of different days within each substance. This gives an overview
of the spectral similarity (or dissimilarity) across measurement
days. In particular, we performed a principal component ana-
lysis (PCA) on spectra of the same substance and calculated
the PCC based on the first 10 components. This results in a
matrix of dimension (7qay, 7aay) for each substance. Matrices
from different substances were averaged to obtain the final
PCC matrix. We did the average as the device drift is supposed
to affect the spectral similarity of all substances without dis-
crimination. The average correlation coefficient is hence
expected to reveal such device drift.

2.3.2 Clustering analysis. Besides the overall similarity, we
explored the setup variations more precisely by checking the
clustering properties across the measurement days. Herein we
developed a k-means-based pipeline as is graphically illus-
trated in Fig. 2. To start, we build k-means clustering for each
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Fig. 2 The workflow of clustering analysis. (a) k-Means clustering was performed on each substance with the k value varying from 3 to 15. (b) For
each k value and each substance, the ratio between the within- and cross-cluster distance was calculated based on the distance metrics of corre-
lation coefficients, cosine distance, Euclidean distance, and Mahalanobis distance. (c) The ratios in (b) were input into sum-ranking difference (SRD),
according to which the optimal k value of the corresponding substance is determined. (d) Steps (a—c) were repeated for all substances, of which the
optimal k values were collected to find the k values of the top frequencies, i.e., the common-k. (e) k-Means clustering was performed for each sub-
stance again based on each k value from the common-k. (f) Each clustering result in (e) is translated into a co-clustering matrix, indicating if spectra
from one measurement day (d4, d>, ..., d,,) are clustered into the same cluster as those from the other day. (g) The co-clustering matrices calculated
in (f) were averaged for each substance. (h) The final co-clustering matrix was calculated by averaging results in (f) from all substances.
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substance separately. The k value was varied from 3 to 15, each
leading to a different clustering result (Fig. 2a as an example
of k = 3). For each clustering result corresponding to each k
value, we could calculate the within- and cross-cluster distance
based on four distance metrics including the Pearson’s corre-
lation coefficients, cosine similarity, Euclidean distance, and
Mahalanobis distance. The ratio between within- and cross-
cluster distance was calculated as a benchmark of the cluster-
ing goodness (Fig. 2b). To choose the optimal k value, we
input the calculated ratios of different k values and distance
metrics into the sum-ranking-difference (SRD).'° The optimal
k value was found as the elbow point of the SRD (Fig. 2¢): we
first connected the start and end points of the SRD curve with
a straight line and decided the optimal k value as where the
distance from the SRD curve to this straight line maximized.
In this way, we could obtain the optimal k values of all sub-
stances and generate a histogram (Fig. 2d). The optimal k
values that get the top m frequencies (i.e., shared among most
substances) were selected as ‘common-k’. Thereafter, we re-per-
formed the k-means clustering for each substance again with
each k in the ‘common-k’ (Fig. 2e) and transferred the result
into a co-clustering matrix, of which the element M; = 1 if
spectra from measurement day d; are clustered into the same
group as those from the other measurement day d;, otherwise
M;; = 0 (Fig. 2f). The co-clustering matrices of the same sub-
stance were averaged over all common-ks to get the final result
of this substance (Fig. 2g). Steps in Fig. 2(e-g) were repeated
for all substances, of which the co-clustering matrices were
averaged to get the final result (Fig. 2h).

2.3.3 Moving-window strategy. To step further, we adopted
a move-window strategy along the measurement days to calcu-
late the spectral changes over the measurement period. As is
shown in Fig. 3, where the window size is set as 3, the spectra
were split into two parts, i.e., inside and outside of the active
window. For each movement of the window, spectra from
inside were compared to those from outside. We performed
the comparison separately for each substance and from
different perspectives. First, the root mean square error
(RMSE) was calculated between each spectrum inside the
active window and the mean of those outside. For each
window movement, we averaged the RMSE values to be the
result of the current active day. The calculation was repeated
until the window went through all measurement days. This
resulted in a matrix of dimension (nqay, sub)- The results over
different substances were summarized according to the SRD

active window
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results, of which a lower value means a better similarity of the
day compared to the other days.

Similarly, we performed one-class classification tasks based
on the move-window strategy. The model was trained with
spectra outside of the window and used to predict those inside
the window. The accuracy of the prediction was considered as
the result of the current active day. The one-class classification
resulted in a vector of (1144, 1) for each substance. We collected
results of all substances to form an accuracy matrix of dimen-
sion (nday, Nsub), from which the SRD was calculated to sum-
marize the results from different substances. A lower SRD
value, which means a better prediction accuracy, represents a
higher similarity of the day compared to the other days.

2.4 Verification of spectral variations

The potential patterns of the device variations unraveled from
the previous analysis were verified as follows. We separated the
measurement days into n segments, with lower spectral vari-
ations within each group compared to those across different
segments. We made sure successive measurement days were in
one segment, as the device drift is supposed to occur continu-
ously over time. The spectral differences between the n seg-
ments were verified with the three representative classification
tasks in Table 1. The three tasks were designed according to
their chemical/biological information, the similar ones
assigned into one task. To do so, we considered the n seg-
ments as n batches and performed the three classifications
with a leave-one-batch-out cross-validation (LOBOCV). The
results were compared to those from a random n-fold cross-
validation, in which the measurement days were split ran-
domly into n folds. The assumption was that the classification
results will be worse for the LOBOCV if the differences
between the segments are significant.

2.5 Suppression of spectral variations

The analysis described above helps to reveal the variability of
the measurement. A more important but extremely challenging

Table 1 Substances involved in each of the three classification tasks

Task Substances

Alcohol Isopropanol, ethanol

Sugar Fructose, glucose, sucrose
Other Benzonitrile, dimethyl sulfoxide

moving-window

Fig. 3

@ measurement days

‘ active day

Illustration of the move-window strategy. Here we fixed the window size to be 3, i.e.,, to cover one before and one after the active day,

except the cases where the active day is the first or the last day point. During the computation, the spectra are split into two parts: inside and
outside of the active window. The RMSE is calculated between the two parts. In case of classification, a model is always trained on those outside of
the window and used to predict those inside the window. The output, i.e., the RMSE or accuracy will be assigned as the result of the active day.

This journal is © The Royal Society of Chemistry 2025
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question is how to suppress the spectral variations. As a
first attempt, we established a network by adapting a vari-
ational autoencoder (VAE) to estimate the representative
component of the spectral variations, which were used as
interference in the extensive multiplicative scattering correc-
tion (EMSC). This will suppress the contributions of the
estimated variations from the measured data. Detailed
description of the VAE architecture and EMSC method is
given in ESI (see Fig. S10 and eqn S(1)f). Briefly, the VAE
takes a spectral pair (s;, ;) as input and outputs the differ-
ence spectrum between s; and s,. It consists of an Encoder
and a Decoder. The Encoder transforms the spectral pair
into two vectors representing the mean and variance of the
distribution of the latent space, out of which a latent vector
was resampled and used for the Decoder for reconstruction.
Noteworthy, we kept the Decoder to be linear without using
any activation functions. This could remove not only the
nonlinear effects for the reconstruction but also lead to a
more powerful Encoder and less powerful Decoder. In this
way we expect the Encoder to better extract the hidden spec-
tral variations that suffice for reconstruction.

To make the situation easier, the patterns of the spectral
variations were assumed not to significantly change over
time. To start, we mean-centered and scaled against stan-
dard deviation for all spectra of each substance indepen-
dently and constructed spectral pairs with two spectra
(Spn, Spn+1) randomly selected from the same substance but
two successive batches (b,, b,+1). The spectral pairs from
different substances were concatenated together and used to
train the VAE, in which the difference between the paired
spectra was used as ground truth. In this way, the latent
space is expected to embed the spectral variability from the
measurement.

After being trained, the VAE was used to extract the repre-
sentative components of the spectral variations. To do so, we
calculated the mean spectrum of each day for each substance.
Spectral pairs were constructed with two mean spectra ran-
domly selected from two successive batches of the same sub-
stance. We randomly constructed 200 spectral pairs and fed
into the encoder of the VAE. The latent vectors resulted from
the encoder were supposed to encode the spectral variations
between successive measurement days. To extract the represen-
tative components of the spectral variations, we performed a
5-means clustering on the latent vectors. Out of each cluster,
we selected the latent vector that is closest to the centroid
according to the Pearson’s correlation coefficient. This led to
five latent vectors which were fed into the trained decoder to
obtain the representative components of the spectral
variations.

The representative components for the spectral variations
were used in the EMSC model (eqn (S1)f) as interference
(pi(?)) to remove their influence on the measured spectra. We
verified the effect of such variation suppression based on the
three classification tasks in Table 1. The difference between
the LOBOCV and random CV were compared to those without
the EMSC correction.

2858 | Analyst, 2025, 150, 2854-2864
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3. Results and discussion
3.1 Benchmark of variability

3.1.1 Wavenumber calibration. The results of the MAD and
PCC are visualized in Fig. 4, in cases of different wavenumber cali-
bration approaches: no calibration, or calibration based on
different standards (cyclohexane, paracetamol, polystyrene, or a
combination of all three). It was observed that all calibration
methods could significantly improve the spectral stability, with
decreased MAD as well as increased PCC. The cyclohexane pro-
vided inferior results compared to the other standards, most prob-
ably because it has less Raman bands compared to the others. We
did not see clear differences for paracetamol, polystyrene, and the
combination of different standards. Nonetheless, we chose to use
the calibration based on the combination of the three standards
in the subsequent analysis, which helps to reduce the influence of
the standard-dependent variations on the calibration.

3.1.2 Correlation coefficient. The results of the correlation
coefficients across the measurement days are shown in Fig. 5,
in cases of without (Fig. 5a and b) and with (Fig. 5¢ and d)
wavenumber calibration. We showed the results from benzo-
nitrile in Fig. 5(a and c) as an example for the single-substance
calculation, while the average over all substances is shown in
Fig. 5(b and d). A relatively clear change was observed for the
day of 2023-06-16, with a less obvious change occurring on the
day 2022-12-02. Both days were highlighted with arrows in
Fig. 5(c and d).

3.1.3 Clustering analysis. For the clustering analysis, we
excluded paracetamol (Paracetamol Alum) as it was only
measured over part of the measurement period (see Fig. S17)
and hence their clustering results do not reflect the true spec-
tral variations of the whole period. The results are shown in
Fig. 6. We again took benzonitrile as an example for the visual-
ization, of which the score plot from the principal component
analysis (PCA) is shown in Fig. 6a. The results of the ratio
between within- and across-cluster distances against the k
values were shown in Fig. 6b, including all four distance
metrics. Fig. 6¢ gives the SRD of the ratios based on the four
metrics, where the optimal k value was marked. The optimal k
values for all substances were shown as the histogram in
Fig. 6d. This helped us to automatically select the k value that
was shared the most commonly for all substances. This
common k value was used for a second k-means clustering.
Note that this common k value may change in cases of
different wavenumber calibrations (see Fig. 7al-e1). After clus-
tering, we obtained a co-cluster matrix indicating if any of the
days are clustered into the same group as another day (see
Fig. 6e) for each substance. Eventually, we could obtain a final
co-cluster matrix by averaging from all substances (see Fig. 6f).
Here we could again see the sharp change for the days 2022-
12-02 and 2023-06-16. Additionally, we observed a relatively
weaker change for the day 2023-01-20. All three days are high-
lighted with arrows in Fig. 6f.

Before moving on to the next step, we compared the distri-
bution of the optimal & values among different substances for
the different strategies of the wavenumber calibration. The his-
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Fig. 4 Comparison of different approaches for wavenumber calibration: no calibration, calibration based on paracetamol, cyclohexane, polystyrene,
or a combination of the three standards. (a) Mean absolute deviation (MAD) of measured peak positions from their theoretical values. (b) Pearson’s
correlation coefficients (PCC) between day-wise mean spectrum and the overall mean spectrum for different substances. It is demonstrated that the
wavenumber calibration largely decreased the spectral variations, with smaller MAD and increased PCC. It is also indicated that the cyclohexane pro-
vides inferior calibration compared to the other standards. However, we did not see clear differences among the other three cases of standards.
Nonetheless, we chose to use a combination of the three standards for the calibration in the subsequent analysis, which helps to reduce the
influence from standard-relevant variations on the calibration.
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d) wavenumber calibration. (a and c) Example results from the substance benzonitrile; (b and d) results after averaging over all substances. The
measurement days of 2023-06-16 and 2022-12-02 are highlighted in panels (c and d), where the correlation coefficients changed quite obviously
on these two days.

tograms of the optimal k values and the co-cluster matrices are tral variations. By combining all three standards during the
visualized in Fig. 7(al-el), which varies among different stan- calibration, we expected to reduce such standard-dependent
dards for wavenumber calibration. This suggested the stan- variations. Therefore, further analysis will be performed with
dard-dependence of calibration as one of the sources for spec- spectra from the combined calibration.
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example. (c) SRD calculated from the ratios results and the automatically detected optimal k value. (d) Histogram of optimal k values for all sub-
stances. In this case, 6 was used as the common k value. (e) The cluster-matrix for benzonitrile, of which the value M; = 1 demonstrating data from
measurement days i and j are clustered into one cluster. (f) The final cluster-matrix averaged over all substances, where the arrows demonstrate the
dates with obvious variations.
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Fig. 7 Comparison of optimal k values (al—el) and the cluster matrix (a2—e2) in case of different wavenumber calibrations. Accordingly, 4, 6, 6, 4, 6
are used as the optimal k-values in each case of wavenumber calibration, respectively. The distribution of the optimal k values varied across different
wavenumber calibrations, most likely suggested the standard-dependence of wavenumber calibration or certain instabilities within the standard sub-
stances themselves. By combining all three standards during the calibration, nonetheless, we expected to reduce the influence from such standard-
relevant variations. Therefore, the results from the combined calibration are considered more ‘reliable’.
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3.1.4 Moving window analysis. The variability of the
measurement was further verified by the moving-window cal-
culations, of which the results are shown in Fig. S7 and S8.f
To condense the results and make it easier to interpret, we cal-
culated the sum of ranking difference (SRD) to compare the
results from different days. The results are shown in Fig. 8,
where we see clearly the variability of the measurement over
the 10 months. However, we did not see strong support to split
the variability with the three key dates we discovered from pre-
vious analysis, as were marked by vertical dash lines.
Moreover, we plotted with a dual y-axis the operators who con-
ducted the measurement on different days along with the SRD
results as thinner solid lines in gray. No strong correlation was
observed between these measurement facts and RMSE or one-
class classification. The measurement day of 2023-03-31, when
the mirror was adjusted, does not match the three key dates.
This suggests very likely that the measurement variability
comes from more facts than single operator or mirror adjust-
ment. A systematic investigation of such facts would require a
much more complicated experiment.

3.2 Verification of variability

The verification of the measurement variability was performed
via three classification tasks given in Table 1. We employed
two cross-validation schemes: leave-one-batch (segment)-out
cross-validation (LOBOCV) and random cross-validation.
Spectra from each substance were mean-centered and scaled
against the standard deviation of the same substance. This
largely reduced the separability between the substances and
made the classification more challenging. Otherwise, the
‘batch-wise’ changes are hidden as the substance-wise differ-
ences are much higher. The balanced accuracy based on three
classification models are shown in Fig. 9 named ‘None’.
Accordingly, the prediction of the LOBOCV was generally
inferior to that of the randomized cross-validation. This
means that differences between batches (segments) are larger
than those between randomly separated folds. This is in line
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with the results given in Fig. 6. Noteworthy, the linear models,
including LDA and linear-kernel SVM, did not provide satisfied
results in all three classification tasks. This suggests that the
classification tasks were not linearly solvable.

3.3 Suppression of variability

All results presented so far suggest a variability over the
10 months of measurement, despite the wavenumber calibration.
It is therefore beneficial to explore methods of suppressing such
variability. To do so, we developed a VAE neural network to esti-
mate the variations, with an assumption that the variations
feature a relatively stable pattern. The network was trained with
substances of benzonitrile, dimethyl sulfoxide, isopropanol, and
polystyrene, which are chemically more stable than the others
and were measured over the full period. After VAE was trained, we
fed it with spectral pairs constructed as follows. First, we calcu-
lated the mean spectrum of each day for each substance. 200
spectral pairs were constructed with two mean spectra randomly
selected from two successive batches of the same substance. We
fed these spectral pairs into the encoder of the VAE, of which the
output is plotted along with the ground truth in Fig. S11(a and
bt). The resulting latent vectors are visualized in Fig. S12.1 To
extract the representative spectral variations, we performed
5-means clustering on the latent vectors (Fig. S11(c)f) and used
the centroids as the input of the decoder, leading to 5 representa-
tive components of the spectral variation (Fig. S11(d)7).

To suppress the spectral variations from the measurement,
we employed the obtained representative components as
‘interference’ in EMSC model (eqn (S1a)f) for correction. The
resulting spectra were expected to contain less variability from
day to day. To verify this point, we performed again the three
classification tasks of Table 1 with different classification
models. As is shown in Fig. 9 (‘VAE-EMSC’), the differences
between the LOBOCV and the randomized CV were generally
smaller, especially for nonlinear SVM.

To verify the capability of VAE for estimating the spectral
variability, we calculated the average difference spectrum

SRD: one-class classification
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Fig. 8 Results of moving-window calculations, where the key measurement dates are marked as dashed lines, the information of the operator is
given as dual axis in gray. (@) Sum-ranking difference (SRD) calculated from the RMSE of different measurement days. (b) SRD calculated from the
accuracy of the one-class classification. It is clear to see different changing patterns of the SRD within different segments split by the key dates. For
both sets of the results, we could see correlation between the changes in operators and the spectral variations.
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Fig. 9 Balanced accuracy of the three classification tasks under the framework of LOBOCYV as well as the randomized CV for different cases of vari-
ation suppression: no suppression, EMSC based on average difference spectrum (diff-EMSC), and EMSC based on VAE estimated variations
(VAE-EMSC). Different models, including linear models LDA and linear SVM, nonlinear models from ‘rbf’ SVM were employed for the classification. In
comparison, the randomized CV (r) and LOBOCYV (p) tend to be more similar after the EMSC in comparison to those without EMSC, especially for
SVM with radial kernel. The VAE-EMSC outperforms diff-EMSC with higher balanced accuracy.

between spectral pairs used for VAE training and used it as
interference in EMSC. The corrected spectra were used again
for the classification tasks. The balanced accuracy of all three
models and two cross-validation strategies are shown in Fig. 9
(‘diff-EMSC’). Similar to VAE-EMSC, the difference between the
two cross-validations was reduced by diff-EMSC comparing
with those without EMSC (‘None’). Nonetheless, we also see
that VAE-EMSC outperformed diff-EMSC with higher balanced
accuracies, particularly for the nonlinear SVM. This highly
suggested the benefit of VAE for variability estimation than the
simple difference spectrum. As the difference spectrum still
contains fingerprints of substances, using the average differ-
ence spectrum in EMSC can lose useful spectral information
except the measurement variability. On the other hand, the
VAE model aims to learn a ‘general’ measurement variability
that is substance independent, making it more beneficial than
the difference spectrum.

3.4 Discussion

We have demonstrated that the variability over time in Raman
spectroscopy to be present but show no systematic pattern,
which however can be suppressed via computational
approaches. As the most straightforward manner, a wavenum-
ber calibration based on multiple reference standards could be
considered in Raman spectroscopy to improve the spectral
reproducibility. Moreover, it is good practice to track the
device drift overtime regularly based on the measurement on
standard references to extract the hidden variability and
correct it. Further, we recommend recording the environ-
mental parameters of the measurement, such as humidity,
temperature, operator, etc. to allow for better understanding of
the source of potential variability. Last but not the least, we
would like to briefly link to our previous studies on device-to-

2862 | Analyst, 2025, 150, 2854-2864

device variability and the approaches to handling it."""**°

Therein, the issue was handled via model transfer approaches,
which are task- and sample-dependent. In this study, however,
we aim to understand the measurement variability more sys-
tematically and estimate it in a sample- and task-anonymous
manner, which is supposed to act as a ‘general calibration’
method that can suit the correction of different samples.
Despite its use in structured time-series data, noteworthy, the
VAE-EMSC method is potentially useful for data from multiple
devices or replicates.

4. Conclusions

In this study, we investigated the long-term stability of a
Raman setup and constructed a data pipeline to benchmark,
verify, and suppress the variability based on machine learning
and statistical analysis. We based our analysis on the spectra
of 13 substances measured weekly over a 10-month time
window. The substances covered a wide range of standard
materials, solvents, carbohydrates, and lipids. To start, the per-
formance of the wavenumber calibration was compared across
different standards: cyclohexane, polystyrene and paracetamol
(Acetaminophen). A combined wavenumber calibration with
all standards was eventually employed to reduce the possible
standard dependence of the calibration. Further, we bench-
marked the variability of the measurement from different per-
spectives, including correlation analysis, clustering, and
moving window analysis. Therein, we could spot three dates
when a clear change occurred for the measurement. This
observation was further verified with three classification tasks,
which were significantly inferior when predicting data from a
different time segment split by the three days. In addition, we
were able to estimate the spectral variations with VAE-based

This journal is © The Royal Society of Chemistry 2025
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neural network and suppress them via EMSC method, which
obviously improved the results of three classification tasks.

Nevertheless, we did not see a strong correlation between
the variability and the known facts like operator and element
adjustment. This largely suggests a multi-source origin of the
measurement variability. To systematically investigate such
origins requires an extremely carefully controlled experimental
condition. However, our results showed the promise of sup-
pressing such variability with computational methods, which
can be particularly beneficial for applications such as measure-
ments on biological samples where the variability can heavily
overwhelm spectral changes of interest. Particularly, the
method of VAE-EMSC demonstrated the promise of estimating
the measurement variability and reducing its influence from
the measured data while maintaining useful spectral infor-
mation. This makes it a potential ‘general calibration’ method
for better reproducibility of long-term measurements. Its appli-
cability on biological samples such as cells, tissues, and bio-
fluid will be verified in our future study.
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