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To accelerate materials discovery, an inverse design scheme to find materials with desired properties has
been recently introduced. Despite successful efforts, previous inverse design methods have focused on
problems in which the desired properties are described by a single number (one-dimensional vector),
such as the formation energy and bandgap. The limitation becomes apparent when dealing with material
properties that require representation with multidimensional vectors, such as the electronic density of
states (DOS) pattern. Here, we develop a deep learning method for inverse design from multidimensional
DOS properties. In particular, we introduce a composition vector (CV) to describe the composition of
predicted materials, which serves as an invertible representation for the DOS pattern. Our inverse design
model exhibits exceptional prediction performance, with a composition accuracy of 99% and a DOS

pattern accuracy of 85%, greatly surpassing the capabilities of existing CVs. Furthermore, we have
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Accepted 3lst January 2024 successfully applied the inverse design model to find promising candidates for catalysis and hydrogen

storage. Notably, our model suggests a hydrogen storage material, MosCo, that has not yet been

DOI: 10.1039/d3ta06491c reported. This readily reveals that our model can greatly expand the space of inverse design for materials
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Introduction

Historically, materials discovery has been carried out mostly by
the Edisonian approach based on trial-and-error,"* such as
high-throughput screening, in which numerous materials are
tested until the desired target properties are found. The Edi-
sonian approach is, however, regarded as an inefficient strategy
because the chemical spaces to explore are typically vast, which
thus leads to a very large amount of time and high costs for the
discovery. Although the efficiency of materials discovery can be
improved by theoretically or experimentally combining this
approach with an automation technique, which is called high-
throughput screening, many tests are still necessary to search
for a material with the target property. For example, high-
throughput density functional theory (DFT) calculations have
recently been widely used for materials design and have shown
various success for materials discovery;>*® however, these
methods only allow us to predict the properties of materials
from their chemical information (e.g., atomic structure and
composition).

“Computational Science Research Center, Korea Institute of Science and Technology,
Seoul 02792, Republic of Korea. E-mail: sangsoo@kist.re.kr; donghun@kist.re.kr
*Department of Artificial Intelligence Software Convergence, Korea Polytechnics,
Chuncheon Campus, Gangwon-do, 24409, Republic of Korea

T Electronic  supplementary information (ESI) available. See DOI:
https://doi.org/10.1039/d3ta06491c

i These authors contributed equally.

6004 | J Mater. Chem. A, 2024, 12, 6004-6013

As a strategy for further accelerating materials discovery, an
inverse design scheme has been introduced, in which a user
defines the target properties of materials and an algorithm then
suggests materials that meet the target properties. State-of-the-
art computer simulation techniques (e.g., DFT calculations)
only allow a forward prediction from material information to
the properties. However, deep learning (DL) algorithms make
inverse design of materials possible not only for organic mate-
rials” but also for inorganic materials,® in which DL methods
such as generative adversarial networks (GANs)® or variational
autoencoders (VAEs)' have usually been used.”®'™* For
example, Noh et al.** found new metastable vanadium oxide (V-
0O) compounds using the VAE algorithm. Ren et al.® also used
a VAE to generate materials with the desired formation ener-
gies, bandgaps, or thermoelectric power factors. Xie et al'®
developed a chemical diffusion variational autoencoder
(CDVAE) model and Wines et al.*® utilized the CDVAE to design
superconductors with a high critical temperature. In contrast,
Kim et al.'* generated various porous zeolites with the desired
heat of adsorption of methane via a GAN. Despite these efforts,
these inverse design methods are limitedly applicable to prob-
lems for which the target properties are described by a single
scalar value, such as a formation energy of 1.0 eV per atom or
a bandgap energy of 3.2 eV. In some cases, the material prop-
erties and performance can be well represented by a single
number, but in many other cases, the properties need to be
represented by multidimensional vectors (a series of numbers).
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Recently, various inverse design models dealing with multidi-
mensional properties have been developed. Li et al.** developed
forward and inverse design models capable of handling
multiple structural and property features of nanoparticles.
Expanding on their efforts, the same research group applied
their methodologies to predict multiple target electrochemical
properties of MXene-type materials.>* And Dong et al.*® specifi-
cally addressed the light absorption spectrum, developing an
inverse design framework for predicting a material's formula.
These advancements demonstrate the importance and potential
for the development of an inverse design model to target
multidimensional properties.

A representative example of such multidimensional proper-
ties, which is the focus of this study, is the electronic density of
states (DOS) pattern. The electronic DOS pattern can often be
represented by the number of electronic states at each energy
level (typically represented by approximately a few hundred
values). The DOS properties determine not only the electrical
properties of materials but also their chemical properties. It is
well known that catalytic properties are also significantly
affected by the DOS pattern.”»** Although the d-band center
value (single number) has been widely used as a simplified but
effective descriptor in catalyst design,”™* this value is not
sufficient to fully represent and understand the whole elec-
tronic structure of catalyst materials. Recent DL studies®>*¢
show that the d-band center is not sufficient to fully describe
adsorption energies. In this regard, the DOS pattern itself or its
derivative, although much more complex than the d-band
center, has served as an improved and complementary
descriptor in catalyst design.””~** Fung et al.** developed an ML
model designed to accurately predict adsorption energies from
DOS patterns. Similarly, Hong et al*® predicted adsorption
energies from DOS patterns and interpreted the correlation
between DOSs and chemisorption properties. Kngsgaard et al.**
successfully estimated quasiparticle band structures from DOS
fingerprints using standard DFT calculations. Despite the ML
model's success in utilizing DOS patterns as input, there have
been no efforts thus far to directly predict material information
(compositions of inorganic material) from DOS patterns, which
is the key inverse design strategy in this work. Therefore, it is
necessary and timely to develop a machine-learning-based
inverse design strategy applicable to multidimensional prop-
erties such as DOS patterns, which should suggest material
information (e.g., atomic structure or composition) from an
input of desired DOS patterns.

For the development of such an inverse design technique, it
is critical to develop a machine-readable representation to
reflect the electronic DOS pattern information that is invertible,
allowing conversion back to material information. Among the
types of material information, the atomic structure and the
chemical composition both affect the properties of materials.
Consequently, various inverse design studies have employed
representations which include both structure and chemical
details.>'® Nevertheless, the vastness of possible variations in
chemical composition and atomic structure makes it chal-
lenging to navigate the landscape. Hence, there is still a need to
limit the information used in inverse design strategies. For
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instance, Fung et al.®* examined the atomic structure of MoS,
composition, while Lyngby et al.** explored the composition in
the 2D-type structure. Likewise, a restriction would be needed in
the atomic structure or chemical composition for manage-
ability. Interestingly, our previous DL studies showed that in
predicting material's properties, feature vectors derived from
chemical compositions hold more weight than those from X-ray
diffraction patterns representing atomic structures.** The result
provides a meaningful guideline for inverse design, i.e., it would
be more efficient to specify the chemical compositions of
materials for a given atomic structure. This guideline calls for
the development of a representation for the chemical compo-
sition that is invertible to the electronic DOS pattern informa-
tion. In fact, there have been several efforts to develop
a representation for mapping the chemical compositions of
materials, in which one-hot encoding methods have been
used.**” For example, Zhou et al.** generated one-hot encoded
datasets consisting of elements in the material formulae and
their chemical environments and embeddings of elements
through singular value decomposition and a probability model.
Tshitoyan et al®® extracted elemental information through
natural language processing of published papers to generate
a one-hot encoded dataset and embeddings of elements
through word2vec.®®** However, these previously reported
representations do not include electronic DOS information and
have not been tested for inverse design.

In this work, we develop and report a convolutional neural
network (CNN)-based DL model that is effective for inverse
design of inorganic materials from multidimensional DOS
patterns. This model can suggest the chemical composition for
a given atomic structure and consequently several candidate
materials with ranks. The composition vector (CV) created from
the DOS patterns of each element is used as a representation
vector for the inverse design, which greatly enhances the
performance of the inverse design model, as evidenced by the
composition prediction accuracy of 99% and the DOS pattern
accuracy of 85%. To demonstrate the effectiveness of our
model, we apply the model to two exemplary applications,
namely, oxygen reduction reaction catalysis and hydrogen
storage, where the inputs are DOS patterns for Pt;Ni and Pd,
respectively, since these materials are regarded as prototypical
materials in each field. The model successfully proposes novel
binary alloys that have DOS patterns similar to those of the
input materials in both applications. The workflow presented
herein is not limited to DOS patterns but can be readily
expanded to many other properties described by multidimen-
sional vectors, such as spectrum data in materials science.

Results and discussion
Workflow of our inverse design model

Fig. 1 shows a schematic diagram of our inverse design model,
where the multidimensional DOS pattern is used as an input
and the output is a vector called the composition vector (CV)
which represents the compositions of materials. To make it
invertible, the CVs were defined as a concatenation of element

J. Mater. Chem. A, 2024, 12, 6004-6013 | 6005


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3ta06491c

Open Access Article. Published on 01 February 2024. Downloaded on 11/9/2025 2:09:00 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Journal of Materials Chemistry A

View Article Online

Paper

Density of states

par.

3
©
(o]
£
c
o
0
[}]
©
/]
(7]
S
<]
>
=
S
=
(@)

Our inverse design model

Composition vector

Candidate materials
Ac, B¢y
Cc:Dcp
Ec; Fer

GeHey

S
[e]
=
(5}
o
>
c
o
=
n
o
o
£
o
(&)

DOS-based element vector (EV)

Element vector

Composition vector

AB, @~ @~ rmm= mT T

le, o

dictionary

Fig. 1 Schematic diagrams of DL models. Inverse design model to predict compositions from the target DOS. The input is the target DOS
pattern, and the output is the CV that is invertible to the material composition.

vectors (EVs), which represent element information. The CV for
the binary material A,,B,, CV, g, is defined as follows:

CVa g =mEV, & nEVy

mPn

1)

where @ denotes a concatenation operation and EV, and EVg
denote the EVs of elements A and B, respectively. If an EV for
each element is unique and element A is selected to have a lower
atomic number than element B, the CV, p is also unique
according to its composition A,,B,. Therefore, CVs are one-to-
one correspondences to all available compositions and are
invertible to composition. From the predicted CVs with an input
of the DOS pattern, the model finally enables suggesting several
candidate materials with ranks. The detailed process is
described in the following sections.

Generation of DOS-based EVs with chemical information

Since a CV is composed of predefined EVs as described above,
how EVs are produced is one of the key components of our
model. In Fig. 2a, we explained how the EV representation is
generated. To construct compatible composition vectors with
our model using DOSs as inputs, we developed EVs based on
DOS patterns which include chemical and electronic structural
information about elements. We collected 32659 total DOS
patterns for unary, binary, and ternary materials from the
Materials Project library*>** and created a DOS database, as
shown in Fig. S1.1 Each DOS pattern is converted into a DOS
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vector with an energy range of —7.5 to 7.5 eV and 151 energy
levels for standardization, i.e., the DOS pattern is represented by
a 151-dimensional vector. Since an element could be in a variety
of environments (interacting with various elements or placed in
various types of structures), we used centroid DOSs to construct
EVs. The centroid DOS of element A is defined as the average
DOS of all materials containing element A in the collected
database. The centroid DOS can readily represent not only the
physical and chemical information of element A but also
various environments where an element A could be placed. To
enable machines to learn their own knowledge for a particular
element, we passed the centroid DOSs of elements (H to Bi in
this work) to the autoencoder and then used latent space vectors
as EVs (Fig. 2a). As a result, the centroid DOS vector of each
element is compressively encoded into a 30-dimensional latent
vector that can be finally used as an EV.

To validate whether the DOS-based EVs contain chemical
information about elements and materials, t-distributed
stochastic neighbor embedding (t-SNE)** analysis is applied to
the EVs (Fig. 2b). This algorithm is known to show good
performance in visualizing high-dimensional vectors compared
to other algorithms, such as principal component analysis
(PCA).” Interestingly, the t-SNE analysis reveals that elements
in the same group of the periodic table are distributed at similar
positions, indicating that each group is distinguished by the
position. Additionally, the distances between groups reflect the
chemical relations of the periodic table. For example, because

This journal is © The Royal Society of Chemistry 2024
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Fig.2 Generation of EVs and its analysis. (a) Autoencoder model for generating EVs. In the autoencoder model, the centroid DOSs are passed to
the input and output layers, and the latent space vector for each element is acquired as an EV. (b) Projection of the EV map obtained with the t-
SNE algorithm. Each dot denotes an EV of an element. Seven groups of elements (alkali metals, alkaline earth metals, lanthanides, 3d transition
metals, noble metals, post-transition metals, and halogens) are highlighted. Elements in the same group are grouped into circles.

the alkali metal group and alkaline metal group differ by only
one valence electron, they are located close to each other in the
t-SNE plot. Here, we highlight that the EV readily reflects the
chemical information of elements, although we have not
trained on the element information such as the atomic number
or period number and only used the centroid DOS in con-
structing the EVs with the autoencoder. We also tested the
performance of the DOS-based CV by training an artificial
neural network (ANN) model, in which the CV for a given
material was used as an input and classifying the bandgap
energy of the input material into three categories: small gap (E,
< 0.2 eV), medium gap (0.2 eV < E, =< 3.6 €V), and large gap (E; >
3.6 eV). The results showed a high accuracy of 92% with DOS-
based CVs (Table S1%). If we use the element embedding with

This journal is © The Royal Society of Chemistry 2024

normalized composition matrix (EENCM) method to create
CVs, which is trained on the chemical formula of materials,**
then the accuracy approaches 93%, which is similar to that
obtained with our DOS-based CVs, although our case is trained
with a much lower amount of data (32659 DOS patterns)
compared to the EENCM case (118176 chemical formulas).
These results show that our DOS-based CVs well represent the
chemical composition information of materials.

Model structure to predict the material composition from
target DOS patterns

Using our DOS-based CVs, we are now ready to develop an
inverse design model that predicts the compositions of mate-
rials from multidimensional DOS patterns. The model is

J. Mater. Chem. A, 2024, 12, 6004-6013 | 6007
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schematized in Fig. 3a, where one can observe the CNN model
with DOS vectors as an input and CVs as an output. For the
training, the DOS pattern data were collected from the Materials
Project library,” where binary composition materials were
considered. In the composition database, over 80% of binary
materials exhibit a composition of A,,B,, where m and n < 3
(7763 out of 9622). It is noteworthy that the majority of proto-
typical materials usually maintain a stoichiometry below four.
To concentrate on the bulk of the dataset in this work, the
composition ratio of A,,B, binary materials was restricted such
that both m and n are equal to or less than 3, i.e., mand n < 3
(Fig. S17). Additionally, the DL model was trained with mate-
rials with cubic (2112 materials) or hexagonal (1239 materials)
crystal structures, which indicates that the model is designed to
predict the CVs of materials with the trained crystal structures.
Several candidate materials can be suggested based on CV
similarity by comparing the predicted CV and the CVs of all

View Article Online
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available compositions (Fig. 3b). Given that the EV is defined for
each element, CVs for all viable compositions (A,,B,, where m, n
< 3) can be formulated by merging EVs and then saved in the CV
table. For the CVs predicted by the DL model, we calculate the
Euclidean distance between the predicted CV and each CV in
the CV table. Then, the top 5 materials with the shortest
distance (with ranks) are suggested as candidate materials by
the inverse design model from a given DOS pattern.

The performance of the inverse design model is shown in
Fig. 4a. We tested the performance with 100 randomly selected
DOS patterns in the DOS DB. Two metrics for the performance
are considered: the composition accuracy and DOS pattern
accuracy. The composition accuracy is defined as the propor-
tion of test samples for which the composition of an input DOS
is included in the five candidate materials predicted by the
inverse design model. In contrast, the DOS pattern accuracy is
measured based on the comparison of the DOS patterns of the
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Fig. 3 Detailed structure of the DL inverse design model. (a) Representation of each layer in the model. The input is a DOS pattern vector with
a size of 151, and the output is a CV with a size of 60. The DL model is composed of CNN and FCNN layers. (b) Schematics of the generation of
candidates from the predicted CVs. For the predicted CVs, the Euclidean distances from every CV of possible compositions are calculated, and
then, the top 5 closest candidates are suggested as the candidate compositions.
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Fig. 4 Performance of our inverse design model. (a) Performance
comparison with different CVs. The composition accuracy (solid bar)
and DOS pattern accuracy (dashed bar) are shown. (b) and (c) DOS
patterns of the input (red line) and predicted (cyan area) compositions.
The inset atomic structure shows a unit cell of the material with the
predicted composition.

input material and the five candidate materials. First, if the DOS
pattern of the candidate material exists in the DOS DB, then the
DOS similarity between the input material (A) and the candidate
(B) is calculated using a cosine similarity as follows:

DOSA X DOSB

SpAp =
A% IDOSA[|DOSs||

(2)
where DOS, and DOSg are the DOS pattern vectors of materials
A and B, respectively. Then, the DOS pattern accuracy is defined
as the proportion of test samples for which the average of the
DOS similarity values is greater than a threshold, which is set to
0.7 in this work. If the DOS pattern of the candidate material
doesn't exist in the DOS DB, it is not counted in calculating the
average. By using the DOS-based CV proposed in this work, the
composition accuracy is very high at 0.98, which indicates that
this method can readily discriminate compositions of materials

This journal is © The Royal Society of Chemistry 2024
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only from the DOS information with a high accuracy. Moreover,
the DOS pattern accuracy is measured to be 0.85. In Fig. 4b and
¢, two examples are shown with the DOS pattern inputs of Al;Zr
and Sn;Bi with a cubic Bravais lattice. Our inverse design model
predicts that the composition of the topmost candidate is
identical to the original composition, which supports the high
composition accuracy of our model. The 2nd-rank candidate
materials in the two examples are Al;Hf and Sn;Sb. Because
their DOS patterns are included in the DOS DB, the DOS pattern
similarity between the given DOS and the pattern of the
candidates can be calculated, and they have very high values of
0.96 for AL;Hf and 0.98 for Sn;Sb, as shown in Fig. 4b and c.
These results indicate that our inverse design model could find
candidate materials that possess similar DOS patterns to the
input DOS.

We also compare the DOS-based CVs with other types of CVs
(formula-based CVs* and one-hot encoding-based CVs) previ-
ously reported as an output of the inverse design in Fig. 4a.
Although one-hot encoding can be used as a representation of
an element or composition, it does not include chemical
information. Thus, the accuracy of the inverse design model is
lower than that when using the DOS-based CVs. If the inverse
model is based on the formula-based CVs, then the composition
accuracy is approximately 0.77, which is higher than that in the
one-hot encoding case but is still much lower than that in our
DOS-based CV case. Since our DOS-based CVs include the DOS
information itself, the DOS pattern accuracy is also much
higher than those obtained with formula-based or one-hot
encoding-based CVs.

Application of our inverse design model into the fields of
catalysts and hydrogen storage materials

After examining the performance of our inverse design model,
we now apply it to materials design in two exemplary applica-
tions to confirm its effectiveness, namely, catalyst materials and
hydrogen storage materials. For optimal performance, mate-
rials should possess ideal chemical bond strengths that are
neither excessively strong nor excessively weak with reactants
and intermediates for catalysts and with hydrogen for hydrogen
storage. The DOS characterizes the electronic structure of
a material,* establishing a significant correlation between the
DOS and chemical bonds, which ultimately influence material
performance. Consequently, our inverse design model is
applied to find promising candidates for catalysis and hydrogen
storage with the DOS patterns of prototypical materials.

First, for catalysis applications, Pt;Ni has been regarded as
one of the prototypical and best-performing catalyst materials
for the oxygen reduction reaction (ORR) in a proton exchange
membrane fuel cell (PEMFC).**¢ By using the inverse design
model, we intend to design ORR catalysts with catalytic
performance as high as that of Pt;Ni, and therefore, the DOS
pattern of Pt;Ni was used as an input in our inverse design
model. The model predicts the following five candidates: Pt;Ni
(1st rank), Pt;Co (2nd rank), Pt;Rh (3rd rank), Pt;Fe (4th rank),
and Pt;Mn (5th rank) (Fig. 5a). The fact that the 1st-rank
candidate is Pt;Ni (identical to the input material) once again

J. Mater. Chem. A, 2024, 12, 6004-6013 | 6009
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Fig. 5 Inverse design for the prediction of ORR catalysts with an input
of the PtzNi DOS. (a) ORR mass activity of candidates predicted via our
inverse design model. The materials shown in dashed bars are out-of-
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from ref. 46-50. (b) DOS patterns of the input PtzNi (red line) and
predicted PtsCo (cyan area). The inset atomic structure shows a unit
cell of PtzCo.

supports that the inverse design model has a high composition
accuracy. In addition, it is noteworthy that the Pt;Co, Pt;Rh,
Pt;Fe, and Pt;Mn candidates have all been previously reported
as potential ORR catalysts, and all of them show higher activity
than Pt.**° In particular, Pt;Co*” and Pt;Fe** have very similar
mass activity to Pt;Ni.** We also compare the DOS patterns of
Pt;Co and Pt;Ni (Fig. 5b) and find that the DOS similarity is as
high as 0.94. Although these candidates are previously reported
catalysts for the ORR, our inverse design model successfully
finds candidate materials without training based on prior
knowledge of the catalytic properties of the materials. These
facts definitely reveal the effectiveness of our DL model for
catalyst design. Moreover, we need to note that Pt;Co, Pt;Rh,
and Pt;Mn are not included in the DOS DB used for the training
of our inverse design model. This indicates that our model can
readily identify candidate materials not only within the DB but
also outside of the training dataset. This reveals that our inverse
design can be more powerful for materials design than high-
throughput screening. If we employ high-throughput
screening of the DOS patterns in the DB, then we would never
find candidates outside of the DB.

We further investigated the expandability of our model. For
this, we applied the model to binary systems with a hexagonal
crystal structure. The space groups of predicted materials were

6010 | J Mater. Chem. A, 2024, 12, 6004-6013
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assigned to the most common space group (P6;/mmc) in the
Materials Project database. When provided with the Pt;Ni DOS
as the target, our model recommends three materials as
candidates with a DOS similarity of approximately 0.9: AuCo,,
PtMn,, and PtFe, (Fig. S2}). In particular, the DOS similarity of
AuCo, exceeds 0.9, indicating that our model is readily appli-
cable to hexagonal structure systems. To investigate the ther-
modynamic stability of the candidate materials, we also
calculated their formation energies using DFT calculations.
PtMn, and PtFe, have negative formation energies. Although
AuCo, has a positive formation energy, the value is very close to
zero, indicating that AuCo, could be stable at temperatures well
above 0 K.

Additionally, we expanded our model to ternary systems with
a tetragonal crystal system, where the target DOS was main-
tained as that of Pt;Ni (Fig. S31). The space groups of predicted
materials were assigned to the most common space group (P4/
mmm) in the Materials Project database. Similar to the binary
hexagonal structure case, our model readily recommends
a ternary tetragonal material (CoRh,Pd) with a high DOS simi-
larity of 0.9, in which the formation energy of the candidate
material is close to zero. As the 2nd tier candidate, our model
recommends ZrRh,Ir and ScRh,Ir with a DOS similarity of 0.8,
in which their formation energies are negative. Based on the
two additional tests, it is confirmed that our inverse design
model is not only limited to a cubic structure but also works for
various crystal structures. Moreover, it is applicable to not only
binary systems but also ternary systems.

As a second application example, we apply the inverse design
model to find a novel hydrogen storage material as an alterna-
tive to the prototypical Pd.**** As a descriptor to evaluate the
hydrogen storage properties of a material, the formation energy
of interstitial hydrogen is well known to be very useful.>*** To
have high hydrogen uptake and release properties, the forma-
tion energy value should be small but negative. Because the
formation energy of an interstitial defect is related to the DOS
pattern,®*® we tried to find a bimetallic hydrogen storage
material whose DOS pattern is similar to that of pristine Pd by
using the inverse design model.

As shown in Fig. 6, the inverse design model proposes five
candidates by using the DOS pattern of Pd as an input: Pt;Ni,
Pt;Co, Pt;Fe, Mo3Ni, and Mo;Co. To investigate the formation
energies of interstitial hydrogen, we first determined the
structure of candidate compositions. As Pd, the input material
has a cubic structure, and all candidates are assumed to have
cubic Bravais lattices. Among the crystal structures with the A;B
composition in the cubic Bravais lattice, the L1, structure was
selected as a prototype. DFT calculations were conducted for the
candidate material with the L1, crystal structure in which
octahedral and tetrahedral sites for the interstitial hydrogen
were considered. Here, several Pt alloys are predicted as
candidate materials, which results from the fact that Pt and Pd
are in the same group and have similar electronic structures, as
shown in Fig. 2. However, bulk Pt is known to have no hydrogen
storage properties;*” thus, the Pt alloy candidates have positive
formation energies for interstitial hydrogen, likely indicating
low hydrogen storage properties. In contrast, additional DFT

This journal is © The Royal Society of Chemistry 2024
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Fig. 6 Inverse design for the prediction of hydrogen storage materials
with an input of the Pd DOS. The interstitial hydrogen formation
energies of the candidates are presented. The red dotted line repre-
sents the formation energy of interstitial hydrogen in Pd. The inset
shows the crystal structure of MozCo, and the most stable site of
interstitial hydrogen is the Mo,Co, octahedral site.

calculations reveal that among the candidates, Mo;Co has
a negative formation energy of —0.18 eV per sitey, implying that
Mo;Co can show hydrogen storage properties. The preferential
site for the interstitial hydrogen in Mo;Co is an octahedral site,
identical to the Pd case. In fact, pristine Mo and Co are not
promising hydrogen storage materials under ambient condi-
tions.*®** However, homogeneous mixing of Mo and Co
elements in the Mo;Co lattice creates a different electronic
structure from those of pristine Mo and Co but similar to that of
Pd, readily leading to high hydrogen storage properties. To the
best of our knowledge, this work is the first report on the
hydrogen storage properties of Mo;Co.

Lastly, since the training database also includes DOSs for
non-metallic materials, our model has the potential to be
applied to oxide materials. To evaluate its applicability to oxide
systems, we tested our model using the target DOS of BaTiO;
a material known for its high dielectric constant and common
usage in multi-layer ceramic capacitors. Recognizing the
perovskite structure of BaTiO3, we hypothesized that the pre-
dicted material would also exhibit a cubic perovskite structure.
As shown in Fig. S4,T our model predicts SrTiO;, BaMnOj;, and
BaZrO; as candidate materials with high DOS similarity. While
the DOS of SrTiO; shows a high cosine similarity of 0.85,
BaMnO; and BaZrO; show DOS similarities of approximately
0.8. However, all three candidates exhibit negative formation
energies. Here, it is noteworthy that, as the DOS in the database
were calculated using the typical PBE functional, inherent
errors may exist in the DOSs for oxide materials. This result
demonstrates that our model can extend to non-metallic
systems.

Conclusion

In conclusion, we have developed an inverse design model to
find the compositions of candidate materials from a DOS
pattern of a target material. By using the DOS-based CV as an
output vector of our DL model, the chemical information and
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electronic structural information of materials can all be learned
by the model. Thus, the prediction performance (composition
accuracy and DOS pattern accuracy) is greatly enhanced
compared to the existing CVs. Moreover, we have successfully
applied the inverse design model to find materials as alterna-
tives to Pt3Ni for ORR catalysis and Pd for hydrogen storage. In
contrast to other ML-based inverse design methods that are
limited to problems in which one specific property (e.g., the
formation energy or bandgap) is described by a one-
dimensional vector (a single number), our inverse design
scheme can readily handle a multidimensional DOS pattern as
a material property. Although the current scheme is limited to
designing binary cubic materials in this work, it can be
expanded into ternary systems with different kinds of crystal
structure if we prepare CVs for those in a similar manner.
Moreover, the workflow presented herein is not limited to DOS
patterns but can be readily expanded to many other properties
described by multidimensional vectors, such as spectrum data
in materials science. Accordingly, our model is expected to be
used to greatly expand the range of the design space for inverse
design.

Methods

DOS dataset generation

We employed the MPRester.get_dos_by_material_id function of
the Materials Project API to collect DOS data in September 2020.
For standardization, all DOS data were cropped in the energy
range from —7.5 to 7.5 eV with 151 energy levels. DOS values
were normalized to have the same area.

Architecture of the autoencoder model for generating DOS-
based EVs

The neural network of the autoencoder model was a fully con-
nected neural network (FCNN) model with 3 hidden layers. The
input and output vectors were the same with 151 nodes, cor-
responding to the size of the centroid DOS of the elements.
Several numbers of hidden nodes were tested, and 30 were
selected considering the efficiency. A latent vector of the 2nd
hidden layer was used as the EV. The hyperparameters of the
neural network were as follows: activation function - hyperbolic
tangent, optimizer - Adam, and learning rate — 0.001.

Architecture of the inverse design model

The inverse design model was composed of a 1-dimensional
convolutional neural network (CNN) connected to one fully
connected layer. The input vector was a DOS pattern vector with
151 nodes, and the output vector was a CV with 60 nodes. The
CNN block included 4 iterations of convolution and pooling
layers. In the convolution layers, 32 kernels with a size of 13
were used. The stride number was set to 1, and zero-padding
was used to maintain the number of dimensions. In the pool-
ing layer, max pooling with a filter of size 2 and a stride of 2 was
applied. The output vector of the 4th pooling layer was flattened
and passed to the fully connected layers with 60 output nodes,
identical to the size of the CV. The hyperparameters of the
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model were as follows: activation function - ReLU, optimizer —
Adam, and learning rate - 0.001.

DFT calculations

DFT calculations were carried out using the plane-wave-basis
Vienna ab initio simulation package (VASP) code with an
energy cutoff of 520 eV. Projector-augmented wave method
pseudopotentials were adopted to treat core and valence elec-
trons. The generalized gradient approximation Perdew-Burke-
Ernzerhof functional was used for the exchange-correlational
functional. The geometry was fully relaxed until the maximum
Hellmann-Feynman forces were less than 0.01 ¢V A™*, and the
electronic structures were relaxed with a convergence criterion
of 10™* eV. Brillouin-zone integrations were performed using
Monkhorst-Pack k-point samplings of 10 x 10 x 10 and 24 x
24 x 24 for the geometry optimization and DOS calculation,
respectively.

Data availability

All the code and the data that support the findings of this study
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