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Mapping the influence of impurity interaction
energy on nucleation in a lattice-gas model
of solute precipitation†

Dipanjan Mandal *a and David Quigley b

We study nucleation in the two dimensional Ising lattice-gas model of solute precipitation in the

presence of randomly placed static and dynamic impurities. Impurity–solute and impurity–solvent inter-

action energies are varied whilst keeping other interaction energies fixed. In the case of static impurities,

we observe a monotonic decrease in the nucleation rate when the difference between impurity–solute

and impurity–solvent interaction energies is increased. The nucleation rate saturates to a minimum value

with increasing interaction energy difference when the impurity density is low. However the nucleation

rate does not saturate for high impurity densities. Similar behaviour is observed with dynamic impurities

both at low and high densities. We explore a broad range of both symmetric and anti-symmetric

interactions with impurities and map the regime for which the impurities act as a surfactant, decreasing

the surface energy of the nucleating phase. We also characterise different nucleation regimes observed

at different values of interaction energy. These include additional regimes where impurities play the role

of inert-spectators, bulk-stabilizers or cluster together to create heterogeneous nucleation sites for

solute clusters to form.

1 Introduction

Nucleation is the mechanism by which a stable phase emerges
from a metastable parent phase. It is the first step in the
synthesis of many materials and frequently observed in nature.
Classical nucleation theory1–3 (CNT) is a well-accepted theory
which can quantitatively explain this mechanism provided
certain assumptions hold. A simple system of particles with
short range attractive or repulsive interactions, like the 2D Ising
lattice gas, exhibits nucleation behaviour accurately predicted
from CNT via the Becker–Doring–Zeldovich expression.4 This
model has been used to test assumptions and predictions of
CNT in several previous studies.5–7

In the context of solute precipitation, occupied lattice sites
in this model are considered as solute particles, with empty
lattice sites representing solvent. The nucleating phase transi-
tion is hence from a supersaturated solution to a precipitated
solid phase. Interpreted in this way, lattice models have been
used to capture two-step nucleation mechanisms8 and more
complex nucleation pathways.9

Impurities or additives are often used to control the nuclea-
tion process,10 either accelerating11 or decelerating12,13 the
nucleation rate. However, the mechanism by which additives
influence the cluster growth varies. For example, impurities
may capture the solute ions12 or inhibit or enhance crystal
growth via attachment to the surface.11,13,14 A common real-
world example where this surfactant property is used as a
cleansing mechanism is the formation of micelles in aqueous
solutions of soap. In recent studies, the role of structure and
size of impurity particles in determining the surface properties
as well as the nucleation rate is explored using molecular
dynamics simulations.15,16 It has been shown that particle size
asymmetry inhibit the nucleation in spite of strong affinity
between solute and impurity. In the case of polymeric impu-
rities, the interfacial tension is decreased as the impurities
bind at the interface.17 The chain length of the polymer also
plays significant role in nucleation. The nucleation free energy
barrier is decreased with increasing the chain length of the
polymer.18 Presence of ionic impurities in aqueous nano-
droplet lead to demixing of low density amorphous ice and
impurity rich aqueous glass when cooled.19

Although, CNT was constructed for homogeneous nuclea-
tion in pure systems, we recently demonstrated that nucleation
rates for a system containing a low concentration of homo-
geneously distributed impurities can be predicted by simple
modification of the interfacial energy20 term. In ref. 20 a special

a Department of Physics, University of Warwick, Coventry CV4 7AL, UK.

E-mail: dipanjan.mandal@warwick.ac.uk
b Department of Physics, University of Warwick, Coventry CV4 7AL, UK.

E-mail: d.quigley@warwick.ac.uk

† Electronic supplementary information (ESI) available. See DOI: https://doi.org/

10.1039/d4sm00815d

Received 4th July 2024,
Accepted 17th August 2024

DOI: 10.1039/d4sm00815d

rsc.li/soft-matter-journal

Soft Matter

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

2 
A

ug
us

t 2
02

4.
 D

ow
nl

oa
de

d 
on

 7
/2

7/
20

25
 3

:5
4:

13
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

View Article Online
View Journal  | View Issue

https://orcid.org/0000-0002-8508-9619
https://orcid.org/0000-0003-4750-4372
http://crossmark.crossref.org/dialog/?doi=10.1039/d4sm00815d&domain=pdf&date_stamp=2024-08-27
https://doi.org/10.1039/d4sm00815d
https://doi.org/10.1039/d4sm00815d
https://rsc.li/soft-matter-journal
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4sm00815d
https://pubs.rsc.org/en/journals/journal/SM
https://pubs.rsc.org/en/journals/journal/SM?issueid=SM020036


This journal is © The Royal Society of Chemistry 2024 Soft Matter, 2024, 20, 7174–7184 |  7175

case, where both solute and solvent particles exhibit energy
neutral interactions with impurities, was considered. In this
scenario the impurities act as a surfactant, lowering the inter-
facial free energy between nuclei and the parent phase.

Studies of simple lattice models are useful to gain insight
into complex nucleation mechanisms in many scenarios. Pre-
vious studies have examined the effects of surface pore-width,21

pore-geometry22 and surface roughness23 on nucleation rate in
the Ising model. Intelligent choice of surface geometry certainly
helps to optimize the synthesis of new materials from the
solution of its constituent particles. Studying competing
nucleation between stable vs. metastable precipitated phases
in a dimer lattice gas24 provides insight into multi-component
nucleation mechanism. Furthermore, examining the role of
defects on magnetic droplet nucleation,25 studying nucleation
in the random field Ising model26 and Potts lattice-gas
model18,27 are other examples where simple lattice models
are have captured emergent nucleation behaviour. We note
that in the Potts lattice gas model,27 a surfactant-like additive
was used to enhance the nucleation rate by decreasing the
surface tension, similar to our previous work.20

In this paper we explore a wide range of alternative scenarios, in
which solute and solvent particles exhibit equal (symmetric) or
opposite (anti-symmetric) interactions with impurities, over a wide
range of interaction energies. We demonstrate that the surfactant-
like behaviour reported previously is just one of several mechan-
isms by which impurities modify nucleation that can be captured
within these minimal models.

The remainder of the paper is organised as follows. In
Section 2, we describe the model and the algorithm used for
the simulations. The impact of impurity interactions on free
energy barriers to nucleation is shown in Sections 3 and 4 for
static and dynamic impurities respectively. We characterize the
different nucleation regimes that emerge from interaction with
mobile impurities in Section 4. Section 5 contains results on
nucleation rate obtained directly from forward flux sampling,
which are compared to predictions made by CNT. A particular
regime which exhibits clustering of impurities and enabling
cross-nucleation of the stable phase is described in Section 6.
Finally, we conclude in Section 7.

2 Model & algorithm

We consider a two dimensional Ising gas in the presence of
randomly positioned impurities on an L � L square lattice
where L = 100. Each site has a variable si denoting the
occupancy of site i which can be either solute, solvent or
impurity particles which symbolised by si = u, v or i respectively.
We work in the semi-grand ensemble, expressing the corres-
ponding potential as

F ¼
X
hi;ji

esi ;sj �
Dm
2

X
i

dsi ;u � dsi ;v
� �

(1)

where esi,sj
is the interaction energy between the species si and

sj when i and j are nearest neighbours, and Dm = mu � mv is the

chemical potential difference between the solute reservoir and
the solvent reservoir with which the system can exchange
particles. In matrix form the interaction energies can be
written as:

esi ;sj ¼

�J J eþ

J �J e�

eþ e� 0

2
6664

3
7775; (2)

where the indices are si,sj = u,v,i, starting from top left corner of
the matrix. The upper-left 2 � 2 sub-matrix is the familiar Ising
lattice gas with nearest neighbour interaction energy J. The
remaining terms represent coupling between solute/solvent
and impurity particles. We simulate below the critical tempera-
ture, such that any positive value of Dm correspond to condi-
tions in which the solution is supersaturated and metastable
with respect to the formation of a solute rich phase.

The interaction energies of solute and solvent with impurity
are denoted by eu,i = e+ and ev,i = e� respectively throughout the
paper. We study the nucleation behaviour for different values of
these interaction energies at fixed impurity density. These can
be categorised into three groups which are symmetric (e+ = e�),
anti-symmetric (e+ = �e�) and asymmetric (|e+| a |e�|) inter-
action energy. We set the strength of the interaction energy
coupling J = 1, both within and between solute and solvent, and
the impurity–impurity interaction strength is set to 0 through-
out the models studied in the paper.

We simulate this model using Metropolis Monte Carlo
dynamics. The usual transmutation moves of solute into solvent
and vice versa represent removal of one species to its corres-
ponding reservoir and replacement from the other reservoir.

In addition we introduce moves which allow the impurities
to migrate. We define a mobility parameter a of the impurities
such that a = 0 corresponds to static impurities and a = 1
corresponds to the fastest moving impurities with no transmu-
tation dynamics. At each Monte Carlo move we randomly
generate a random number x uniformly distributed between 0
and 1. If x o a, we attempt a ‘‘non-local swap’’ move in which
the occupancy of a randomly selected impurity site is swapped
with a second randomly selected site a distance d away.
Specifically we generate a displacement vector (Dx,Dy) with
circular symmetry by setting Dx to a random integer between

�d to d then define Dy ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 � Dx2
p

. Otherwise if x Z a we
attempt to transmute a randomly selected solute or solvent.
One Monte Carlo step consists of L2 moves of any type and each
move is accepted according to the usual Metropolis acceptance
criterion.

We set the linear distance between two sites involved in a
swap move to d = 4 with the nearest integer approximation.
The non-local swap move of impurities is introduced for fast
equilibration of the system. The impurities can leave or enter
the cluster efficiently with implementation of these moves.
We note that this non-local impurity swap dynamics is different
to the local (nearest neighbour) impurity swap dynamics
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studied in ref. 20, and so absolute estimated rates for the same
a should not be compared directly.

For constant d the parameter a controls the mean squared
displacement of the mobile impurities with time, which
increases monotonically with a. We do not tune this parameter
to match any particular real system, rather we explore the two
limiting cases of static and ‘‘fast’’ impurities. The latter implies
the spatial distribution of impurities equilibrates on timescales
which are rapid compared to changes of cluster size. This could
represent any system in which cluster growth is attachment
limited and mobile impurities are present.

We analyze the nucleation behaviour of the system by study-
ing the nucleation free energy barrier for different impurity
interaction energies. Since the formation of a post-critical
cluster from the metastable phase at low temperatures is a rare
event, unbiased simulations fail to sample the configuration
space sufficiently within a tractable computational timescale.
Therefore we use the umbrella sampling28,29 method to com-
pute the nucleation free energy barrier as a function of solute
cluster size. We use the standard geometric definition of a
cluster, i.e. a set of solute particles that are contiguously
connected via nearest neighbours to other solute particles.
An infinite square-well potential spanning a cluster size range
of 20 is used to bias the system to remain in a particular cluster
size window, and we simulate multiple overlapping windows
to cover the full range of relevant cluster sizes. The segments
of the free energy curve obtained within each window are then
combined with the appropriate shift to reconstruct a smooth
and continuous free energy curve. For windows which span
smaller cluster sizes it is possible for multiple clusters to
appear simultaneously that satisfy the size criterion of that
window. It is important to count all such clusters and not just
the largest in order to construct a free energy barrier consistent
with CNT and the Becker–Doring–Zeldovich nucleation
rate calculation. Otherwise the free energy exhibits a spurious
minimum at the most frequently occurring largest cluster size
observed in the metastable parent phase, which is grid size
dependent.

The nucleation rate, i.e. the rate per unit area of forming
post-critical nuclei from the metastable solution, is another
important quantity that can be calculated either by direct
simulation, or by using classical nucleation theory. Forward
flux sampling30–33 is a direct simulation method used for
calculating the nucleation rate. In the forward flux sampling
method, we define a set of ‘‘interfaces’’ at increasing values of
the largest cluster size l. The nucleation rate from the meta-
stable solution phase can be written as

I ¼ I0
Yn
i¼0

P liþ1jlið Þ; (3)

where I0 is the positive flux (crossings per unit time) measured
through the zeroth interface in an unbiased simulation of the
metastable phase. The quantity P(li+1|li) is the probability of a
simulation initialised at the i-th interface reaching the (i + 1)-th
interface before returning to the metastable solution. The interface

l0 is chosen to be some small cluster size such that sufficient
sampling of crossings can be sampled within a tractable simula-
tion time. Use of the largest cluster size does result in a value of
I0 which is system size dependent for a given choice of l0, however
the overall rate is not.34

The details of our implementation of both umbrella sam-
pling and forward flux sampling algorithms could be found in
ref. 20.

3 Static impurities

We wish to explore the full range of behaviour as a function of
e+ and e�. In the case of static impurities only transmutation
moves are performed. The interaction energies e+ and e� appear
in the acceptance probability for these moves via their differ-
ence ed = e+ � e� since the moves replace impurity-solute
interactions with an equal number of impurity-solvent interac-
tions or vice versa. In Fig. 1 we have pictorially demonstrated
the energy required in transmuting a solvent to a solute with
one and two surrounded impurities. For static impurities is
hence possible to reduce the exploration of interaction energies
to a single parameter ed. For convenience of comparison with
later results, we choose to set e+ = +e and e� = �e such that ed =
2e. This sets impurity–solvent and impurity–solute interactions
to be anti-symmetric in our simulations, however results for
static impurities would be numerically identical for any choice
of e+ and e� that preserves ed.

We calculate the nucleation free energy bF(l) as a function of
cluster size l over a range of the dimensionless impurity
interaction strength be and at several values of static impurity
density. Here b = 1/kBT is the inverse temperature T, and kB is
the Boltzmann constant which we set to 1. In the free energy
calculation, configurations in each umbrella sampling window
are sampled over 48 realisations of the static impurity disorder
and combined to compute a single free energy profile. We then
numerically estimate the critical cluster size lc and free energy
barrier height bF(lc) for different values of bed/2. The free
energy obtained from the umbrella sampling calculations is
fitted by the free energy expression4,20

bFðlÞ ¼ �Ablþ As

ffiffiffi
l
p
þ 5

4
log lþ B; (4)

where B = �log r1 � As + Ab, and r1 is the density of isolated
solute particles in the solution phase. The bulk term Ab = bDg,
where Dg is the bulk free energy difference per particle between
solute particles in the stable nucleating phase and in the

Fig. 1 The energy required to transmute a solvent (white) to a solute (red)
surrounded by one and two impurities (blue) for the configurations
depicted in (a) and (b) are respectively de = ed � 2J and de = 2ed � 4J. It
depends only on ed = e+ � e� and J. The configurations before and after
updating the central site are shown in left and right side of the arrow.
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metastable solution phase. At low temperatures, where the two
phases are dominated by solute and solvent respectively, Dg E
Dm. Estimation of lc and bF(lc) is done by fitting bF(l) to the
expression given in eqn (4) using Ab and As as fitting parameters
and finding the position and value of its maxima. However, if
the free energy is not well fitted by eqn (4), we add a higher
order polynomial term, i.e., l3/2 with its prefactor as fitting
parameter to improve estimation of lc. The higher order term is
required for static impurities when bed is large and positive.
Here the free energy shows significant deviation from the
expression shown in eqn (4) due to the strong repulsion and
confinement effect from the impurities.

The values of bJ we study are chosen to be greater than the
critical inverse temperature of the two dimensional Ising model

bJc ¼ ln 1þ
ffiffiffi
2
p� ��

2 ¼ 0:4406 . . ..35 However, at high values of bJ,
when the corresponding temperature is low, the rare-event sampling
algorithms used in this paper become inefficient. We hence focus
on intermediate values of bJ which are 0.67 and 0.83, while doing
umbrella sampling and forward flux sampling simulations. We note
that performing simulations at different values of bJ implies
performing it at different temperatures as the coupling constant
is fixed to J = 1. We choose different values of bJ in simulations to
show the validity of our results for a range of temperature.

Variation of the free energy barrier height and the critical
cluster size as a function of interaction energy difference bed,
for ri = 0.004 (green squares) and 0.008 (blue up-pointing
triangles) at bJ = 0.67 and bDm = 0.067, with static impurities
are shown in Fig. 2(a) and (b) respectively. The barrier height as
well as critical cluster size increase with increasing bed.

This trend in free energy barrier is expected since the energy
required to transmute a solvent to a solute (in the presence of a
neighbouring impurity) is lowered when bed is negative, mean-
ing that nucleation can proceed preferentially in regions where
impurities are present. For large negative bed, we would expect
to see spinodal decomposition as a result of strong attraction
between the impurities and solute.

For positive bed nucleation will preferentially occur away from
impurities and so the nucleation rate will saturate with respect to
bed provided there is sufficient space for a critical nucleus to form
without needing to neighbour any impurity sites. This seems to be
the case for ri = 0.004, but not for the higher impurity density of
ri = 0.008 where the barrier height continues to increase with bed

indicating that critical nuclei cannot form without encountering
impurities that impede their formation.

In Fig. 2(b), critical cluster size vs. bed plots show similar
behaviour, however growth is faster compared to the free energy
barrier. See Fig. S3 in the ESI† for detailed free energy plots.

The barrier heights and critical sizes are consistent with our
previous study when ed = 0.20

We note that our free energy curves are computed by
sampling configurations in each l window over several realisa-
tions of static disorder. Calculations at large and positive be
may be dominated by a small number of these realisations
where sufficient room is available to form a critical nucleus
without encountering impurities. Such clusters would have low
energy and hence higher probability of formation when com-
pared to equal size clusters in other realisations of the impurity
disorder. This observation is related to that made in a recent
study of the 3D random field Ising model26 in which a spatially
dependent reaction coordinate is used to account for the
position, as well as the size of a nuclei, since the random field
can create preferential locations for nuclei to form.

4 Dynamic impurities

In the case of dynamic impurities we include non-local impur-
ity swap moves as described in Section 2. The change in

Fig. 2 Free energy barrier height (a) F(lc) and (b) critical cluster size lc as a
function of the dimensionless magnitude of impurity interaction energy be
for bJ = 0.67 and bDm = 0.067. Static (a = 0) and dynamic (a = 0.05)
impurity cases with densities ri = 0.004 and 0.008 are plotted. In both
cases anti-symmetric impurity interactions (e� = �e+) are used. The free
energy barrier height tends toward saturation with increasing be for ri =
0.004 in the case of both static (a = 0) and dynamic (a = 0.05) impurities
denoted by green squares and red circles respectively. At higher impurity
density (ri = 0.008), the saturation is also observed in the case of dynamic
impurities as denoted by magenta down-pointing triangles, but not in the
case of static impurities as denoted by blue up-pointing triangles. Similar
behaviour is also observed for lc as a function of be. Dashed horizontal
lines represent the barrier height bF(lc) = 40.81 and critical cluster size lc =
496 for the pure system (ri = 0) at bJ = 0.67 and bDm = 0.067.
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potential energy dF resulting from these moves depends on J, e+

and e� explicitly and cannot be reduced to fewer parameters as
in the static case. This is because impurities can hop between
two sites that have differing numbers of solute and solvent
neighbours. We study the system for different interaction types,
e.g., symmetric (e� = e+), anti-symmetric (e� = �e+) and asym-
metric (|e�| a |e+|) with respect to impurity interactions with
solute and solvent particles. We define the mobility parameter a,
which can take values between 0 r ao 1. The case a = 0 represents
static impurities and a a 0 represents dynamic impurities with
mobility increasing with a. For the non-local impurity swap moves
used in this study, equilibration of the impurity distribution is fast
compared to the timescale on which clusters of solute particles
grow or shrink. The free energy curves presented below hence
represent a thermodynamically controlled nucleation process in
which the impurity the distribution is sampled from a quasi-
equilibrium distribution at each cluster size.

4.1 Anti-symmetric interaction energy

Here we set the interaction energies e+ = �e� = e. Positive values
of e make impurity–solute interactions unfavourable and
impurity–solvent interactions favourable. For negative values
of e the preference is reversed. A sequence of free energy curves
as a function of cluster size l for different interaction energies
be with bJ = 0.83, bDm = 0.083, ri = 0.02 and a = 0.05 is shown in
Fig. 3. The impurities act as nucleating sites for be o 0 (low-
ering free energy barrier height), and repel solute for be 4 0
(higher free energy barrier height).

The trend in barrier height and critical cluster size with be is
compared to the static impurity case in Fig. 2. For large positive
values of be we expect the formation of clusters to exclude
impurities even at high impurity density due to migration of
impurities away from growing clusters (not possible for the
static impurities). At impurity density ri = 0.004 and be \ 0.53,
the impurity interaction energy with solute particles is

sufficiently unfavourable that all impurities are excluded from
the growing cluster and there is no further change in barrier
height as shown in Fig. 2(a) by red circles. The saturation
threshold is be \ 0.8 when ri is increased to 0.008, denoted
by magenta down-pointing triangles. Similar saturation is seen
in critical cluster size as shown in Fig. 2(b). See Fig. S1(a) in the
ESI† for complete free energy plots.

A similar saturation in free energy barrier is observed even at
impurity density ri = 0.02 and a different bJ = 0.83, but now at a
more positive be \ 1.17. See Fig. S1(b) in the ESI† for free
energy plots.

Unlike the static impurity case, this saturation of the barrier
height with increasingly positive be results in a lower bound on
the nucleation rate when the impurities are dynamic as the
nucleation barrier height cannot increase further. As with the
static case, there is no equivalent upper bound on the rate with
dynamic impurities, as decreasingly negative be will lower the
free energy of any clusters containing impurities until the
spinodal limit is reached and the system can spontaneously
transform into the solute-rich phase.

As the interaction strength be is made increasingly positive,
we see a crossing both in bF(lc) and lc when these quantities
are plotted for two different impurity densities, ri = 0.004 and
0.008. This occurs at the value be* E 0.13 for bJ = 0.67, bDm =
0.067 and a = 0.05 (see Fig. 2). Notably this is the value of be for
which the system exhibits near identical barrier height and
critical cluster size to the case where no impurities are present,
implying cancellation of competing effects.

The role of impurities is opposite either side of this cross-
over. In region be 4 be*, when impurities repel solute particles
weakly, the barrier height is increased with increasing ri. This
is analogous to an observation in ref. 13, where the growth of
succinic acid is inhibited by different additives (glutaric acid,
heptanedioic acid and azelaic acid), effectively increasing the
interfacial tension with increasing additive concentration. For
be o be*, when there is a weak interaction between impurities
and solute, interfacial tension decreases with increasing ri

enhancing the nucleation rate. This is analogous to the experi-
mental observation in ref. 11, where the presence of type-III
antifreeze protein enhance the growth of ice nucleation by
sitting at the boundaries of the cluster. A similar behaviour is
obtained in a simulation of Potts lattice-gas in the presence
of low dosage additives.27 The two curves cross where these
competing effects cancel.

In Fig. 2, while comparing the dynamic (a = 0.05) vs. static (a = 0)
plots, the barrier height and critical cluster size for dynamic
impurities is always less than the values corresponding to static
impurities, independent of interaction energy be. This implies that
the faster nucleation rate compared in the static case does not
depend on the repulsive or attractive nature of the microscopic
interactions when impurities are mobile. This behaviour is also
observed for neutral impurity interactions in ref. 20.

4.2 Symmetric interaction energy

Now we set the interaction energy e+ = e� = e to be symmetric.
In this case the total impurity-solute and impurity-solvent

Fig. 3 Nucleation free energy with dynamic impurities, varying anti-
symmetric interaction energy be+ = �be� = be for bJ = 0.83, bDm =
0.083, ri = 0.02 and a = 0.05. Dotted lines are obtained from numerical
fit of eqn (4) varying bulk Ab and surface As terms.
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interaction energy takes the constant value 4eriL
2, independent

of the impurity location, provided the impurities are at suffi-
ciently low density that impurity–impurity interactions are
negligible, which we expect to be the case for negative be. The
quantity riL

2 is the total number of impurity particles present
in the solution. This impurity interaction term in the total
energy can hence be treated as constant energy shift in the total
energy which makes no difference to the nucleation behaviour.
Thus we expect the free energy as well as the nucleation rate to
be unchanged with respect to varying symmetric interaction
energy e as long as the impurities are sparsely distributed.
In Fig. S5 of the ESI,† we have plotted the variation of free
energy for different negative values of symmetric interaction
energy between impurity–solute and impurity–solvent, for bJ =
0.83, bDm = 0.083 and a = 0.05. We do not see a significant
variation in free energy barrier for the range of (negative) be
plotted in Fig. S5 (ESI†) suggesting no impurity clustering
occurs over that range. For positive be however, clustering of
impurities will be expected, reducing the number of unfavour-
able impurity–solvent and impurity–solute interactions. This
will be explored more generally in the next section.

4.3 Behaviour map for asymmetric interactions

If allowing the impurity–solute and impurity–solvent inter-
action energies to be neither symmetric nor anti-symmetric,
the available nucleation behaviour is richer. We aim to map the
possibilities by characterising the nucleation behaviour at each
interaction choice. It is expected that for different interaction
energies e+ and e� the impurities preferentially occupy different
positions in relation to the growing solute nucleus. These
include impurities completely inside the clusters, completely
outside the clusters and at the boundary of the solute clusters.
To construct a map of this behaviour we calculate the average
fraction of impurities that are located at the boundary of the
largest cluster at fixed be+, be� and bDm. The local micro-state of
impurities can be divided into five different groups depending
on the number of nearest neighbour solutes (0 to 4). We count
the fraction of impurities f that have one, two or three nearest-
neighbour solute particles as shown in Fig. 4. This count takes
place within a biased simulation in which we restrict the size of
the largest cluster to be between 800 to 1000, and the size of the
next largest cluster to be less than 30% of the largest cluster
size to avoid contacting with the largest cluster when the
nucleation rate is high. We count only the impurity sites

attached to the largest cluster and plot f as a function of be+

and be�. The resulting map for bJ = 1.11, bDm = 0.11, ri = 0.02
and a = 0.05 is shown in Fig. 5(a). We have used a slightly
higher value of bJ here as the preferential occupancy of impu-
rities at the boundary of the growing cluster is only observed at
low temperatures or equivalently at high bJ.20 With decreasing
bJ the intensity of bright area decreases, making it difficult to
differentiate between four regimes of the behaviour map intro-
duced in next paragraph.

The behaviour map can be divided into four regimes
depending on the positional occupancy and role of impurities.
These regimes are (1) surfactant: the bright area where impu-
rities prefer to occupy the boundary positions of a cluster acting
as a surfactant, (2) inert spectator: the blue area in the right
side of the behaviour map, where impurities are excluded from
the nucleating clusters of solute, (3) insoluble heterogeneous
nucleating sites: the noisy bright area at the top-right corner,
where the impurities themselves form clusters which can act as
heterogeneous nucleation sites (see Section 6), and finally (4)
bulk stabilizer: the blue area in the left side of the behaviour
map, where impurities are preferentially located inside the red
clusters as inclusions, stabilizing the bulk phase. Approximate
boundary lines between regimes are drawn by black dotted
lines in Fig. 5(a). The previously discussed symmetric and anti-
symmetric cases correspond to behaviour along the two diag-
onals. Snapshots of configurations from each of the four
regimes in quasi-equilibrium with largest cluster size l con-
fined between [800–1000], are shown in Fig. 5(b)–(e) for differ-
ent interaction energies (b) be+ = �1.67, be� = �1.67
(surfactant), (c) be+ = 1.67, be� = �1.67 (inert-spectator), (d)
be+ = 1.67, be� = 1.67 (insoluble impurity clusters) and (e) be+ =
�1.67, be� = 1.67 (bulk-stabilizer).

An ad hoc way of estimating the extent of regime (1)
(impurities as surfactants) is the following. Impurities prefer
to be in the solution phase and solute phase when e+ 4 e� and
e+ o e� respectively. Arguably, e+ = e� would correspond to the
regime where impurities prefer to occupy the boundary of a
cluster. The expected width of region (1) on either side of this
diagonal would be obtained by analyzing the stability of the
interface. If we consider a flat interface without impurities
separating pure solute and pure solvent regions, the interface
energy per unit length would be J. On the other hand, if we add
one layer of impurities at the interface between solute and
solvent phase, the interface energy per unit length would be
(e+ + e�)/2. The interface with impurities would be stable if the
condition (e+ + e�)/2 o J is satisfied. Combining these two
criterion, we obtain be o bJ, where e+ = e� = e. We see that the
derived condition for the width of surfactant regime is approxi-
mately satisfied in Fig. 5(a).

We analyze the impact of impurities in the regime outside
the surfactant area and relate these to the trends in free energy
observed in earlier sections. In the surfactant regime, both
solute and solvent attract impurities and we see surface accu-
mulation of impurities. However, the free energy barrier does
not change significantly with varying symmetric interaction
energy. In the inert-spectator regime, solute repels but solvent

Fig. 4 Three types of impurity micro-states that contribute to the accu-
mulation of impurities at the boundary of the nucleus. Red and blue boxes
represent impurity and solute respectively. A shaded box could be either
solvent or impurity.
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attracts the impurities and we see strong exclusion of impu-
rities from the nucleus. In this regime the barrier height
remains unchanged with increasing symmetric interaction
since all impurities are excluded from the nucleus. The regime
in which impurities act as heterogeneous nucleation sites, both
solute and solvent are repelled by the impurities. This strong
repulsion forces impurities to form clusters. In the bulk-
stabilizer regime, solute attracts but solvent repels impurities
making nucleation strongly favourable with the impurities
acting as nucleants. Here we see the presence of multiple
clusters with impurities as inclusions. We also see a low barrier
height to nucleation in this regime.

It is evident from Fig. 5(a), that the impurities preferentially
occupy the boundary positions of the cluster when e+ B e�.
But there exists a small asymmetry between these two energies
as the maxima of the bright regions in Fig. 5(a) does not go
exactly through the diagonal, i.e., the be+ = be� line. To illustrate
this asymmetry we change the co-ordinate system of our
behaviour map from (be+,be�) to (be+ + be�,be+ � be�). Projec-
tions of the transformed behaviour map along b(e+ + e�) = c line
for different constant values of c are shown in Fig. 6. The
maxima of the projection plot occurs at b(e� � e+) E 0.51 for
bJ = 1.11 and bDm = 0.11. This implies impurities should have a
small energy bias towards the solute compared to the solvent to
maximise surface accumulation when the largest cluster is of

the particular size used to construct this map. We expect the
presence of a transition with decreasing bJ (equivalent to

Fig. 6 One dimensional projection of the average impurity density at the
boundary of the largest cluster, f along b(e� + e+) = c line for different c at
fixed impurities of density ri = 0.02 with bJ = 1.11 and bDm = 0.11. The
maxima occurs at b(e� � e+) E 0.51. The position of maxima is shown by
vertical solid line.

Fig. 5 (a) Variation of average impurity density at the boundary of the largest cluster f as a function of be+ and be�with dynamic impurities at density ri =
0.02, bJ = 1.11, bDm = 0.11 and a = 0.05. Depending on the positional occupancy of the impurities the interaction energy space could be divided into four
regimes (1) surfactant: impurities prefer to occupy the boundary of the cluster, (2) inert spectator: impurities are completely excluded from the cluster
without taking part in the nucleation process, (3) insoluble heterogeneous nucleation sites: impurities form clusters which act as nucleation sites and (4)
bulk stabilizer: impurities are completely inside the clusters stabilizing the bulk phase. Snapshots of the system with biased simulations at quasi-
equilibrium with largest cluster size l bounded between [800, 1000] at regime (b) 1, (c) 2, (d) 3 and (e) 4 of the behaviour map.
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increasing temperature when J is fixed) to a situation where
impurities would no longer act as a surfactant for any type of
interaction energy. This was analyzed for neutral impurities in
ref. 20.

5 Nucleation rate & Becker–Doring–
Zeldovich analysis

We use forward flux sampling (FFS) to calculate the nucleation
rate, i.e., the rate at which post-critical solute clusters that reach
macroscopic size are obtained from the initial metastable
solution phase. The mathematical expression for the nuclea-
tion rate within FFS is given in eqn (3). The right hand side of
eqn (3) may be interpreted as the rate of obtaining a cluster of
size l = ln+1 at the (n + 1)-th interface, from the solution phase.
The lower limiting value at which the decreasing rate converges
for l 4 lc is the nucleation rate. We denote L � L Monte Carlo
moves as the unit of time, i.e. one Monte Carlo step. In the case
of static impurities, the nucleation rate I is measured by the
crossings per unit Monte Carlo step per single site which is
consistent with the definition use by other authors.4,25 For
dynamic impurities, we divide the number of crossings per
unit Monte Carlo step per single site by (1 � a), i.e. time is only
progressed by attempted transmutation moves between solute
and solvent. Impurity dynamics are considered fast on this
timescale such that the time elapsed during the non-local swap
moves can be neglected.

The rate I(l) of obtaining a cluster of size l starting from the
solution phase is plotted in Fig. 7 for impurity density ri = 0.012
at bJ = 0.83, bDm = 0.083 and a = 0.05. Curves are plotted for a
range of values of be that lie on the diagonal line joining the
top-left (bulk stabilizer) to bottom-right (inert spectator) corner
of the behaviour map [see Fig. 5(a) for the behaviour map with
impurity density ri = 0.02 at bJ = 1.11, bDm = 0.11 and a = 0.05].
The nucleation rate does not further decrease beyond a

minimum value for be \ 1.33 which belongs to the inert-
spectator regime of the behaviour map. This represents the
limit beyond which the probability of finding an impurity
inside, or at the boundary of a large solute cluster is negligible
and hence there is no further impact on the nucleation rate
with increasing impurity interaction energy.

The nucleation rates extracted from Fig. 7 are re-plotted in
Fig. 8(a) (red curve) and compared to the rates along the
opposite diagonal of the behaviour map, where impurity inter-
action energies are symmetric (blue curve). Here the lower limit
of the nucleation rate for anti-symmetric impurity interactions
is visible as saturation of the rate I with respect to increasingly
positive be. It can also be seen that the nucleation rate increases
without apparent limit as be becomes more negative. This
represents tending toward spinodal decomposition as the
stability of the bulk solute phase is enhanced by the presence
of impurity inclusions, similarly to the static case.

A natural question to ask is whether the minimum rate on
increasing be for anti-symmetric interactions depends on
impurity density. To answer that, we plot the saturated nucleation
rate Is(ri) for large and positive be and anti-symmetric interactions
at different impurity density ri as shown in Fig. 8(b). We see that
the saturated rate increases monotonically with decreasing ri.

Fig. 7 Rate of obtaining a cluster of size l from the metastable solution
phase for different anti-symmetric interaction energies be = be+ = �be� at
fixed bJ = 0.83, bDm = 0.083 and ri = 0.012 with dynamic (a = 0.05)
impurities.

Fig. 8 (a) Nucleation rates as a function of interaction energy be for anti-
symmetric and symmetric interaction energy at fixed bJ = 0.83, bDm =
0.083, ri = 0.012 and a = 0.05. (b) Saturated (with respect to increasing be)
nucleation rate Is(ri) as a function of ri with anti-symmetric interaction
energy with fixed bJ = 0.83, bDm = 0.083 and a = 0.05. The estimated
standard error in calculating the nucleation rate plotted both in (a) and (b)
is less than the size of the symbols.
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As the impurities are excluded from the cluster all of them enter
into the solution. The impurity density in the solution increases
with increasing ri. This excess impurities present in the solution
change the effective chemical potential difference Dm between the
solution phase and the crystalline phase when ri is varied, chan-
ging the nucleation rate. We note that in the inert spectator regime
while going from ri a 0 (three-component solution) to ri = 0 (two-
component solution), the effective Dm also changes which has a
slight impact on nucleation rate.

In the case of symmetric impurity interaction energies, the
two ends of the (blue) curve in Fig. 8 lie in the surfactant regime
(negative be) and in the regime where impurities act as hetero-
geneous nucleation sites (positive be). As expected from our
analysis in Section 4.2, we do not see a significant variation in
the nucleation rate for symmetric interactions where be is
negative and impurity–impurity interactions are rare. For large
and positive be the limiting behaviour is that of a single large
impurity cluster with a surface energy independent of whether
it is surrounded by solute or solvent. Examination of simulation
snapshots shows that the intermediate regime (be E 1) is
characterised by the presence of both isolated impurities
surrounded by solvent, and a single substantial impurity clus-
ter. Nucleation of solute clusters occurs preferentially at the
interface between this impurity cluster and the solution, but it
is unclear why the nucleation rate is slightly enhanced in this
case compared to larger values of be where all impurities are
present within a single cluster.

Becker–Doring–Zeldovich analysis: Studying the ability of a
Becker–Doring–Zeldovich analysis4,20 to reproduce trends in
nucleation rate with varying impurity interactions can be
instructive. In particularly it gives an understanding of which
physical parameters (surface versus bulk free energies, kinetics)
must be varied to fit the numerical simulation data and hence
verify our mechanistic interpretation of results in the observed
regimes.

We fit the free energies obtained from the umbrella sam-
pling calculations with the modified free energy expression
given in eqn (4). In the case of dynamic impurities, we use Ab

and As as fitting parameters to fit eqn (4) with the free energy
curves obtained using umbrella sampling simulations, shown
in Fig. 3 for ri = 0.02. The values of Ab and As obtained from the
fitting is shown in Table 1. These are used to calculate the
nucleation rate described in the next paragraph. We see mono-
tonic increase and decrease in Ab and As respectively with
decreasing be.

The Becker–Doring–Zeldovich expression of the nucleation
rate can be written as

IBDZ = DcGe�bF(lc), (5)

where Dc is the diffusion coefficient, G is the Zeldovich factor

G ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b
2p
�@

2FðlÞ
@l2

����
l¼lc

" #vuut ; (6)

evaluated at the critical cluster size lc. Using eqn (4), these
quantities can be expressed as

G ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2p
5

4
lc�2 þ

1

4
Aslc�3=2

� �s
; (7)

lc ¼
As þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
As

2 þ 20Ab

p
4Ab

" #2
: (8)

The diffusion coefficient Dc = hDl(t)2/2ti is obtained from
independent simulations, starting from the critical cluster size
and computing the slope of the mean square displacement
versus time. See Fig. S9 in ESI† for Dc estimation. In Table 2, we
compare the nucleation rates obtained from the Becker–Dor-
ing–Zeldovich analysis (see eqn (5)) and forward flux sampling
simulation for different anti-symmetric interaction energies be
at dynamic impurity density ri = 0.004. The final two columns,
IBDZ and IFFS, are the rates obtained from eqn (5) and indepen-
dent forward flux sampling simulations respectively. The max-
imum error in determining IBDZ is obtained by the expression

DIBDZ

IBDZ
¼ DDcj j

Dc
þ jDGj

G
þ b DF lcð Þj j; (9)

where Dx is the error in determining the quantity x. The
excellent agreement between the results within the calculated
error validates the application of CNT for the model studied,
with only refitting of the surface and bulk terms due to the
presence of impurities required. See Tables S1 and S2 in the
ESI† comparing IBDZ and IFFS at different regimes of the
behaviour map.

6 Impurity clustering and cross-
nucleation

Impurities form multiple clusters when both impurity–solute
and impurity–solvent interaction energies are positive, as seen

Table 1 Estimates of Ab and As from fitting eqn (4) to the free energy plots
obtained from umbrella sampling simulations shown in Fig. 3 for bJ = 0.83,
bDm = 0.083, ri = 0.02 and a = 0.05 with anti-symmetric interaction energy
and dynamic impurities with a = 0.05

be Ab As

1.33 0.056 4.54
0.83 0.057 4.47
0.17 0.069 4.16
0 0.082 3.81
�0.17 0.114 3.10

Table 2 Comparison of nucleation rates obtained from Becker–Doring–
Zeldovich analysis (IBDZ) and forward flux sampling (IFFS) for bJ = 0.67,
bDm = 0.067, ri = 0.004 and a = 0.05 with anti-symmetric interaction
energy. The maximum error in determining IBDZ and IFFS are 72% and 10%
respectively

be lc bF(lc) Dc IBDZ IFFS

0.8 564 42.94 41.2 2.8 � 10�20 2.5 � 10�20

0.13 510 40.6 39 3.1 � 10�19 3.1 � 10�19

0 469 38.8 37.1 1.8 � 10�18 2.4 � 10�18

�0.13 388 35.2 33.7 6.7 � 10�17 1.0 � 10�16
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in [Fig. 5(d)]. Within this regime, when the repulsive interaction
with solute and solvent is sufficiently strong, a single impurity
cluster becomes the most stable configuration. We observe that
nucleation of the solute phase starts from the boundaries of the
impurity cluster, although the interaction between impurity
and solute is repulsive.

Snapshots of a nucleating system, with symmetric inter-
action energy be = 1.33, bJ = 0.83, bDm = 0.083, ri = 0.012 and
a = 0.05, obtained from the umbrella sampling simulation for
window-15 (largest cluster size lies between 150 and 170) and
window-104 (largest cluster size lies between 1040 and 1060) are
shown in Fig. 9(a) and (b) respectively. The binding between
impurity and solute clusters occurs because the total surface
energy of the two clusters is reduced when impurity–cluster and
solute–cluster share a common boundary compared to the case
when they are separated.

Assuming a circular shape of both nuclei we may write the
surface energy difference between the bonded-cluster and two
separate-clusters as sb(R,r) � ss(R,r) E �2rJ + pr(e+ � e�) (see
Appendix A for derivation), for R c r, where R and r are the
radius of solute–cluster and impurity–cluster respectively. For
symmetric interaction energy e+ = e�, the second term in the
right hand side vanishes and the surface energy difference
becomes completely negative stabilising the bonded configu-
ration. This is an example where the attraction between two
clusters is induced by the microscopic repulsion between two
particle types. A similar idea has been used to calculate the free
energy of a droplet starting to grow at the boundary of a parent
nucleus.36

In the current context, this preferential formation of solute
clusters at the boundary of impurity clusters can be considered
as cross-nucleation.37,38 Here, the impurity cluster acts as a
heterogeneous nucleation site for the nucleation of solute
clusters.

7 Conclusion

We have studied the nucleation behaviour of a two dimensional
Ising lattice-gas model in the presence of static and dynamic

impurities with varying impurity–solute and impurity–solvent
interaction energy.

In the case of static impurities, we have shown that the
nucleation free energy barrier height increases on increasing
the difference between impurity–solute and impurity–solvent
interaction energy ed. The barrier height shows saturation with
increasing ed when the static impurity density is low. However,
we do not see such barrier height saturation when impurity
density is high enough so that a critical cluster cannot fit into
the largest void space between impurities.

In the case of dynamic impurities, at high bJ (or equiva-
lently, low temperatures) we observe preferential occupancy of
the impurities at the boundary positions of the nucleus when
the interaction energy of impurities with solute and solvent are
similar. We have studied the system with varying the inter-
action energy and characterised four different nucleation
regimes depending on the role and positional occupancy of
impurities in the nucleation process. These regimes are surfac-
tant, inert spectator, heterogeneous nucleation sites of impur-
ity clusters and bulk stabilizer. Free energy behaviour and
nucleation rate have been studied in each regime and the
limits of impurity influence have been established.

In this paper, we have the interactions between impurities to
be neutral. Given the non-trivial behaviour when impurity
clusters form, it would be interesting to extend this work
for non-zero impurity–impurity interaction energy. How the
different regimes in the behaviour map change with varying
impurity–impurity interaction would also be interesting to
investigate. It might be argued that the Monte Carlo moves in
our current model limit the study to regimes where certain
kinetic assumptions apply. It may be interesting to extend this
to include diffusive transport of solute and solvent in place of
transmutation moves, allow of concentration gradients of
impurity, and other modifications to determine if new regimes
of nucleation behaviour emerge.
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Fig. 9 Snapshots from the umbrella sampling simulations, at (a) window-
15 (solute cluster size lies between 150 and 170) and (b) window-104
(solute cluster size lies between 1040 and 1060), showing the binding of an
impurity clusters and solute cluster for symmetric interaction strength
be = 1.33, bJ = 0.83, bDm = 0.083, ri = 0.012 and a = 0.05.
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Appendices
A Stability of bonded impurity–cluster and solute–cluster

A schematic representation of a bonded impurity cluster and
solute cluster is shown in Fig. 10. The surface energy of the
bonded configuration sb(R,r) can be written as the surface
energy contribution obtained from the green boundary line
which can be expressed as

sb(R,r) E (2pR � 2r)J + pr(e+ + e�), (10)

when we assume circular shape of the clusters. We also assume
that radius of the solute–cluster does not change for the separate
configuration which is true when R c r. Now, the total surface
energy for separate configurations can be written as

ss(R,r) E 2pRJ + 2pre�. (11)

Subtracting eqn (11) from eqn (10) we find the surface energy
difference sb(R,r) � ss(R,r) E �2rJ + pr(e+ � e�) which
is independent of R. For symmetric impurity–solvent and impur-
ity–solute interaction energy sb(R,r) � ss(R,r) E �2rJ. This implies
that the bonded cluster has less surface energy compared to
separate clusters. Similar analysis has been carried out to calculate
the free energy of a droplet doing cross-nucleation.36
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Fig. 10 A schematic diagram of cross nucleation to calculate the surface
energy difference between the bonded and separate clusters.
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