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Formation of bijels stabilized by magnetic
ellipsoidal particles in external magnetic fields

Nikhil Karthikeyan b and Ulf D. Schiller *ab

Bicontinuous interfacially-jammed emulsion gels (bijels) are increasingly used as emulsion templates for

the fabrication of functional porous materials including membranes, electrodes, and biomaterials.

Control over the domain size and structure is highly desirable in these applications. For bijels stabilized

by spherical particles, particle size and volume fraction are the main parameters that determine the

emulsion structure. Here, we investigate the use of ellipsoidal magnetic particles and study the effect of

external magnetic fields on the formation of bijels. Using hybrid Lattice Boltzmann-molecular dynamics

simulations, we analyze the effect of the magnetic field on emulsion dynamics and the structural

properties of the resulting bijel. We find that the formation of bijels remains robust in the presence of

magnetic fields, and that the domain size and tortuosity become anisotropic when ellipsoidal particles

are used. We show that the magnetic fields lead to orientational ordering of the particles which in turn

leads to alignment of the interfaces. The orientational order facilitates enhanced packing of particles in

the interface which leads to different jamming times in the directions parallel and perpendicular to the

field. Our results highlight the potential of magnetic particles for fabrication and processing of emulsion

systems with tunable properties.

1 Introduction

Mixtures of two or more immiscible liquids commonly form
emulsions whose structures can serve as templates for fabrica-
tion of porous materials, including porous polymers,1,2 porous
ceramics,3,4 synthetic nanoparticles,5 and artificial tissue.6

Emulsion templating provides a facile route to tailoring the
properties of porous materials by leveraging processing techni-
ques that offer control over the volume fraction, domain size,
and composition of the emulsion.7 Thermodynamic and
mechanical stability are essential for processing of emulsion
templates, and particle-stabilization has emerged as a viable
alternative to surfactant-stabilization while avoiding potentially
harmful chemicals. Emulsions stabilized by particles are com-
monly known as Pickering emulsions,8,9 and a variety of
particle types have been used to stabilize emulsions, ranging
from polystyrene colloidal particles10 to carbon nanotubes
(CNTs).11

Bicontinuous interfacially stabilized emulsion gels (bijels)
are a particular class of particle-stabilized emulsions with a
bicontinuous domain morphology.12 Bijels emerge when a
binary mixture containing particles is quenched rapidly into

the phase separating region. Spinodal decomposition leads to
formation of large interfaces that sequester the particles while
sweeping through the system. During coarsening of the phases,
the particles become jammed and arrest the phase-separation,
locking in the bicontinuous phase morphology. Bijels were first
discovered in simulations13 and subsequently realized in
water–lutidine mixtures with silica particles.14,15 A range of
robust and versatile formulations of bijels have since been
developed.16–18 For example, Haase et al.19 used solvent
transfer-induced phase separation (STRIPS) as a versatile and
scalable technique that combines separation with an imposed
flow that offers control over the formation of droplets and
jets. Following these fundamental developments, bijels have
gained popularity as emulsion templates for the fabrication
of functional porous materials including membranes,19–21

electrodes,22,23 and biomaterials.6,24,25

Anisotropic particles, when adsorbed at liquid interfaces,
induce shape-dependent capillary interactions that can have a
distinct effect on the microstructure of emulsions.26,27 For
instance, Madivala et al.28,29 found that emulsion stability can
be significantly enhanced by ellipsoidal particles. Additionally,
capillary interactions can lead to direct assembly of anisotropic
particles.30–33 Ellipsoidal particles can rotate and migrate on
curved surfaces,34 where the interface curvature acts as an
external field that controls the orientation and placement of
particles.35 Anisotropic particles at fluid interfaces were con-
sidered in Monte Carlo simulations by Bresme et al. to test the
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accuracy of thermodynamic models for the free energy as a
function of the particle–fluid interactions, particle size, and
orientation.36,37 Harting and co-workers38,39 have performed
lattice Boltzmann simulations of anisotropic particles at liquid
interfaces and in emulsions. They found that anisotropic
particles affect the dynamics of emulsion formation by intro-
ducing two additional timescales associated with particle rota-
tion. Following initial adsorption, particles rotate to align their
larger cross-section with the interface. When jamming sets in,
capillary interactions cause the particle to re-orient in the
interface leading to prolonged coarsening at long timescales.
Due to the larger aspect ratio, ellipsoidal particles can stabilize
a larger interface area leading to smaller domain sizes. Hijnen
et al.40 experimentally realized bijels stabilized by colloidal rods
and analyzed their effect on the interface and domain mor-
phology. Their experiments confirmed that jamming occurs at
lower interface separations than for spherical particles with the
same volume fraction. Moreover, they observed that the overall
structure remains isotropic and attributed this to the rapid
jamming of the rods. Additionally, they found that some rods
tilted out of the interface due to the compression induced by
domain coarsening.

Particle-stabilized emulsions can be made responsive to
external magnetic fields by magnetic particles.41,42 An external
field can then be used to control the stability of the emulsion41

and the self-assembly of particles.43,44 The tendency of aniso-
tropic particles to adopt distinct orientations gives rise to an
orientation transition when an external field is applied.45–47

Magnetic fields thus offer a means to control the capillary
interactions of ellipsoidal particles at an interface. For bijels
stabilized by spherical magnetic particles, simulations by Kim
et al.48 revealed that magnetic fields do not have a significant
effect on the microstructure of bijels. In contrast, Carmack and
Millett49 demonstrated that the structure of thin-film bijels
stabilized by dielectric particles can change drastically when an
external electric field is applied. The dielectric contrast of the
particles induces polar interactions that cause liquid domain
alignment leading to percolating cylindrical domains in the
thin-film bijel. In addition, they found that particle chains can
act as nucleation sites for phase separation. This suggests that
anisotropic interactions can have a considerable effect on the
phase separation and the resulting emulsion morphology and
may offer a means to control the size and shape of liquid
domains.

In this work, we investigate the effect of external magnetic
fields on the formation of bijels stabilized by anisotropic
magnetic particles. We performed hybrid Lattice Boltzmann-
molecular dynamics simulations of a binary liquid with sus-
pended anisotropic particles that possess a permanent mag-
netic dipole moment along their symmetry axis. We analyzed
the structural properties of bijels that form with oblate, sphe-
rical, and prolate particles in magnetic fields at different flux
densities. The results show that, while the overall bijel for-
mation is not disrupted by the magnetic field, the resulting
domain morphology varies depending on the particle aspect
ratio and the magnetic flux density. Notably, the average

domain spacing and tortuosity of the bijel become anisotropic.
Analysis of the orientational order reveals that the kinetic
formation of the bijel is governed by rotation of particles due
to the magnetic field, which in turn causes a re-alignment of
the liquid domains. The increased orientational order within
the interfaces facilitates particle packing and delays the onset
of jamming. The resulting interfacial particle arrangement
exhibits a higher degree of structural order compared with
bijels formed in the absence of a magnetic field. These results
demonstrate the potential of magnetic particles in fabricating
emulsion systems with tunable domain structure.

2 Methods
2.1 Lattice Boltzmann method for binary mixture

We employed a multicomponent lattice Boltzmann model to
simulate an immiscible binary fluid. In the multicomponent
lattice Boltzmann method,50–52 each fluid component k is
represented by populations fk

i (x, t) that evolve in discrete time-
steps Dt on a cubic lattice with lattice spacing Dx. The popula-
tions fk

i are associated with discrete velocities ci such that ciDt
connects the lattice sites, and fk

i (x, t) represents the density of
fluid k at lattice site x and time t that is moving with velocity ci.
In this work, we use the D3Q19 velocity set53 that connects
nearest and next-nearest neighbors on the lattice and includes
a rest population fk

0 associated with c0 = 0. The evolution of the
populations is governed by the lattice Boltzmann equation with
a BGK collision term54

f ki xþ ciDt; tþ Dtð Þ ¼ f ki ðx; tÞ

� Dt
tk

f ki ðx; tÞ � f k;eqi rk; u
eq
k

� �h i
; (1)

where fk,eq
i (rk, ueq

k ) denotes an equilibrium distribution that

depends on the local fluid density rk ¼
P
k

f ki and velocity ueq
k

(specified below). The equilibrium distribution fk,eq
i = feq

i is
written as a polynomial expansion in the velocity

f eqi ðr; uÞ ¼ wir 1þ ci � u
cs2
þ

cici � cs
21

� �
:uu

2cs4

� �
; (2)

where wi = w|ci| are lattice weights and cs is the (pseudo-)speed

of sound. For the D3Q19 model, the weights are wjci j¼0 ¼
1

3
; wjci j¼1 ¼

1

18
; wjci j¼

ffiffi
2
p ¼ 1

36
; and the speed of sound is

cs ¼
1ffiffiffi
3
p Dx

Dt
.

To incorporate nonideal interactions, we adopt the Shan–
Chen model50,55 and introduce momentum transfer between
the fluid components in terms of a non-local interaction force

FkðxÞDt ¼ �
X
k0

X
i

wi

cs2
gkk0ckðxÞck0 xþ cið Þci; (3)

where ck(x) = c(rk(x)) represents the effective density of the
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fluid component k taken as the function

cðrÞ ¼ r0 1� exp � r
r0

� �� �
(4)

with a reference density r0. The momentum change caused by
the force is incorporated in the lattice Boltzmann equation by
defining the velocity to be used in the calculation of the
equilibrium distribution fk,eq

i as

u
eq
k ¼ u0 þ tk

rk
Fk: (5)

The common velocity u0 is defined through

X
k

rk
tk
u0 ¼

X
k

1

tk

X
i

f ki ci (6)

which ensures that in the absence of forces, the total momen-
tum of all components is conserved. The total mass density and
momentum of the fluid are given by51

r ¼
X
k

rk ¼
X
k

X
i

f ki ;

ru ¼
X
k

X
i

f ki ci þ
Dt
2

X
k

Fk:

(7)

The macroscopic transport equations can be obtained by
carrying out a Chapman–Enskog expansion. For the multi-
component model introduced above, it yields the mass and
momentum equation for the binary fluid mixture51,56

@r
@t
þr � ruð Þ ¼ 0;

@u

@t
þ ðu � rÞu ¼ �1

r
rpþ nr2u;

(8)

where the pressure p is given by the nonideal equation of state

p ¼ rcs2 þ
1

2

X
k;k0

gkk0ckck0 ; (9)

and the kinematic viscosity of the fluid is given by

n ¼ cs
2
X
k

rk
r
tk �

1

2

 !
: (10)

In a binary fluid, the density profile of the components can

be described by a single order parameter f ¼ rk � rk�
rk þ rk�

that is

governed by a diffusion equation. For an incompressible fluid,

we have rrk� ¼ �rrk ¼
r
2
rf. In this work, we use equal

relaxation times t = tk = tk* for both fluids. We also set the
self-interactions to zero gkk = gk*k* = 0 and use a single
interaction parameter g = gkk* = gk*k. The diffusion equation
for the order parameter simplifies to50

@f
@t
þr � fuð Þ ¼ r � G rfð Þ (11)

with an order parameter diffusivity

G ¼ cs
2 t� 1

2

� �
� tg

rk?ckc
0
k þ rkck�c

0
k�

r
: (12)

In addition to a non-ideal equation of state, the Shan–Chen
force also leads to a surface tension at the interface between
two immiscible components. The surface tension s depends on
the interaction parameters gkk* and can formally be obtained
from the full pressure tensor P by integrating over a planar
interface55,57

s ¼
ð1
�1

Pzz � Pxxð Þdz: (13)

In practice, it is common to determine the value of s for a
chosen gkk* by performing a simulation of a spherical droplet
and using the Young–Laplace equation to calculate the surface
tension from the measured droplet radius and pressure drop
across its interface. We have taken this route and report the
measured surface tension in Section 2.2.4.

2.2 Suspended colloidal particles

Suspended particles can be coupled to the lattice Boltzmann
fluid by the approach pioneered by Ladd58–61 and Aidun.62 The
particles are assumed to be rigid bodies that evolve according
to Newton’s equation of motion

Fp ¼ mp
up

dt
;

Dp ¼ Jp
wp

dt
;

(14)

where Fp and Dp are the force and torque acting on the particle,
up and op are the linear and angular velocity, and mp and Jp the
mass and moment of inertia. Eqn (14) can be solved using a
standard MD integrator.63 To couple the particles to the LB
fluid, the particles are overlayed on the lattice, and sites
covered by the particle are marked as solid nodes. LB popula-
tions that move along velocities connecting fluid and solid
nodes are updated according to a moving bounce-back bound-
ary condition, i.e., if x is a fluid node and x + ciDt is a solid node,
the propagation step is modified to

f ki�ðx; tþ DtÞ ¼ f k;�i ðx; tÞ �
2wi

cs2
rui � ci; (15)

where ci* = �ci and fi
k;� x; tð Þ is the post-collision population,

and ui = up + o � ri is the velocity of the particle surface at

ri ¼ xþ Dt
2
ci � Rcms with Rcms the particle’s center of mass. The

momentum change Dpki
Dt
ðDxÞ3 ¼ 2f k;�i ðx; tÞci �

2wi

cs2
r ui � cið Þci

associated with the bounce-back of both fluid components is
summed over the surface of the particle to obtain the force and
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torque on the particle

Fp ¼
X
k;i

Dpki
Dt

;

Tp ¼
X
k;i

Dpki
Dt
� ri:

(16)

As the particle moves over the lattice, it covers and uncovers
individual lattice sites which then turn from fluid into solid
nodes and vice versa. When a lattice site x becomes covered, its
momentum is transferred to the particle by a force

Fp ¼ �
X
k;i

f ki ðx; tÞci: (17)

When a lattice site x becomes uncovered, it is filled with the
average density of Nf neighboring fluid nodes at x + cif

rkðx; tÞ ¼ 1

Nf

X
if

rk xþ cifn ; t
� �

: (18)

To evaluate the Shan–Chen force (3) at particle surfaces, we use
the same expression for assigning a virtual density rk

v(x, t) to the
outer shell of solid nodes inside the particle. An additional shift
Dr in the density of either fluid component can be imposed to
control the fluid contact angle at the particle surface.64,65

2.2.1 Particles near contact. For particles close to contact,
we add a lubrication force to account for the unresolved
hydrodynamics. The lubrication correction is added to particle
pairs that are separated by a gap d smaller than a cutoff dc and
is given as61,66

Fl ¼ �6pZ
R1

2R2
2

R1 þ R2ð Þ2
1

rij
		 		� R1 � R2

� 1

dc

 !
u12 � r12ð Þr12

r12j j2
;

(19)

where u12 = u1 � u2 is the relative velocity, r12 is the vector
connecting the centers of the particles, and d = |r12|� R1� R2 is
the gap between the particle surfaces with curvature radii R1

and R2. Despite the repulsive nature of the the lubrication
forces, particle overlaps can still occur in numerical simula-
tions. To address the possibility of particle contact and overlap,
we add a Hertz force FH = �rfH to the particle–particle
interactions, which is derived from the Hertz potential

fH r12ð Þ ¼ KH R1 þ R2 � r12j jð Þ
5
2; r12j joR1 þ R2: (20)

2.2.2 Ansiotropic particles. The interparticle forces (19)
and (20) can be generalized for ellipsoidal particles following
Günther et al.38,39 who adopted an approach proposed by Berne
et al.67,68 We first rescale the potential and force such that

f rij
� �

¼ e~f
rij

s


 �
;

F rij
� �

¼ e~F
rij

s


 �
:

(21)

For the lubrication force (19), we choose s = R1 + R2 and

e ¼ 6pZR1
2R2

2

s3
; and for the Hertz potential we chose s = R1 + R2

and e = KHs
5/2. For two identical, rotationally symmetric ellipsoi-

dal particles with orientations ôi and ôj, we then replace e and s by
the anisotropic functions

~e ôi; ôj
� �

¼ effiffiffiffiffiffiffiffiffiffiffiffiffi
1� w2

p ;

~s rij ; ôi; ôj
� �

¼ sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� w

2

r̂ij � ôi þ r̂ij � ôj
� �2

1þ w ôiôj
� � þ

r̂ij � ôi � r̂ij � ôj
� �2

1� w ôiôj
� �

" #vuut
;

w ¼ a2 � 1

a2 þ 1
;

(22)

where R8 is the particle radius along the symmetry axis ô and
a = R8/R> the aspect ratio of the particle. The anisotropic Hertz
potential and lubrication force are then defined as

f rij ; ôi; ôj
� �

¼ e ôi; ôj
� �

~f
rij

s rij ; ôi; ôj
� �

 !
;

F rij ; ôi; ôj
� �

¼ e ôi; ôj
� �

~F
rij

s rij ; ôi; ôj
� �

 !
:

(23)

2.2.3 Magnetic particles and magnetic fields. Particles with
a constant magnetic dipole moment m = mô have been con-
sidered by Harting and coworkers.46,69–71 The interaction
between magnetic particles is modeled by the pairwise
potential between two dipoles mi and mj that are separated in
space by a vector rij

U rij ;mi;mj

� �
¼ m0

4p
mi �mj

rij
		 		3 � 3 mi � rij

� �
mj � rij
� �

rij
		 		5

" #
; (24)

where m0 is the vacuum permeability. The dipole–dipole force
and torque exerted by particle j on particle i are thus

Fij ¼
3m0
4p

5 mi � rij
� �

mj � rij
� �

rij
		 		7 rij

"

�
mi �mj

� �
rij þ mi � rij

� �
mi þ mi � rij

� �
mj

rij
		 		5

#
;

Tij ¼
m0
4p

3 mj � rij
� �

mi � rij

rij
		 		5 �mi �mj

rij
		 		3

" #
:

(25)

Here it is assumed that the dipole moment of the particles does
not change in an external field and that it is oriented along the
symmetry axis of ellipsoidal particles, as was observed experi-
mentally in ref. 72 and 73 (cf. Section 2.2.4).

An external magnetic flux density B = m0H exerts a force and
a torque on each dipole

Fi = (mi�r)B,

Ti = mi � B. (26)
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The total magnetic force and torque exerted on the particles are
the sums of the dipole–dipole and field contributions.

2.2.4 Model parameters and simulation setup. The
dynamics of the binary fluid mixture is governed by inertial,
viscous, and surface tension forces. The relative magnitudes of
these forces at a characteristic length scale L and characteristic

velocity U are captured by the capillary number Ca ¼ ZU
s

and

the Weber number We ¼ rU2L

s
. Here we are primarily inter-

ested in spinodal decomposition of the mixture, where we
analyze the dynamics after the initial formation of the inter-
faces and neglect residual diffusion. Hence the Peclet number

Pe ¼ UL

G
is of lesser importance and we do not consider it when

choosing our simulation parameters.
The equations of motion of our model comprise the relevant

materials properties: the density r, viscosity n, and surface
tension s of the binary fluid, and the mass mp, size Rp and
aspect ratio a, and dipole moment m of the particles. In
addition, we can control the particle volume fraction fp and
magnetic field strength B. These nine quantities involve four
unit dimensions (mass, length, time, and charge), hence we can
use five dimensionless variables to specify the parameters of
the system. These are the particle aspect ratio a, particle volume
fraction fp, particle vs. fluid density ratio x = 3mp/(4prVp),
nominal Weber number Wen = rsVp

1/3/Z2, and magnetic Bond
number %B = mB/(sAp), where Vp = (4/3)pR8

3/a2 is the particle
volume and Ap = max(pR8

2/a, pR8
2/a2) the area of the larger

cross-section of the ellipsoidal particles.
For our simulations, we choose units Dx, Dt, Dm, and Di

such that Vp = V̂p(Dx)3, n ¼ n̂ðDxÞ2
�
Dt, s = ŝDm/(Dt)2, and m =

m̂Di(Dx)2. We used Vp = 2000p/3, n̂ ¼ 1=6, ŝ = 0.0267, m̂ = 1, and
a density ratio x = 1/r̂. For reference, the values of the model
parameters are listed in Table 1. The values of a and %B are
variable and are reported with the results in Section 3.

We performed simulations of a binary fluid using the soft-
ware package LB3D,74 that implements the lattice Boltzmann
method described in Section 2. The multicomponent lattice
Boltzmann model is solved in a cubic box of size LV = 256Dx

with periodic boundary conditions. The simulation box is filled
with equal volume fractions ff = 0.5 of two fluids, initially
homogeneously mixed with a density r = 0.7Dm/(Dx)3. The BGK
relaxation time is set to t = Dt and the Shan–Chen interaction
strength is set to gkk* = 0.08(Dx)2/(Dm(Dt)2). We performed
preliminary simulations of a spherical droplet with these para-
meters and fitted the pressure difference inside and outside the
droplet to the Young–Laplace law, which yielded a surface
tension s = 0.0267Dm/(Dt)2. To study the influence of aniso-
tropic particle shapes on the bijel formation, we performed
simulations for particles with three different aspect ratios: a = 1
for spherical particles, a = 2 for prolate ellipsoids, and a = 1/2
for oblate ellipsoids. To match the particle volume fraction fp

between the different particle shapes, we kept the volume of the
particles fixed and used the same number of particles for each
aspect ratio. The radius along the symmetry axis of the particles
was calculated from Vp = (4/3)pR8

3/a2, yielding R8 = 7.9Dx for
spheres, R8 = 12.6Dx for prolate ellipsoids, and R8 = 5Dx for oblate
ellipsoids, respectively. Particles were added to the fluid by placing
them randomly inside the box. The lubrication cutoff distance was
set to the value dc = (2/3)Dx recommended by Ladd,60 and the
strength of the Hertz potential was set to KH = 100Dm/((Dx)1/2(Dt)2).
We first equilibrated the particle positions and orientations by
evolving only the equations of motion of the particles, while the
fluid remained in its initial configuration, until the minimum
particle distance exceeded 1.2�max(R8, R8/a). After the equili-
bration, the magnetic flux density B = Bẑ was switched on and
the full system was evolved for 105 timesteps. In the course of
the simulation, the binary mixture undergoes spinodal decom-
position. The particles adsorb at the coarsening interface and
eventually become jammed, resulting in the bicontinuous
phase morphology of the bijel.

It is worth discussing briefly the possible realization of our
model in experiments. A common choice for bijel formation in
binary liquids is a mixture of water and lutidine.14,15 The surface
tension between the phases of a water–lutidine system at 40 1C is
around s = 0.22 mN m�1 and the dynamic viscosity of the lutidine-
rich phase is around Z = 2.38 mPa s.75 Ellipsoidal particles with
various aspect ratios can be formed by mechanically stretching
spherical particles.76 Such particles can be magnetically functiona-
lized by e-beam deposition of a Nickel layer. Fei et al.77,78 fabricated
coated 4 mm polystyrene particles with a permanent magnetic
dipole moment of m E 3 � 10�14 A m2. It was shown that the
dipole moment is oriented in the direction parallel to the coated
interface,72,73 i.e., it can be aligned with the axis of ellipsoidal
particles. For the given surface tension, the capillary torque on a
particle adsorbed at an interface is approximately 8.8� 10�16 N m.
We thus can estimate that a magnetic flux density of 30 mT is able
to exert a magnetic torque that exceeds the capillary torque. We
note that under these conditions, the dipole–dipole interaction is
on the order of 10�16 J and an order of magnitude smaller than the
particle-interface interaction which is of order 10�15 J. For these
bijel properties and the parameters given in Table 1, the spatial
resolution of our simulations is Dx E 252 nm, and the time step
is Dt = 624 ns. This corresponds to a system side length of LV E
64.5 mm and a runtime of T E 62.4 ms.

Table 1 Summary of the parameters of the numerical model and the
values used in the simulations

Parameter Value

LV/Dx 256
r�(Dx)3/Dm 0.7
n�Dt/(Dx)2 1/6
s�(Dt)2/Dm 0.0267
t/Dt 1
g�Dm(Dt)2/(Dx)5 0.08
ff 0.5
fp 0.15
np 1200
rp�(Dx)3/Dm 1
Vp/(Dx)3 2000p/3
m/(Di(Dx)2) 1
dc/Dx 2/3
KH�(Dx)1/2(Dt)2/Dm 100
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3 Results

Bijels can be used as emulsion templates for porous materials
with applications including drug delivery, water desalination,
and battery electrodes.79–82 The transport properties of porous
materials depend on the porosity and tortuosity of the void
space and can be linked to the phase-separated morphology of
the bijel template. Therefore, we study the domain size and
tortuosity of the phase morphology of bijels stabilized by
anisotropic particles. In particular, we investigate the effect of
magnetic particles on the microstructure of bijels that are
formed in external magnetic fields. We simulated bijels with
a particle volume fraction of fp = 0.15 and varied the magnetic
flux density such that the Bond numbers varies in the range
0 r %B r 1. In this work, we use a fixed particle volume fraction
and focus on the dependence of the bijel structure on the
magnetic field. Bijels with varying particle loading and surface
tension and have been studied elsewhere in the literature, e.g.,
by Hijnen et al.40 and Jansen and Harting.65

Fig. 1 shows snapshots of the bijel microstructure observed
at different times with and without an external magnetic field.
The figure illustrates how anisotropic particles align with
the direction of the magnetic field. As the particles reorient,
they can deform the interface which thus responds by rearran-
gements including reorientation and domain coalescence or
breakup. This results in apparently larger domain sizes for bijel
formation in magnetic fields. The quantitative effect on the

bijel morphology, and domain size in particular, is analyzed in
the following sections.

3.1 Structure factor and domain size of magnetically
responsive bijels

In LB simulations of spinodal decomposition,83,84 a character-
istic length scale can be obtained from the structure factor

S(k, t) = ~f(k, t) ~f(�k, t) (27)

where ~f(k, t) is the Fourier transform of the order parameter
fluctuations f(x, t) � hfi. A common measure of domain size
uses the spherically averaged structure factor

Sðk; tÞ ¼ 1

nk

X
k�D

2
o ko kþD

2

~fðk; tÞ~fð�k; tÞ; (28)

where k = |k| denotes the modulus of k and nk is the number of
lattice sites in a shell of radius k and thickness D = 2p/LV. The
average domain size can then be defined in terms of the n-th
moment of the structure factor85

LnðtÞ ¼ 2p

P
k

Sðk; tÞP
k

knSðk; tÞ

0
B@

1
CA

1
n

: (29)

It is worth noting that this definition of average domain size
does not necessarily yield values that coincide with the typical
domain size observed visually in snapshots such as those
shown in Fig. 1. However, in a dynamic scaling regime, differ-
ent measures of domain size are expected to differ only by a
constant ratio. We found that the commonly used measure L1(t)
tends to overestimate the observed domain size. Numerically,
the calculation of the spherically averaged structure factor is
subject to poor statistics in the low k-shells, where the average
|k| of the lattice sites differs from the nominal shell radius.
Additionally, the measurement of L(t) in simulations with
periodic boundary conditions is subject to finite size effects.
More importantly, in suspensions of anisotropic particles, we
cannot expect that the structure factor is isotropic. Therefore,
we also used the 3D structure factor to calculate a lateral
domain size in each Cartesian direction from the second
moments39,65

LbðtÞ ¼ 2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
k

Sðk; tÞP
k

kb2Sðk; tÞ

vuuut : (30)

This allows us to compute a domain size parallel (L8 = Lz)
and perpendicular (L> = (Lx + Ly)/2) to the direction of B
separately. The average domain size Ld(t) is computed as
LdðtÞ ¼

P
b
LbðtÞ=3.

LdðtÞ ¼ 2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
k

Sðk; tÞP
k

P
b
kb2Sðk; tÞ

vuuuut : (31)

Fig. 1 Snapshots of emulsion gels stabilized by prolate ellipsoids after t =
5 � 103 timesteps (left) and after 105 timesteps (right). The top row shows
the structure forming without a magnetic field. The bottom row shows the
structure forming in an applied magnetic field of reduced strength %B = 1.0.
The snapshots are colored according to the order parameter f.
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Before calculating the structure factor S(k, t), we first filled
the lattice sites covered by particles with the average density at
the surrounding lattice sites. We employed an iterative proce-
dure that fills the particles layer by layer, starting at the surface
layer and using eqn (18) to approximate the density at solid
nodes that have a least one neighboring fluid node. This is
repeated until all solid nodes have been filled with fluid. The
order parameter f(x, t) was then calculated for the filled density
fields rk(x, t). Filling the lattice sites covered by particles is
crucial to avoid spurious oscillations of the structure factor at
length scales corresponding to the particle size.

Fig. 2 shows the scaling of the dynamic structure factor
S(k,t). The data collapse is good, albeit deviations from dynamic
scaling are present at smaller length scales. The decay to the
right of the maximum is reasonably well described by Porod’s
law S(k) B k�4 indicating scattering off a nearly flat interface.
These results are in line with the scaling results by Kendon
et al.83,84 for spinodal decomposition of binary fluids, which
suggests that the formation of bijels is primarily driven by the
separation dynamics of the fluids. The effect of the suspended
particles only comes into play once larger domains have formed
and the coarsening interface reduces the accessible area to the

point where the particles start interacting. The onset of particle
interactions and subsequent jamming leads to a fairly sudden
slow-down of domain growth, as can be observed in the time
evolution of the domain size shown in Fig. 3.

The domain size L1 obtained from the spherically averaged
structure factor initially shows a power law behavior very close
to L1 B t2/3. A nonlinear curve fit of the function b(t � t0)a to the
interval t A [0, 3 � 105Dx] yields the exponents a = 0.6448 for
spherical particles, a = 0.6083 for oblate particles with aspect
ratio a = 0.5, and a = 0.652 for prolate ellipsoids with aspect
ratio a = 2. These values are in good agreement with the
exponent a = 2/3 that is expected in an inertial scaling regime,
where the characteristic velocity U = dL/dt scales with the

characteristic length scale U �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s=ðrLÞ

p
, leading to L B t2/3.

After around 30 000 to 40 000 time steps, the domain growth
starts slowing down and approaches a plateau at L1 E 200Dx
for spherical particles, L1 E 180Dx for the prolate particles, and
L1 E 170Dx for the oblate particles. Interestingly, the alter-
native domain size measure Ld obtained from the second
moments of the 3D structure factor does not show the same
power law behavior. The rate of increase of Ld is substantially
smaller than that of L1, with a fitted exponent in the range of

Fig. 2 Scaling plot of the dynamic structure factor S(k, t) for different particle shapes a and at different magnetic field strength %B. The structure factor is
plotted at four different timesteps for each case. The good data collapse shows that the bijel formation is driven by spinodal decomposition. The decay to
the right of the peak is reasonably well described by Porod’s law S(k) B k�4.

Fig. 3 Time dependence of the average domain size of the bijel for different particles shapes a and at different magnetic field strength %B. L1 denotes the
domain size obtained from the first moment of the spherical average structure factor, and Ld denotes the domain size obtained from the second moment
of the 3D structure factor. The increase roughly follows a Bt2/3 scaling law indicative of the inertial regime of spinodal decomposition.

Soft Matter Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
O

ct
ob

er
 2

02
4.

 D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 1
0:

04
:1

4 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4sm00751d


This journal is © The Royal Society of Chemistry 2024 Soft Matter, 2024, 20, 8952–8967 |  8959

0.12 to 0.20. The increase of Ld levels of earlier and reaches a
plateau around Ld E 70Dx for all three particle aspect ratios.
While dynamic scaling allows different measures of the char-
acteristic length scale to vary by a prefactor, the deviation from
the expected power law of both viscous and inertial scaling
indicates that the second moment of the 3D structure factor
does not yield a proper characteristic length scale. If one
interprets the moments of the structure factor as moments of
a probability distribution, then the second moment of the 3D
structure factor is equivalent to the ratio of the fourth and
second moments of the spherically averaged structure factor
(due to the factor k2 in the volume integral). Hence Ld is
perhaps better interpreted as describing the shape of the
structure factor (similar to kurtosis, but not exactly the same)
rather than a characteristic length scale. Nevertheless, the
second moments Lb provide separate measures for the three
Cartesian directions and can thus reveal anisotropy of the
domain morphology.

3.2 Effect of magnetic field on bijel formation

At first glance, the time-dependence of the domain size in Fig. 3
suggests that the domain size is not strongly affected by the
external magnetic field. In Fig. 4, we plotted the domain size
measure Ld normalized by R, the larger of the two radii of the
ellipsoidal particles. The data points represent the domain size
measured at the final time step and averaged over three
independent simulation runs with the same parameters. The
normalization with the particle radius makes it apparent that
the ellipsoidal particles reduce the domain size of bijels. This
observation is in line with observations by Günther et al.39 and
indicates that – relative to their volume – ellipsoidal particles
stabilize a larger interface area than spherical particles. This is
due to the larger cross-sectional area of ellipsoidal particles at
the same volume. Furthermore, steric constraints prevent ani-
sotropic particles to pack less densely in the interface than
spherical particles, as we will discuss in more detail below.

The magnetic field does have an effect on the directional
domain size as shown in Fig. 4 where we plotted the domain
size in the direction parallel and perpendicular to B separately.
We find that for prolate particles, the domain size in the parallel

direction increases with the field strength up to approximately
three particle radii for the largest field, while the perpendicular
domain size stays constant. This trend is reversed for oblate
particles for which the domain size in the parallel direction
decreases slightly with field strength while the perpendicular
domain size increases by approximately four particle radii. Without
a field, prolate particles lead to smaller domain size than both
spherical and oblate particles, whereas they increase the domain
size when the bijel forms under the influence of a magnetic field.
The anisotropy is due to the alignment of ellipsoidal particles
which leads to a closer packing within the interface akin to nematic
ordering. The difference between oblate and prolate particles is
caused by the orientation of the magnetic dipole moment m along
the symmetry axis of the particles. In our model, m is aligned with
the larger axis of prolate ellipsoids, whereas it is aligned with the
smaller axis of oblate ellipsoids. Hence m lies in the plane of the
larger cross-section of prolate particles while m is perpendicular to
the larger cross-section of oblate particles. We thus expect that
alignment of the particles with the magnetic field B facilitates
closer packing perpendicular to the field for prolate particles, and
parallel to the field for oblate particles. The increase/decrease of
domain size levels off at intermediate field strength and further
increases of the field have no additional effect.

3.3 Tortuosity

The anisotropy of domain size suggests that the magnetic field
influences the bijel morphology at the microscale. To investi-
gate whether these structural changes have an effect on macro-
scopic transport properties, we also characterized the tortuosity
of the bijels. Various definitions of tortuosity have been
proposed in the literature,86 including geometric, diffusional,
and hydraulic tortuosity. Here we use the diffusional tortuosity
t = eD/Deff, i.e., the ratio of the effective diffusivity Deff and the
intrinsic diffusivity D. Porous structures were generated from the
order parameter field at the last time step of the simulations by
binarizing the raw order parameter data using a threshold of zero.
We masked the largest connected component representing the
percolating domain and then used the Python package taufactor87

to calculate the tortuosity in the three Cartesian coordinate
directions. Taufactor determines the tortuosity by comparison of
steady-state diffusive flow through a porous medium with the
bulk diffusive flow in a control volume of the same size, molecular
diffusivity, and driving force.87 We used the PeriodicSolver to
employ periodic boundary conditions.

Fig. 5 shows the results for the tortuosity as a function of the
applied magnetic flux for the three particle aspect ratios. In the
absence a magnetic field, the three aspect ratios lead to a
similar tortuosity around t E 1.5, slightly larger than the
tortuosity predicted by the Bruggeman relation t = e�0.5 = 1.41
for equal volume fractions e = 0.5 of the phases.88,89 The
observed tortuosity is consistent with simulations of gyroid
structures by Luo et al., who found diffusive tortuosities in the
range from 1.48 to 1.73.90 Fig. 5 shows that in an applied
magnetic field, the tortuosity of bijels stabilized by anisotropic
particles (a a 1) becomes anisotropic as well. Oblate particles
(a = 0.5) lead to an increase of the tortuosity t8 in the direction

Fig. 4 Dependence of the average domain size on the magnetic field
strength %B. The left plot shows the average domain size L1 obtained from
the spherically averaged structure factor. The right plot shows the parallel
and perpendicular domain size obtained from the respective second
moments of the 3D structure factor. Errorbars indicate the standard
deviation taken over three independent simulation runs. For anisotropic
particles, the directional domain size becomes more anisotropic with
increasing field strength.
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of the magnetic field while the tortuosity in the direction
perpendicular to the magnetic field remains around t8 E 1.5.
Conversely, prolate particles (a = 2) lead to an increase of the
tortuosity in the direction perpendicular to the magnetic field,
while the tortuosity in the parallel direction slightly decreases
with increasing field strength. In both cases, the changes in
tortuosity are consistent with the anisotropic domain size and
the alignment of particles with the magnetic field. For prolate
particles, the longer axis is aligned with the magnetic moment
and induces larger domain size and lower tortuosity in this
direction. The results show that the magnetic field has a
noticeable effect on the tortuosity of the bijel. We observe that
the largest change of tortuosity is measured at intermediate
field strength %B = 0.5. This suggests that the competition of
interfacial and magnetic forces and the resulting alignment of
particles and liquid domains induces morphological changes
that are more complex than a monotonic increase or decrease.
We therefore turn to investigate the microstructural changes
within the bijel morphology in more detail.

3.4 Kinetics of bijel formation in magnetic fields

To shed light on the mechanisms involved in the coarsening
dynamics, we now turn to the kinetics of bijel formation in
more detail. The coarsening dynamics can be characterized by a

coarsening speed. Here, we use the finite difference of the
directional domain size to calculate the components of the
coarsening velocity

uLbðtÞ ¼
Lb tþ Dtsð Þ � Lb t� Dtsð Þ

2Dts
; (32)

where Dts is the time between simulation snapshots, and b
denotes either the direction parallel or perpendicular to the
magnetic field.

Fig. 6 shows the coarsening speed in the directions parallel
and perpendicular to the applied magnetic field. The data
confirms that for spherical particles, domain coarsening
remains isotropic. We observe a higher coarsening speed
initially which slows at later times when the particles begin to
jam. This indicates that the coarsening is subject to different
time scales, as reported previously by Harting and co-workers.39

Reeves et al.91 have pointed out that bijel formation hinges on
the jamming time in relation to the disruption time, i.e., the
time scale at which domain pinch-off events can cause bijel
break-up through depercolation. In our simulations, however,
we have not observed disruption of bijel formation; stable bijels
form for all parameters consistent with simulations by Strat-
ford et al.13 and Jansen et al.65

Fig. 5 Dependence of the tortuosity on the magnetic field strength %B for different particle shapes a. Different components of the tortuosity tensor show
the anisotropy for oblate and prolate particles.

Fig. 6 Time-dependence of the coarsening velocity uL for different particles shapes a and at different magnetic field strength %B. The different
components of the coarsening velocity show that the jamming time is different in the direction parallel and perpendicular to the magnetic field.
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For ellipsoidal particles, our data clearly shows that aniso-
tropic domain coarsening arises in magnetic fields. For oblate
particles (a = 0.5), the coarsening speed in the direction
perpendicular to the field increases with increasing magnetic
field strength. Jamming in this direction appears to be delayed
compared with the direction parallel to the field. The coarsen-
ing speed in the parallel direction remains comparable to the
case without an applied magnetic field. This anisotropic beha-
vior of the coarsening speed reverses for prolate particles,
where the coarsening speed in the direction parallel to the
field increases with increasing field strength, and jamming in
this direction is delayed compared with the perpendicular
direction. In addition, we observe a shoulder (around 104Dt)
where the coarsening speed decays more slowly before jam-
ming sets in. These results suggest that the coarsening near the
jamming time is affected by a mechanism that depends on the
applied magnetic field and causes the anisotropic behavior.
This mechanisms involves the re-orientation of anisotropic
particles and their alignment relative to the direction of the
magnetic field. To confirm this hypothesis, we analyze the
orientational order of the particles and their alignment relative
to the magnetic field and the interface, respectively.

3.5 Particle re-orientation and packing

The primary effect of the magnetic field is the torque it exerts
on the magnetic dipole of the particles. This torque rotates the
particles towards the direction of the magnetic field. The
alignment of the particles with the field direction can be clearly
observed in the simulation snapshots shown in Fig. 7. While
the particles are oriented randomly in the interface in the
absence of a magnetic field ( %B = 0), the magnetic field induces
orientational order of the magnetic dipoles (shown for %B = 1).

To measure the particle alignment quantitatively, we com-
puted the nematic order tensor92

Q ¼ 1

np

X
i

3

2
ôi � ôi �

1

2
1

� �
; (33)

where ôi is the orientation of the i-th particles and np is the
number of particles in the system. The largest eigenvalue of Q
yields the nematic order parameter

S ¼ 3

2
cos2ðyÞ � 1

2

 �
; (34)

where y = arccos(ôi�n̂) is the angle between the particle orienta-
tion and the nematic director n̂.

Fig. 8 shows the time evolution of the nematic order para-
meter S for the three different particle aspect ratios a and
varying magnetic field strength %B. The onset of orientational
order is nearly instantaneous and increases with increasing
field strength. For magnetic flux densities %B Z 0.5, the nematic
order parameter saturates at S E 1.0 towards the end of the
simulation. For the prolate particles (a = 2.0), we observe a
shoulder at around 104Dt and an intermittent plateau. The
occurrence of this plateau coincides with the slowed decay of
the coarsening speed in Fig. 6. This change in the orientational
ordering is even more distinct for the oblate particles, where

the nematic order decays intermittently before it increases
again. The intermittent decay for oblate particles, and the
plateau for prolate particles, correlate with the delayed onset
of jamming in the direction perpendicular and parallel to the
magnetic field, respectively. These observations can be inter-
preted as follows: the magnetic field aligns the particles with
the direction of the magnetic field early during the simulation.
Due to this alignment, the steric constraints between particles
adsorbed at the interface are reduced which allows further
coarsening of the interfacial area. However, during coarsening,
the interfaces may re-orient themselves and cause a capillary
torque on the particles that competes with the magnetic torque.
This competition intermittently perturbs the nematic order of
the particles leading to the observed decay and plateau of the
nematic order parameter. Accordingly, the decay of S is most
pronounced at the weakest magnetic field %B = 0.2.

Fig. 7 Snapshots illustrating the particle packing at the interface for
different particle shapes a with (left) and without (right) applied magnetic
field %B. The right column shows the alignment of the symmetry axis of the
oblate (top row) and prolate (bottom row) particles in the direction of the
magnetic field indicated by arrows.

Fig. 8 Time-dependence of the nematic order parameter S of oblate (a =
0.5) and prolate (a = 2) particles at different field strength %B. Errorbars
indicate the standard deviation taken over three independent simulation
runs. Nematic order generally increases with applied field strength for all
particle geometries. The increase slows down (for prolate particles) or
reverses (for oblate particles) around 104 timesteps.
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To further corroborate this mechanism, we quantify the
orientational order of the interfaces. We computed the inter-
facial orientation tensor

Qint ¼
1

htrðAÞi A� 1

3
trðAÞ1

 �
; (35)

where the local tensor field A is defined by

A = rf#rf. (36)

The largest eigenvalue of Q is taken as the interface nematic
order parameter Sint.

The results for the interface nematic order parameter Sint are
shown in Fig. 9. The nematic interface alignment increases over
time and the rate of increase appears to be higher for larger
magnetic field strength %B. In all cases, the final value of Sint is
below 0.5 indicating that the tortuous structure of the interface
is maintained in the presence of magnetic fields. This confirms
that the re-orientation of the particles does not disrupt the bijel
structure but leads to partial alignment of the interfaces with-
out changing the general topology of the bicontinuous
morphology.

When the particles rotate, the interface exerts a capillary
torque on the particles due to the surface tension and the
contact angle. If the magnetic torque exceeds the interfacial
forces, the particles can potentially overcome the capillary
torque and rotate out of the interface. For prolate particles
(a = 2) adsorbed at flat interfaces, Davies et al. have shown that
a transition between the energetically preferred ‘‘flat’’ orienta-
tion and a tilted orientation occurs at a critical field strength of
approximately %B = 0.2.36,46,93 In the case of bijels, however, the
percolating interfaces are tortuous and thus more mobile. We
therefore posit that, rather than tilting out of the interface,
rotating particles can ‘‘pull’’ the interface along and thereby
align the liquid domains. For anisotropic particles, we expect
that the interfaces align along the larger cross-section of the
particles, i.e., perpendicular to the symmetry axis of oblate
particles and parallel to the symmetry axis of prolate particles.
The data for the anisotropic domain size and tortuosity above is
consistent with this assumption. To ascertain that the particles

remain indeed in their energetically preferred orientation with
respect to the interface, we analyzed the angle between the
symmetry axis of the particles and the interface normal. To this
end, we generated a mesh of the interface using a marching
cubes algorithm. For each particle we identified the mesh
vertex closest to the particle’s position (excluding particles
whose distance to the mesh exceeds the radius of the longer
particle axis) and computed the angle between the particle
orientation vector ôi and the interface normal at the closest
vertex. Fig. 10 shows the time-dependence of the average angle
c between the particle dipole axis and the nearest interface
normal.

For both types of anisotropic particles, the average angle
between the particle dipole and the interface normal is initially
around c E 601. As the spinodal interface sweeps through the
system, particles attach to the interface and alignment due to
the capillary torque sets in. For oblate particles, the dipole axis
aligns with the interface normal as indicated by the decay of c
towards zero. For prolate particles, the preferential alignment
of the dipole axis is parallel to the interface and hence c
increases towards 901. The main variation of c occur in a time
interval around 104Dt which coincides with the distinct features
of the coarsening speed and the particle nematic order
observed above. The results thus substantiate the proposed
mechanism of particle re-orientation in the magnetic field and
the concomitant local alignment of the interface. Once the
particles start jamming, the shrinking interfacial area forces
some particles out of their preferred alignment with the inter-
face, leading to an increase of c for oblate particles and a
decrease of c for prolate particles. Fig. 10 suggests that the
forced tilting is more pronounced for oblate particles than for
prolate particles. Due to the larger aspect ratio, the tilting of
prolate particles relative to the interface induces deformations
that appear to cause a larger capillary torque than the tilting of
oblate particles. Hence the prolate particles remain mostly
aligned with the interface even in the stronger applied mag-
netic fields.

Fig. 9 Time-dependence of the interface nematic order for oblate (a =
0.5) and prolate (a = 2) particles at different magnetic field strength %B. The
interface alignment tends to increase with increasing field strength. The
rate of increase becomes larger around 104 timesteps, indicating the
alignment of the interfaces due to capillary interactions with the particles.

Fig. 10 Time-dependence of the average angle c between the particle
axis and the interface normal for oblate (a = 0.5) and prolate (a = 2)
particles at different magnetic field strength %B. Errorbars indicate the
standard deviation taken over three independent simulation runs. The
angle between between the particles and the interface normal generally
approaches the energetically preferred value (01 for oblate particls, 901 for
prolate particles). The average angle changes most rapidly around 104

timesteps.

Soft Matter Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
O

ct
ob

er
 2

02
4.

 D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 1
0:

04
:1

4 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4sm00751d


This journal is © The Royal Society of Chemistry 2024 Soft Matter, 2024, 20, 8952–8967 |  8963

As hypothesized above, the alignment of the particle dipole
axis with the magnetic field reduces the steric constraints
within the interface. To corroborate this idea, we analyzed the
radial distribution function (RDF) of the particles

gðrÞ ¼ np � 1

np
V d r� rið Þh i; (37)

where np is the number of particles in the volume V, and h�i
denotes an average over all particles. The radial distribution

function was calculated by binning the distance between all
particle pairs and normalizing the shells with respect to the
distribution 4prr2dr of an ideal gas. The time-evolution of the
RDFs for the three particle shapes and varying magnetic flux
density is illustrated in Fig. 11.

The radial distribution function is shown at time steps t =
1000Dt, 10 000Dt, 100 000Dt. For ellipsoidal particles, the char-
acteristic distances between particles in contact are 2R8, 2R>,
and R8 + R>. These distances are marked by dashed lines in

Fig. 11 Time-evolution of the radial distribution function g(r) of the particles at different magnetic field strength %B. The radial distribution function is
shown at 103, 104, and 105 timesteps. The distance r is normalized by the radius R = max(R8, R>) of the larger particle axis. The peaks illustrate the packing
of particles in the interface. Dashed lines indicate the side-by-side, tip-to-tip, and side-to-tip configuration of particle pairs. For spherical particles, the
three values are identical. The insets show snapshots of the particle arrangement with and without magnetic field at the respective timesteps. The
direction of the magnetic field is indicated by arrows.
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Fig. 11. We observe that the largest peak of the RDF coincides
with the distance 2R> for both oblate and spherical particles,
indicating that oblate particles tend to be in contact at their
circumference while prolate particles preferentially align side-
by-side. These arrangements lead to closer packing of particles
in the interface. The peaks are less pronounced in the early
stage of the simulations, where the particles are more randomly
oriented. Notably, there is a dip in the RDF of prolate particles
at 2R8 indicating that initially the tip-to-tip configuration
occurs more rarely. The growth of the peak height over time
shows that the magnetic fields promote this alignment com-
pared to the case without magnetic field. For oblate particles, a
shoulder develops around R8 + R>, indicating that some
particles tilt out of the interface to reduce the covered inter-
facial area. For prolate particles, the dip at 2R8 disappears over
time, indicating that more particles align tip-to-tip. This is
consistent with alignment of prolate particles with respect to
the magnetic field, which facilitates closer packing along both
axes of the particles. It further suggests that particles arrange in
layers, which can also be observed in the snapshot in Fig. 7.
Together with the analysis of nematic order above, these results
substantiate the proposed mechanisms that influence the
formation of bijels with anisotropic particles in magnetic fields:
the magnetic field aligns the particle dipole axis in the field
direction, and the particle re-orientation couples to interface
alignment due to the capillary interactions. The alignment of
particles reduces the steric constraints within the interface,
which allows the interface to shrink further and facilitates
domain coarsening. In terms of the time-evolution, the rotation
of particles due to the magnetic field occurs during the initial
stages of the simulation, followed by the local re-alignment of
interfaces due to capillary interactions. In the case of prolate
particles, we observed the shrinking interface can force parti-
cles to tilt out of their preferential alignment to facilitate closer
packing. Generally, our results show that when bijels stabilized
by anisotropic magnetic particles form under the influence of a
magnetic field, the domain size and tortuosity become aniso-
tropic. Additionally, we observe that the particle packing in the
interface becomes more ordered due to the alignment effects.

4 Conclusions

In this work, we studied the effect of applied magnetic fields on
the formation of bijels stabilized by magnetic ellipsoidal parti-
cles. We considered oblate, spherical, and prolate particles with
a permanent magnetic dipole moment suspended in a sym-
metric binary liquid. We found that, while the overall formation
of a bijel is not disrupted by magnetic interactions, bijels
stabilized by oblate or prolate ellipsoids exhibit anisotropic
domain size and an anisotropic tortuosity. For oblate particles,
the domain size increases in the direction perpendicular to the
magnetic field while the tortuosity increases in the parallel
direction. Conversely, for prolate particles, the domain size
increases in the direction parallel to the magnetic field while
the tortuosity increases in the perpendicular direction.

Compared with bijels formed in the absence of a magnetic
field, we observed changes in domain size up to 30% for non-
spherical particles. This effect can be explained by the re-
orientation of the particle dipole axis with the magnetic field,
which in turn re-aligns the interfaces in the direction of the
longer axis of the particles. We further corroborated this
mechanisms by analyzing the coarsening speed and the
nematic order of the particles and the interfaces. We found
that jamming of particles is delayed in the direction of the
longer ellipsoidal axis leading to enhanced coarsening in this
direction. The timescale of the delayed jamming coincides with
a slow-down of the orientational ordering of the particles
whereas the alignment of the interfaces increases. We also
found that the angle between the particle dipole axis and the
interface normal changes at this stage. Additionally, we ana-
lyzed the radial distribution function of the particles and found
that prolate particles tend to align side by side, while the oblate
particles exhibit a less regular arrangement. Based on these
findings, we propose that bijel formation in magnetic fields is
governed by two coupled effects: during the initial stage, the
magnetic torque rotates the particles to align the magnetic
dipole moment with the field, and the orientational order of the
particles facilitates further coarsening. As coarsening proceeds,
the capillary interactions cause the interfaces to align with the
longer particle axis. The shrinking interface compresses the
particles into ordered arrangements. When jamming sets in,
some particles can be forced to tilt out of the interface and this
effect is more prominent for oblate particles.

Our results demonstrate the effects of magnetic fields on the
structural properties of bijels stabilized by ellipsoidal magnetic
particles. This control is desirable in applications where the
domain size and tortuosity affect the transport properties. For
example, reduced tortuosity can increase the diffusive perme-
ability of bone-like materials.94 Similarly, low tortuosity in
lithium electrodes facilitates homogeneous ion transport and
uniform lithium deposition, leading to enhanced cyclability of
batteries.95,96 Whereas we have considered one particular
regime of spinodal decomposition, the viscosity and surface
tension of the liquids offer additional parameters that could be
leveraged to tune the bijel formation. Moreover, the particle
volume fraction is another parameter that is known to affect the
formation of particle-stabilized emulsions.40,65 With respect to
possible experimental realizations of our simulations, we
should emphasize that we have generally considered micron-
size particles and have neglected thermal fluctuations. At the
nanoscale, thermal fluctuations may in principle play a role,
however, Reeves et al.91 have shown that nanoparticles benefit
from smaller driving forces towards disruptive curvature and
actually lead to more robust bijel formation. Nevertheless, the
stability of magnetically-responsive bijels is a relevant question
for applications that involve shear flows such as crossflow
reactors.97 Aside from particle-size and shape effects, direct
interactions between particles are a possible avenue to tune the
formation of particle-stabilized emulsions gels, as the recent
discovery of bicontinuous intraphase jammed emulsion gels
(bipjels) illustrates.98 Another interesting observation arising
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from our simulations is that the packing order of particles in
the interface appears to increase when bijels form under the
influence of a magnetic field. While such interfacial ordering
effects have been studied on planar interfaces,99–101 they have
hitherto not been reported for particle-stabilized emulsion gels.
It would be interesting to examine the implications of this
ordering on the optical and transport properties of jammed
emulsion gels. In conclusion, our simulations provide relevant
insights into the formation of magnetic particle-stabilized
bijels in the presence of external magnetic fields, and they
demonstrate the potential of magnetic particles for fabrication
of emulsion systems with tunable and anisotropic particle
packing and domain structure.
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