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The soft part of the Earth's surface — the ground beneath our feet — constitutes the basis for life and natural
resources, yet a general physical understanding of the ground is still lacking. In this critical time of climate change,
cross-pollination of scientific approaches is urgently needed to better understand the behavior of our planet's
surface. The major topics in current research in this area cross different disciplines, spanning geosciences, and
various aspects of engineering, material sciences, physics, chemistry, and biology. Among these, soft matter
physics has emerged as a fundamental nexus connecting and underpinning many research questions. This
perspective article is a multi-voice effort to bring together different views and approaches, questions and insights,
from researchers that work in this emerging area, the soft matter physics of the ground beneath our feet. In
particular, we identify four major challenges concerned with the dynamics in and of the ground: (I) modeling

Received 4th April 2024, from the grain scale, (Il) near-criticality, (lll) bridging scales, and (IV) life. For each challenge, we present a selection
Accepted 1st June 2024 of topics by individual authors, providing specific context, recent advances, and open questions. Through this, we
DOI: 10.1039/d4sm00391h seek to provide an overview of the opportunities for the broad Soft Matter community to contribute to the
fundamental understanding of the physics of the ground, strive towards a common language, and encourage
rsc.li/soft-matter-journal new collaborations across the broad spectrum of scientists interested in the matter of the Earth's surface.
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The ground beneath our feet, plain and static as it might seem,
holds the key to many pressing global issues. More than ever, in
a world that is experiencing global warming and changing
precipitation patterns, we need to better understand, predict,
and feasibly control processes within the ground that can cause
natural hazards," shape future landscapes,”” impact the health
of our agricultural lands,® and sequester carbon.”

What we are calling the ground is all the complex material at
the surface of the Earth that is not essentially a single-phase
natural fluid, such as air and water. It is either a composite
solid (e.g., crystalline or sedimentary rocks, or ice, of various
compositions, age, and deformation history) or - and most
commonly - an assembly of grains of different types (e.g., sand
grains, clay platelets, shells, ice crystals, boulders, bacteria).
The ground evolves because it is constantly being processed by
reactive solutions, biological activity, capillary and thermal
stresses, and sheared by gravitational forces and fluid flows.
As a result, locally and at a given time ¢, the ground exhibits
normal and shear strains y(t), an effective solid - or packing -
fraction ¢(¢), and associated porosity s(t) = 1 — ¢(¢) occupied by
a volume fraction w(¢) of an effective liquid, most often natural
water. Over time, w can vary from 0% (dry) to 100% (fully
saturated, and sometimes overflowing), through intermediate
values (partially saturated). Studies of the physical and
chemical dynamics of such a system - coarsely, a heteroge-
neous and fragile “sponge” or pile of sticky grains - give rise to
a multitude of Soft Matter problems.

Echoing the richness of the ground, a multitude of disci-
plines investigate the thin layer making the Earth’s surface,
including the Earth, environmental, and material sciences,
engineering, physics, chemistry, and biology. Different disci-
plines tend to have different cultures and approaches, as well as
different motivations, constraints, and even notations. As a
result, a wide and complementary range of foci regarding
temporal and spatial scales, concepts, laboratory, and field
study methods coexist. Nevertheless, opportunities for scienti-
fic exchanges between these different communities which study
processes happening at Earth’s surface remain rare. This article
is a perspective on the key-concepts and main challenges one
faces in and out of well-controlled experiments and models of
the ground (Fig. 1). Through specific examples, it also attempts
to present some of the fantastic messiness one is confronted
with, and enriched by, while studying the natural environment.
Once clarified what are the mechanics of various systems over
different length and time scales, field site location and condi-
tions, process interactions and feedbacks, the fundamental
questions at the heart of the discussion are: how can the
complexity of natures dynamics and mechanics be simplified,
measured, down-scaled, and structured to fit into a model, or
are such simplifications impossible? How can the development
of complex material rheology frameworks be of future use? How
do we treat intermittency in natural phenomena? What are the
expressions of near-criticality in nature, and over what scales
should we consider it?

Our intention here is to be both broad and specific. Broad in
the sense of the conceptual framework outlined, and what we
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consider as soft matter (Fig. 1). Specific in highlighting some of
the ongoing fronts of the scientific research and techniques on
the ground beneath our feet, to inspire future, new and
collaborative works. The effort was initiated by a workshop
organized by the princeton center for theoretical science (PCTS)
in January 2022, where the authors discussed recent results
from their individual field of expertise. These contributions,
enriched by the authors’ collective conversation and efforts,
turned into this article. Albeit their heterogeneity, they share
similar broad challenges concerning concepts and scales, tech-
nical and methodological issues. The specific sub-sections
represent only a small fraction of the many outstanding ques-
tions related to the field of “physics of the ground”, never-
theless they allow to present how this is an emerging research
area where fundamental soft matter questions come together
with interdisciplinary problems and impact. With this perspec-
tive paper we want to highlight this new research direction for
soft matter by sharing examples of specific efforts and results
recently obtained on such fronts.

The paper is organized into four sections, corresponding to four
major scientific challenges we have identified as what is mainly
ahead of us to model the ground (Fig. 1). These challenges are
integral to the field of soft matter, yet they also have unique aspects
when one studies the natural environment.

I - The challenge of modeling from the grain scale.

The ground is essentially a range of partially-wet particulate
(hence porous) systems where chemical, physical, and biologi-
cal processes occur (see magenta box in Fig. 1). Modeling each
of these processes from the smaller scale is both fundamental
and essential to building larger-scale and multi-parameter,
multi-physics models.

II - The challenge of near-criticality.

The Earth surface constantly evolves and sets itself near its
material yield criterion (typically, a critical shear stress o). As a
result, we mainly live in and observe a quasi-static environment
- an apparently stable ground - but which is often about to fail
(Fig. 1c and d). Surveying and predicting the ground’s
mechanical behavior, in particular the rare times it deforms
plastically (e.g., during floods and landslides), requires good under-
standing and modeling of its near-critical behavior. This challenge
demands advancements in both fundamental physics and devel-
opment of new methods of quantitative observations.

III - The challenge of bridging scales.

All Earth (near-)surface processes occur at given length and
time scales. Some mechanisms are universal across a wide
range of spatial and temporal scales, some structures are
hierarchical and emergent, some material properties are
bounded with typical magnitudes, lengths, and characteristic
times or rates. Knowledge of how and when to bridge scales,
mathematically, numerically, and methodologically from the
laboratory to the field sites (and vice versa) is a difficult key to
forge (dark blue arrow on Fig. 1), but one unlocks advanced
predictive capabilities.

IV - The challenge(s) of life.

Living matter has the unique property of reproducing itself,
and growing or decaying over time. The self-propelled motion

This journal is © The Royal Society of Chemistry 2024
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Fig. 1

(a) Overview sketch of the four challenges of modeling the soft matter physics of the ground identified in this paper: (I) modeling processes from

the grain scale; (ll) measuring and capturing the ground dynamics near critical states; (lll) connecting laboratory and theory results to field-scale
observations; (IV) understanding and taking into account the many effects of life. (b) In a given element of the ground, subjected to normal stresses
(orange arrows) and a mean groundwater flow (blue arrows), the soft matter physics of the ground encompasses simultaneously multiple phases,
processes, dimensions, and scales, which can have various expressions at the Earth's surface, e.g., (c) an Antarctica map showing ice-shelf areas
vulnerable to hydro-fracture (marked in red) in a warming world by Lai et al.;® (d) a photograph of a crack that appeared on Jan 3 2018 in Rattlesnake
Ridge, near Union Gap, WA, April 2018 (200 km from the 2014 Oso landslide with industrial infrastructure in the foreground, Photo credit: Shawn Gust,
Yakima Herald-Republic via AP); and (e) a photograph of a mound of grains built by ants (imaggeo/EGU). To model the multi-dynamics of the ground,
diverse methods, concepts, and approaches are used to link the ground'’s properties, constraints, structures, mechanics, and observational data. For
example, models of (f) effective groundwater flow, or (g) rheological behavior in experiments and simulations, rely on assumptions relative to (h) porous
flow and (i) contact force networks. (j) Individual motions in these networks are constrained by the properties and mechanisms of the phases involved.®
Often a phase can both be a constituent of the bulk system and define an interface where chemical reactions occur, e.g., (k) a CO, bubble in contact with
a water meniscus in a silica nanopore (courtesy of I.C. Bourg). As a result of these interactions, for example, a mineral particle such as a natural quartz
sand grain (1) can display a chemo-mechanically altered surface topography (m), as seen in the scanning electron microscopy images (courtesy of

A. Voigtlander). Such nanoscale phenomena can in turn affect the effective rheology of the ground and groundwater flow.

of many organisms is another specific impact of life on the
environment. Many organisms contribute to the constant
alteration of their surroundings, while also depending on it
(Fig. 1d and e). The interconnections between all forms of life -
including human life - and the dynamics of the ground,
although obeying the laws of physics, bring additional complex-
ity and carry a large number of original and pressing questions.
Within each one of these four main challenges (section),
each contribution (sub-section) present a specific topic: its
specific context, some recent advances, and open questions.
These sub-sections are only a selection of topics, which illus-
trate through specific problems the four main challenges.

1 The challenge of modeling from the
grain scale

Efforts to understand the dynamics of the ground from the
scale of a single grain inform our definitions of transients,

This journal is © The Royal Society of Chemistry 2024

steady state dynamics (e.g., rheology), fundamental causes for
instability growth, and the interactions between different phy-
sical processes. Fundamentally, these efforts aim to identify,
visualize or parameterize, and quantify the relevant elementary
phenomena happening at the grain scale. This section presents
a few examples of ongoing efforts in this domain based on
experimental, numerical, and analytical approaches (Fig. 1).

In particular, Sections 1.1 and 1.2 illustrate advances by
considering Earth materials, such as fault gouge or soils, as
granular assemblages, eventually impacted by pore fluid pres-
sure. Section 1.3 highlights how in situ observations are gen-
erating new insight on flow, transport, and mechanics in these
heterogeneous porous materials. Section 1.4 discusses Eulerian
computational approaches that can capture the complex defor-
mation of ductile, cohesive Earth materials (such as erosion or
desiccation cracking). Finally, Section 1.5 highlights how grain-
fluid interactions can add significant complexity to grain scale
processes, for example in situations where solid surfaces
impact the stability of interfacial liquid water films.

Soft Matter, 2024, 20, 5859-5888 | 5861


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4sm00391h

Open Access Article. Published on 16 July 2024. Downloaded on 7/15/2025 11:30:32 AM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Perspective

1.1 The role of granular flow in fault friction - A. M. Rubin &
B. Ferdowsi

Context. Many phenomena associated with the physics of
the ground can be viewed as manifestations of granular flows.
For example, field observations indicate that faults in the Earth
are invariably filled with granular material (gouge) derived from
wear of the surrounding rock.’®'" At depth, these fault gouges
are infiltrated by water, with important implications for ther-
mal pressurization at high slip speeds.””™ But important
aspects of the rheology of even nominally dry gouge are poorly
understood. Laboratory experiments have long established that
at sliding speeds low enough for inertial and thermal effects to
be unimportant, variations in friction (the ratio of shear to
normal stress during sliding) for both rock and gouge are
typically only a few percent of the nominal friction value of
around 0.6-0.8, over sliding speeds or strain rates that span
orders of magnitude."" Despite their small magnitude, these
variations in friction are responsible for, among other things,
whether faults slide stably at the plate tectonic rate of centi-
meters per year, or slip episodically in damaging earthquakes at
rates of meters per second.™*

Numerical models of fault slip require a constitutive law for
fault friction. The current state-of-the-art, originally conceived
for two rough surfaces in contact but observed to apply to
sheared gouge layers as well, falls under the heading of “rate-
and state-dependent” friction. In this formalism, friction
depends upon the fault sliding rate (or strain rate), and a more
nebulous property termed “state”.'* State is conventionally
thought to reflect a combination of the true contact area and
the intrinsic strength of those contacts.”® Also conventionally,
the state dependence is thought to be due to time-dependent
plastic flow or chemical bonding at those contacts, although
the opaque nature of rock makes the origin of state evolution
difficult to decipher.'® How state evolves for surfaces not at
steady-state sliding is parameterized by ‘state evolution laws”
that are largely empirical, yet still do not adequately describe all
the relevant features of laboratory experiments.”

Numerical simulations of faults obeying rate-state friction
show that the precise description of state evolution signifi-
cantly influences processes of interest to Earth scientists (e.g.,
earthquake nucleation'®). The lack of an accurate or physics-
based description of state evolution thus severely hampers our
ability to extrapolate the results of numerical models of fault
slip to the Earth.

Recent advances. Recent discrete element method (DEM)
simulations of a granular gouge layer show that much of the
phenomenology of transient rock and gouge friction seen in
laboratory experiments (both the rate-dependence and the
state-dependence) can be reproduced by numerical models in
which this dependence arises only from momentum transfer
between the grains, with no chemical reactions or time-
dependent plasticity at grain/grain contacts.”® Panel (a) of
Fig. 2 shows a snapshot from a DEM simulation designed to
mimic laboratory rock friction experiments. A 2D layer, periodic
in the x and y directions, is sheared between two rigid parallel
plates. A specified velocity history in the x direction is applied
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to a very stiff spring attached to the upper plate, while a
constant normal stress of 5 MPa is maintained in the z direc-
tion. A constant sliding friction acts at grain/grain contacts.
Panel (b) shows the friction signal, relative to the future steady-
state value, following simulated velocity steps of +1 or 2 orders
of magnitude. At the time of the velocity step, there is an abrupt
change in stress of the same sign as that of the step (the “direct
velocity effect”” of rate-state friction), followed by an exponential
decay to a new steady-state value (the “‘state evolution effect”).
The magnitudes of the direct and evolution effects are approxi-
mately proportional to the logarithm of the velocity jump, with
an e-folding strain for friction evolution of ~0.13.

These results are similar to those from laboratory friction
experiments on rock and many other materials. The solid black
lines in Fig. 2c indicate the friction signals, relative to the prior
steady state value, following velocity steps of +1 or 2 orders of
magnitude from experiments on synthetic quartz gouge.'” The
magnitude of the logarithmic rate- and state-dependence in the
DEM and lab experiments are similar to within a factor of ~2
(there is some rounding and diminishing of the peaks in panel
(c) not present in panel (b) because the elastic stiffness of the
lab system is smaller). The red lines in Fig. 2c are a fit to the
data using the empirical “slip” version of the rate-state friction
equations,'™'*'” using a single set of parameter values for all
4 steps.

Open questions. The source of the rate- and state-
dependence in the DEM, which lacks time-dependence at the
contact scale, remains an area of active investigation. It appears
possible to understand the direct strain-rate dependence semi-
quantitatively in terms of an Arrhenius process, with the kinetic
energy of the grains playing the role of the molecular kinetic
energy in the classical understanding of rate-state friction,”® as
grains hop from one potential well to another.'® Although the
nature of granular friction has been studied extensively in the
physics and engineering literature, most of this work concerns
friction during steady flow.>*”>” The transient frictional proper-
ties of granular flow thus represent a rich and underexplored
field of interest to Earth scientists, physicists, and engineers.

1.2 Force chains underpin emergent poromechanical
behavior in granular media - W. Li & R. Juanes

Context. In addition to granular flows, another foundation
of our ability to model the dynamics of the ground is our
understanding of poromechanics, i.e., the manner in which
pore fluids influence granular mechanics. In this context,
photoelasticity has a long history as a technique to quantify
internal stresses in solid bodies,?® but it has been traditionally
applied to granular media consisting of cylindrical (usually
circular) disks.”>*® This particle geometry has the advantage
of allowing for precise quantification of stresses,® but the
disadvantage that it prevents connectivity within the pore
space, thus restricting severely its purpose as an analogue of
permeable porous media, where fluid flow and mechanical
deformation are often strongly coupled.?” This is because it is
effective stress - the fraction of the total stress that is trans-
mitted through the solid skeleton - that controls the

This journal is © The Royal Society of Chemistry 2024
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Fig. 2 (a) Snapshot from a DEM simulation of a sheared granular layer.*® Grains are spherical, polydisperse, and have elastic properties appropriate for
glass beads. Colors indicate grain velocity in the x direction, relative to the load-point velocity, averaged over an upper-plate sliding displacement of 1
mean grain diameter. (b) The friction signal, relative to the future steady-state value, following simulated velocity steps of +1 or 2 orders of magnitude
from an initial velocity of 0.01 m s~1.2° Slip distance is defined to be zero at the time of the step. (c) Solid black lines indicate the friction signals, relative to
the prior steady-state value, following velocity steps of +1 or 2 orders of magnitude at sliding speeds from 1 to 100 ps™, from experiments conducted in
the Penn State Rock and Sediment Mechanics Lab.” The starting material is a 3-mm-thick layer of synthetic quartz gouge, with particles ranging from
50-150 pum in diameter (shear ultimately localizes to a narrower zone where particles have been comminuted, a process not modeled in the DEM). The
synthetic quartz gouge is nearly steady-state velocity neutral, whereas the DEM is steady-state velocity strengthening. The red lines are a fit to the data
using the empirical “Slip” version of the rate-state friction equations ("direct effect” coefficient a = 0.0073; “state evolution effect” coefficient b = 0.0075;

e-folding slip distance D, = 12.2 um).

mechanical behavior of porous media, from land subsidence
due to groundwater pumping to the cohesion of sand in
sandcastles.”® Karl von Terzaghi, father of soil mechanics,
introduced the concept of effective stress a century ago.***’
Until recently, however, this physical quantity could only be
calculated by subtracting pore pressure from the normal total
stress, or inferred from its “‘effect”, typically the solid skeleton
deformation.

Recent advances. For a proper analogy of a porous medium
in terms of pore geometry, connectivity and morphology, a
pack of three-dimensional (3D) particles, such as spheres,
should be used. Extending photoelasticity to such systems,
however, requires developing a method to manufacture
residual-stress-free photoelastic particles, and obtaining
quantitative information on the forces acting on these 3D
particles. A fabrication process similar to ‘“‘squeeze casting”
was recently demonstrated to produce millimeter-scale
residual-stress-free  photoelastic particles (spheres and
other shapes, such as icosahedra) with high geometric
accuracy (Fig. 3a and b). The combined photoelastic
response from light intensity and light color permits a rough
quantification of forces acting on the particles over a wide
range of forces. A first application of the new technique,
coined photoporomechanics,®® revealed the evolution of effec-
tive stress during vertical consolidation (Fig. 3c and d). In this
process, the stresses caused by a sudden load on a fluid-filled
granular pack are gradually transmitted through emergent
force chains as the fluid drains and excess pore pressure
dissipates. The resulting particle-particle force networks ori-
ginate at the top boundary (where the pore fluid seeps out)
and propagate downwards through the pack as the pore
pressure gradually dissipates (Fig. 3e).

This journal is © The Royal Society of Chemistry 2024

Open questions. The extension of photoelasticity to 3D
particles provides a powerful experimental model system to
study the strong coupling of solid and fluid in granular
media that take place in geoscience processes like
landslides,*” gas vents from ocean sediments,*® and injection-
induced seismicity.>® This is especially attractive in three
dimensions, where — while long-standing issues related to the
interpretation of light transmission in fully-3D stress fields*°
still need to be resolved - the method can form the basis for
force-chain tomography.**

1.3 In situ visualization of soft matter dynamics in granular
and porous media - S. S. Datta

Context. In many ways, experimental advancements drive
our ability to better model Earth processes by visualizing grain-
scale fluid and particle dynamics. In particular, techniques
from physical chemistry and colloidal science, coupled with
developments in microscopy and imaging science, have yielded
unprecedented ability to visualize the dynamics of soft materi-
als in models of complex and crowded environments akin to
the porous soils, sediments, aquifers, and reservoirs in the
ground beneath our feet. In these cases, the environment alters
the material, the material alters the environment, and these
coupled dynamics give rise to behaviors that challenge current
understanding.

For example, despite its importance in geophysics and in a
wide variety of natural and engineered processes,**””” predic-
tion and control of complex fluid flow, particle transport, and
solid mechanics in porous media is challenging and often
operates by trial and error. Even basic prediction of where
injected fluid distributes through a porous medium, and of the
associated macroscopic resistance to flow, remains elusive due
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Fig. 3 Consolidation test using photoporomechanics. (a) Millimeter-size photoelastic particles in two different shapes (spheres and icosahedra) under
white light. (b) Photoelastic particles under a circular polariscope. The polystyrene ruler, having residual stress, shows color stripes. The particles, being
residual-stress-free, are hardly visible.*® (c) Experimental setup for the 1D consolidation experiment. A granular pack of fluid-saturated photoelastic
spheres is loaded suddenly with a constant weight, while the video, deformation, and excess pore pressure are recorded. (d) Detailed schematic of the
consolidation cell. Two glass plates are glued with a 2 mm thick U-shaped spacer where the beads are inserted to form a monolayer pack. The excess
pore pressure is measured at the bottom of the cell with a pressure sensor. The pore fluid fills the cell to provide a constant-pressure boundary condition.
A piston made of a 1.8 mm acrylic plate (with slots cut out to reduce resistance to fluid flow) allows the fluid to seep out of the cell.*® (e) Snapshot of the
photoelastic response of the granular pack during a consolidation test. The force chains — which quantify the Terzaghi stress in the granular pack —

develop from the top boundary, then progress downwards through the pack as the pore—fluid pressure diffuses upwards.

to the time-dependent and multi-scale nature of the associated
phenomena. Disentangling these interactions through in situ
visualization is an exciting research frontier. While even basic
characterization has traditionally been difficult due to the
opacity and complexity of most three-dimensional (3D) envir-
onments, confocal microscopy of refractive index-matched
fluids and model solid media now enables researchers to
directly visualize soft matter dynamics in 3D porous media
with controlled pore structures and chemistries.”®

Recent advances. A common feature of the advances in
visualization is the ability to simultaneously probe pore space
topology, dynamic changes in fluid microstructure, multi-scale
flow patterns, and macroscopic transport, which provides a way
to directly connect phenomena across scales. One notable
advance is that direct visualizations of flow in 2D and 3D
porous media can increasingly capture the structural and
chemical heterogeneities of many naturally-occurring media,
such as pore size gradients, strata with different permeabilities,
and regions of differing surface chemistry.”"®* Such hetero-
geneities fundamentally alter fluid displacement pathways and
dynamics. In particular, a pore size or surface energy gradient
can either suppress or exacerbate both capillary fingering®* and
viscous fingering,®* distinct interfacial instabilities that typi-
cally arise in homogeneous media. Furthermore, for the case of
stratified media, visualizations reveal that immiscible fluid
displacement is spatially heterogeneous, with different strata
being invaded at different rates,®> leading to differing amounts
of fluid removal - phenomena that are not predicted by
typically-used spatially-averaged models of fluid flow, but are
captured by new theoretical models inspired by the
experiments.®¢

A second example is the phenomenon whereby as colloidal
particles navigate a porous medium, they can alter the medium by
depositing onto (or eroding from) its solid matrix, making predic-
tion of macroscopic particle distributions challenging.*” %
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Advances in direct visualization have enabled identification of the
fundamental mechanisms by which particles are distributed
throughout a porous medium, demonstrating that the interplay
between hydrodynamic and colloidal interaction forces controls
this process.'® These advances also have enabled characterization
of how interactions between particles and trapped non-aqueous
fluids influence subsequent transport (Fig. 4a)."® These results
help shed light on the multi-scale interactions between fluids,
particles, and porous media that have traditionally been repre-
sented in black-box models using “lumped” empirical parameters -
guiding the development of more accurate and generalizable
models that could be applied in diverse geophysical settings and
beyond, for example, in the complex flow behavior of polymer
solutions.' "

A third illustration is the use of in situ visualizations of
hydrogels, i.e., elastic networks of hydrophilic polymers that
can absorb large quantities of water, as models of shrinkable
granular media, e.g., soft clay-rich soils whose deformations
influence the integrity of built structures and barriers for waste
isolation."*>""” Deforming such a soft porous material alters
fluid transport through its pores, which in turn further deforms
the material. Direct visualization of this coupling between fluid
transport and solid deformations has shown how material
physicochemical properties that regulate fluid permeability
and mechanical deformations, as well as interactions with
external boundaries, together control how these materials
swell, shrink and deform,""” fracture,"'® and potentially even
self-heal"™* (Fig. 4b) - providing new insights into the desicca-
tion of soft earth materials.

Finally, the development of “transparent soils” using, e.g.,
granular hydrogels has helped shed light on the behavior of
bacteria in 3D granular media over length scales ranging from
the single-cell to the community scale’'® (Fig. 4c-e). This
capability has revealed that understanding of Dbacterial
motility - which is based on studies performed in bulk
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Fig. 4 lllustrations of the capability for in situ visualization of soft matter
dynamics in granular and porous media. (a) Large-scale confocal micro-
graph taken inside a 3D porous medium (section through solid matrix
shown by black circles), showing trapped oil (additional black) and depos-
ited colloidal particles (red) in the pore space.!®® (b) Self-healing of a
cracked packing of hydrogel beads; color shows fluorescence due to an
excited dye that has diffused within the hydrogel beads, with an intensity
that increases with bead shrinkage.1'? (c) Schematic showing 3D printing of
bacteria inside a porous granular hydrogel matrix. (d) Superimposed
experimental confocal micrographs (different colors show different times)
of bacteria spreading collectively from a 3D-printed population with an
undulatory initial structure; the spreading cells smooth out these mor-
phological perturbations. (1) and (¢) refer to the undulation wavelength and
hydrogel matrix mean pore size, respectively.** (e) Magnified view of a
front of bacteria spreading by chemotaxis in a crowded, porous, granular
hydrogel matrix. 1

liquid - was incomplete: for example, confinement in a
crowded medium fundamentally alters how bacteria move,
both at the single cell'*® and population scales,'* in previously
unknown ways. Ultimately, these results could guide the devel-
opment of new theoretical models">" to more accurately predict
the motion and growth of bacterial populations in complex
environments akin to those in the ground beneath our feet,
potentially helping to provide quantitative guidelines for the
control of these dynamics in processes ranging from bioreme-
diation to agriculture.

Open questions. The examples listed above highlight the
utility of direct visualization of soft matter dynamics in model
porous media in shedding new light on problems in soft matter
of the ground. Moving forward, it will be important for
researchers to continue to develop new imaging approaches
to access, e.g., 3D fluid flow fields. In addition, a useful
direction for future research will be to examine dynamics in
granular and porous media with additional complexities such
as deformability and rearrangements of the granular matrix
and different grain shapes, sizes, surface chemistries, and
packing geometries. While a great deal of empirical evidence
indicates that these factors strongly alter dynamics in complex
environments, unifying principles that describe how remain
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lacking. 3D fluid flow observations could provide a way to
investigate such principles. This future research work would
deepen fundamental understanding of soft matter dynamics in
geoscientific settings. Finally, the development of rigorous
guidelines for the application in the field of existing soft
materials and complex fluids, as well as principles for the
formulation of new materials and fluids, remains largely
undone. 3D fluid flow observations in porous media could help
build such guidelines, and enable researchers in e.g., control-
ling solute transport and transport-limited chemical reactions
in environmental remediation, as well as other industrial and
environmental processes.

1.4 Coupled flow and mechanics of clays and muds -
I. C. Bourg

Context. Although parts of the ground can be viewed as
assemblages of relatively coarse grains (on the order of micro-
meters or more), other parts hold a significant abundance of
fine grained materials with dimensions on the order of nan-
ometers. These materials, collectively referred to as clays or
muds, consist of mixtures of inorganic and/or organic solids,
particularly clay minerals, nanocrystalline metal oxides, natural
organic matter, and biofilms."**">* Despite their variable com-
position, they exhibit common properties including low perme-
ability, cohesion, and strong couplings between mechanics,
hydraulics, and pore fluid chemistry'*>'>*'>> that emerge as
particle dimensions approach the length scales (Angstrom to
tens of nanometers) associated with London dispersion, Debye
screening, and orientational correlations in liquid water.

An important aspect of the complex properties of clays and
muds is that they can transition from cohesive to non-cohesive
and from solid- to liquid-like mechanics depending on condi-
tions, with important implications in efforts to predict phe-
nomena such as fault slip, debris flow, and sediment transport
(Sections 1.1, 2.2 and 2.4). A challenge in understanding these
properties from the grain scale is that they are inherently
multiphysics: whereas interparticle interactions in coarse
grained materials predominantly consist of repulsive grain
contact forces, potentially supplemented by attraction due to
capillary fluid menisci,® interparticle interactions in clayey
materials involve a variety of attractive and repulsive interac-
tions across thin water films, such as osmotic, electrostatic, van
der Waals, hydration, and configurational entropy effects. All
these interactions generally have different length scales and
sensitivities to particle shape, surface charge, and solution
chemistry to take into account.*®”*2%

Recent advances. The utility of soft matter physics concepts
in simulations of the coupled hydraulic-mechanical-chemical
properties of muds is illustrated by a recently-developed
“Darcy-Brinkman-Biot” framework.'* This framework com-
bines the well-established Darcy-Brinkman representation of
fluid flow in porous systems with two characteristic lengths
scales (e.g., a microporous clay matrix coexisting with a macro-
scopic flow channel)'® with representations of the ductile
deformation and swelling-shrinking of clay using a
chemistry-dependent poromechanics model (captured within
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a Terzaghi stress tensor'®®) and a viscoplastic rheology
model.”*" Results show that this framework can represent key
emergent properties of clays including swelling and shrinking
as a function of salinity (Fig. 5a),">* desiccation cracking during
drying (Fig. 5b),"*?> and erosion under fast fluid flow (Fig. 5¢)'**
on scales relevant to Earth surface dynamics (Fig. 5d)."**
Open questions. A significant remaining challenge is that
the presence of clays or muds creates a vast scale separation
between the coarse grain scale - associated with sand grains,
grain contacts, force chains, and microbial processes with
characteristic scales on the order of 107° to 10™* m - and the
scale of clay colloidal interactions, on the order of 10~° to 10’
m. With the exception of idealized subsurface materials such as
pure homogeneous sand or clay, the ground is inherently a
multiscale material because of the ubiquitous co-existence of
clay or mud with coarser-grained material and/or larger-scales
features (e.g., cracks), with more than three orders of magni-
tude separation in length scale.'**"*%13% Accurate prediction of
phenomena such as sediment erosion and debris flows may
require combining discrete representations of force chains

Simulation *
ST a4

Fig. 5 Darcy-Brinkman-Biot (DBB) simulation of clay: (a) expansion of a
clay plug caused by a salinity decrease in a water reservoir in contact with
the clay (symbols: measurements at different confining stresses;** lines,
model predictions*?*). (b) Cracking of a clayey medium in a Hele—Shaw
cell upon injection of a non-wetting fluid from the center (red: water-
saturated clay, blue: dry clay, white: cracks). Model predictions*? are
qualitatively consistent with experimental observations.**¢**” (c) Experi-
ments and simulations showing flow channelization during biofilm growth
in a microfluidic device (channels and biofilm matrix in yellow/black in the
experiments, blue/tan in the simulations). The simulations correctly predict
the emergence of flow intermittency and channelization associated with
intermittent erosion.*** (d) Wave impact on a poroelastic barrier illustrating
the coupling of multiphase flow and Earth surface mechanics on scales of
tens of meters (colored lines show von Mises stresses within the barrier) :*
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between coarse materials with a continuum representation of
fluids and a ductile clay matrix."****!

Another important challenge is that the Eulerian treatment
of clays illustrated in Fig. 5 requires constitutive relations
reflecting the microscale material properties of clay (e.g., rheol-
ogy, swelling pressure, permeability) as a function of satura-
tion, salinity, compaction, and clay composition (i.e., the
relative abundance of different clay minerals or biopolymers).
These constitutive relations remain incompletely known,
because of the complexity associated with the irregular shapes
and the strong impact of interfacial fluids on interparticle
interactions between nanometer scale clay colloids and/or
biopolymers.128’138’142’143

1.5 Nonequilibrium statistical physics of inclusions in ice -
J. S. Wettlaufer

Context. Another illustration of the multiphysics couplings
that emerge from nanoscale interactions across thin water
films is the existence of a layer of liquid water on the surface
of ice, even at temperatures well below freezing. These unfrozen
films can influence everything from the slipperiness of glaciers
to the electrification of thunderclouds.***

In cold climates, roads are salted in winter harnessing the
freezing point depression of impurities. Each salt crystal, how-
ever, abuts an ice surface where the phase change occurs. Less
commonly thought of, but equally important, are other
mechanisms that can extend the equilibrium domain of a
liquid phase into the solid region of the normal phase diagram.
The causes of this “premelting”, which, in addition to
impurities,"*® include surface melting, interface curvature
and substrate disorder, allow for the persistence of water at
interfaces well below the bulk melting point. The thickness of
the liquid film depends on the temperature, soluble impurities,
the material properties underlying intermolecular forces, and
geometry. A temperature gradient is accompanied by a thermo-
molecular pressure gradient that drives the unfrozen interfacial
liquid from high to low temperatures and hence particles in ice,
as shown in Fig. 6, migrate from low to high temperatures.
Such premelting dynamics are operative in a wide range of
settings, from the heaving of frozen ground and planetary
regolith, to the scavenging of atmospheric trace gases by snow
and the redistribution of climate proxies in ice sheets, to the
collisional processes in protoplanetary disks. Moreover, the
unfrozen films act both as a refuge for biota and a transport
mechanism for nutrients, waste and the biota themselves.

Recent advances. New research considers such processes in
the framework of active matter, wherein particles are endowed
with intrinsic mobility mimicking life, and addresses the inter-
play between a wide range of problems, from extremophiles of
both terrestrial and exobiological relevance to ecological
dynamics in Earth’s cryosphere. For example, biota are found
in glaciers, ice sheets, and permafrost, evolving in a complex
mobile environment facilitated or hindered by a range of bulk
and surface interactions. Survival strategies, such as producing
exopolymeric substances and antifreeze glycoproteins, that
enhance the interfacial water also facilitate bio-mobility. Such
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Fig. 6 The interface between ice and inert or living particles is separated
by what is called a premelted water film below the bulk melting point. (a)
Perspective view of few active particles embedded inside ice against which
they premelt and experience an external temperature gradient VT, which
creates a thermomolecular pressure gradient driving the flow of liquid
from high to low temperatures, so that particles translate from low to high
temperatures. (b) An expanded view of one active particle inside the solid.
The radius of the particle is R, the black arrow shows the drift velocity
induced by the temperature gradient, and the red arrow denotes the
activity given by an active force (from Vachier and Wettlaufer'#®).

phenomena can be cast in the stochastic framework of active
Ornstein-Uhlenbeck dynamics and chemotaxis,"*° to find that
for an attractive (repulsive) nutrient source, that thermomole-
cular motion is enhanced (suppressed) by biolocomotion. This
phenomenon is essential for understanding the persistence of
life at low temperatures.

Open questions. There are a host of open questions that
occupy the attention of soft matter scientists. A vexing problem
concerns the relative importance of the deformability of single
particles versus a matrix of particles. For example, when indi-
vidual particles are rigid, premelting dynamics will redistribute
particles at a freezing front, which itself impacts the local
permeability. However, if an individual particle is highly
deformable, that deformation may dominate the local perme-
ability. These differences may control the overall stresses in the
medium, which recent methods may be able to measure.'*”'*®
On the biological side, some important questions are (i) how
much interfacial water is necessary to sustain life; (ii) how
effective are bio-polymers in maintaining this water; (iii) are the
polarization forces responsible for the interfacial water deleter-
ious to biota or have they evolved to tolerate them? Clearly, the
interaction between these outstanding physical and biological
questions has implications for both terrestrial and extra-
terrestrial environments.

2 The challenge of near-criticality

Traditionally, the field of geophysics has been mainly subdi-
vided between two areas: solid Earth geophysics—concerned
with the application of solid mechanics to measuring and
modeling rocks and ice over a variety of length and time
scales'*®'**—and geophysical fluid dynamics - deeply rooted
in applied mathematics and its application to atmospheric and
ocean dynamics. Yet, many of the materials in the Earth’s
critical zone transit between many regimes: athermal to ther-
mal (large to small particles), chemically inert to reactive (sand
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to clay), dense to dilute, jammed to creeping to catastrophic
(submarine) avalanches and sand storms; and vice versa via
deposition and lithification. There can be sharp spatial or
temporal gradients between these regimes, and often these
regimes are mixed with repeated transitions between them. The
topics highlighted in this section consider near-critical beha-
viors in the “soft Earth”” regime,"" which cannot be addressed
by fluid or solid mechanics alone.

The study of near-critical behavior in soft materials has a
long history and encompasses problems such as the glass
transition and deformation, shear-thickening behavior of sus-
pensions, particulate material jamming, solid creep, and frac-
ture dynamics. Most of these systems exhibit behaviors that are
non-linear functions (e.g., Fig. 1) of the system’s temperature,
applied stresses, and density of grains or atoms. Material
failure in the environment shares these common features and
presents specific challenges. The Earth surface, just as any soft
condensed matter near one of their failure criteria, is generally
far from equilibrium and nonisotropic. Finding insightful
measurements of such system responses, and how to use them
practically to predict material failure, has been a crucial scien-
tific endeavor. Section 2.1 presents recent experimental results
on this front and their implications for further developing
failure prediction in the environment. Different types of envir-
onments exhibit near-critical behavior, and they have been
recorded and analyzed in different ways: for example, Section
2.2 covers the failure of hillslopes, Section 2.3 presents a recent
highly-resolved spatial and temporal recording of iceberg col-
lective dynamics along the coast of Greenland; Section 2.4
presents the challenge of observing and modeling river bed
dynamics from flood to flood. In these natural granular sys-
tems, as in experiments presented in Section 2.1, the stress — or
energy - landscape in the system appears significantly changed
after a failure event, leading to hysteretic behavior. Finally,
Section 2.5 presents some of the major challenges in modeling
the intermittency and near-criticality of volcanic processes from
the fundamental scale of mineral crystals and gas bubbles.

2.1 Rigidity, nonlocality, and acoustics in dense granular
materials - K. Daniels

Context. Forecasting the deformation and evolution of
Earth’s critical zone - whether through creep,"? flow,"* or
catastrophic failure’>* - underlies many of the problems pre-
sented in this paper. Within the soft matter physics commu-
nity, these questions have been addressed as questions of
rigidity: how resistance to flow arises from the particle-scale
to the meso-scale and to the system scale. Within a granular or
amorphous material, internal stresses are transmitted by a
heterogeneous network of forces known as force chains, as
shown in Fig. 7. This network provides the material with its
global rigidity, and several techniques exist for probing the
spatio-temporal evolution of rigidity at various scales. Physi-
cists have constructed models based on nearly-perfect particles
residing within an energy landscape of valid states,">®
simplified models comparing the number of constraints to the
number of degrees of freedom.'”®

as well as
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Fig. 7 An image of photoelastic disks (of ~1 cm diameter) resisting a
shear force applied by the roughened boundary visible at the lower right,
imaged with a darkfield polariscope.?®*° These methods allow for the
quantitative determination of the vector contact forces between particles
when performed in monochromatic light. In this image, the brighter
particles are those carrying more force, while the darker particles carry
little force. Under increased shear, the chains of forces buckle and
rearrange (Source: E. Berthier, F. Fazelpour, C. Kirberger, NC State Physics).

Recent advances. For simplified laboratory systems, in spite
of their dissipative nature and the difficulty of defining a
frictional failure criterion, it now appears that the energy-
and constraint-based frameworks both predict the same
regions as being rigid or not.'®” When passively listening to
acoustic emissions transmitted through the material, the sta-
tistical distribution of the resulting vibrational modes subtly
shifts as a laboratory granular material approaches its point of
failure,**® as would be predicted for model materials develop-
ing low-frequency vibrational modes as they approach a state
with zero rigidity.">® Finally, for models of disordered solids -
networks manufactured to have a disordered network of thin
beams - it is possible to forecast the most likely failure
locations using only the meso-scale topology of the network’s
connectivity, without including any mechanical information."®

Open questions. It remains an open question whether these
frameworks can translate to the rough, heterogeneous, aniso-
tropic particles and wet environments necessary to understand
geophysical dynamics. For instance, is it possible to measure a
quantity like the density of vibrational modes'®" using seismo-
meters or strain sensors? When a hillslope or glacier progresses
towards a critical point of failure, do similar hallmarks forecast
likely failure locations and times? Already, network science has
been successfully used to evaluate kinematic data obtained
from ground-based radar, interpreted in light of the underlying
micro-mechanics of granular failure, to successfully forecast
the location and time of granular failure.'®

2.2 Soft matter of post-wildfire debris flows - D. Jerolmack
and N. Deshpande

Context. Visible and striking examples of near-critical beha-
vior are the formation of post-wildfire debris flows and rock-
falls. Both are increasingly frequent and deadly hazards that
arise when hillslope soil and rock lose stability in the wake of
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intense burns. Debris flows are highly concentrated slurries of
soil and water that form on steep hillslopes,'**"®* while ravel
and rockfall are dry processes which occur when obstacles (e.g.
vegetation) are removed or fail.’®* Predicting the conditions
that will trigger this loss of stability, and assessing the hazard
associated with their run-out, still rely largely on empirical
relations derived from observations of previous flows. The
challenges for understanding the mechanical stability of hill-
slopes in general and the failure and dynamics of debris flows
also represent frontier challenges in soft matter science, and
find a particular relevance in the context of post-wildfire
conditions.

Recent advances. Historically, geoscientists have understood
the failure and yield of Earth materials primarily via the Mohr-
Coulomb criterion.*> However, sub-yield creep is pervasive in
s0ils'® %8 well below slopes where the Mohr-Coulomb frame-
work would suggest motion. Surprisingly, it has been shown
that even an undisturbed sandpile beneath the angle of repose
creeps: this relaxation is very similar to aging in soft materials
and glasses following application of a stress,'*>'®® adding to
growing knowledge and understanding of gravity-driven creep
of (athermal) granular materials."’"'”>  Probabilistic
approaches grounded in statistical mechanics have in particu-
lar achieved success and insight, with the recognition that
rockfall and ravel are dilute processes whose dynamics are akin
to granular gases."”>'7® Once considered an outright myth
because of complex fluid-sediment feedbacks,"””” a unified
rheology for debris flows has been recently proposed,*>* where
the key ingredients are a particular soil’s packing fraction and
distance from the jamming point.

Open questions. As applied to post-wildfire debris flows, a
host of questions arise that require new soft matter physics
knowledge to address. Some wildfires are known to leave
behind a hydrophobic layer beneath the surface, which may
help to confine rainfall to a shallow surface layer of soil that
accelerates saturation and failure.'”®"%" Rapid wetting of sur-
face soils may also create strong capillary pressure gradients
that regulate soil failure and erosion style. How do these
processes affect soil creep? Do interfacial soil properties tune
a hill’s proximity to the jamming point? Debris flows may form
by an unjamming transition in which soil experiences a sudden
loss of rigidity associated with a decrease in volume fraction;
i.e., a landslide.'®' However, they also may form by progressive
soil entrainment that increases volume fraction until it
approaches the jamming point.’®>*8? The conditions that lead
to one or the other mechanism are not known. The rheology of
debris flows is certainly non-Newtonian; generally, debris flows
appear to be yield-stress materials with some degree of shear
thinning."®*'%* However, rheology appears to be extraordinarily
sensitive to the concentrations of clay and sand."®® Concepts of
jamming and lubrication are just beginning to be applied to
heterogeneous debris-flow materials and offer some hope to
explain and even collapse the variability observed in disparate
studies."® Debris flows entrain large boulders that migrate to
the front of the flow and act as a battering ram.'*>'®” Whether
this is the result of granular segregation like the Brazil nut
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effect or a consequence of phase separation of granular
(boulder) and liquid (mud) materials is unknown.

2.3 Floating granular materials - J. Burton and K. Nissanka

Context. Interfaces play a key role in many soft matter
systems. Dense collections of surfactants, particles, and other
contaminants confined to a liquid interface can have their own
rheology and serve as a rigid boundary for flow near the surface.
Although the Earth’s oceans, seas, and rivers cover immense
length scales, granular collections of ice, trees, organisms, and
pollutants can play a similar role. These floating granular
materials often jam in converging flows or narrowing geome-
tries, creating hazards or ephemeral perturbations to the
dynamics of Earth’s aquatic interfaces. Examples include
logjams,®® river ice,'® sea ice,'® and volcanic pumice.’** In
biological systems, granular rafts can be formed intentionally
to survive flooding, as in the case of fire ants."®”> Although the
fractional coverage of Earth’s water bodies with floating gran-
ular materials is small, they can be exceedingly important,
since these crucial veins of transport can become quickly
jammed with buoyant terrestrial debris.

Recent advances. Here, an outsized example of this behavior
is showcased: ice mélange, a buoyant agglomeration of icebergs
and sea ice that forms in the narrow fjords of Greenland
(Fig. 8a). Ice mélange is perhaps the Earth’s largest granular
material,"**™'*° with individual clasts ranging from 10 s to 100 s
of meters in size. As ice mélange is slowly pushed through
fjords that are many kilometers wide, it jams, buckles, and
breaks as friction from the rocky walls transmits stress to the
buoyant interior. Most of the time, ice mélange flow is quies-
cent, and quasistatic. As a granular material, it is near-critical
and the inertial number is much less than unity.'*® Similarly,
from a rheological perspective, the material creeps along near
the yield criterion for flow. This means that large fluctuations
in forces, that can’t be captured by most continuum models,
can develop. Importantly, this quiescent flow can be punctu-
ated by large discharges of icebergs into the glacial fjord,
known as iceberg calving. During calving, cubic-kilometer-
sized icebergs are fractured from the main glacier and often
capsize into the ice mélange."®”'*® Moreover, ice mélange has
recently been shown to affect ice-sheet mass losses by inhibit-
ing iceberg calving."®® Surprisingly, centimeter-scale iceberg
displacements can be measured with ground-based radar every
3 minutes. These measurements reveal that a period of inco-
herent granular flow precedes iceberg calving events (Fig. 8b),
representing an important first step towards real-time detec-
tion of failure in geophysical granular systems.

Open questions. Within the context of floating granular
materials, there remain a few key challenges. These materials
are very sensitive to particle shape and confinement, both of
which are essential for their ability to jam and transmit stress.
Examples like ice mélange are confined by rigid fjord walls, but
are unconfined and stress-free near the open ocean. Also, these
materials can interact with the water, e.g., melting ice drives
stratified flows from below, but can also cool the surface waters
and enhance the formation of sea ice in the winter. Finally,
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Fig. 8 Adapted from Cassotto et al.»®° (a) View of ice mélange at Sermeq
Kujalleq (Jakobshavn Isbrae) on the Western coast of Greenland. The
ground-based radar visible in the center of the image is a few meters in
size and is perched on the rocky cliffs above the fjord. (b) Top-left,
divergence of velocity field under steady flow. Red areas represent exten-
sion of the flow, and blue areas represent compression. Overall, the field is
smoothly varying. Top-right: Variation of velocity field in the black rec-
tangle after subtracting the mean of the underlying steady flow. Bottom-
left, divergence of velocity field less than 1 hour before a calving event (the
fracture and discharge of a cubic-kilometer-sized iceberg from the glacier
into the ice mélange). The divergence field is rapidly-varying and noisy.
Bottom-right: variation of velocity field before calving, showing hetero-
geneous flow patterns.

laboratory studies combined with continuum modeling using
nonlocal granular rheologies are needed to provide a larger-
scale picture of how floating granular materials shape and
respond to their dynamic environment.

2.4 River sediment beds remember past flows - C. Masteller

Context. Erosion and morphological change in gravel-bed
rivers arise through bedload transport: rolling, sliding, or salt-
ating close to the riverbed. Almost all existing model
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predictions of bedload transport rates are underpinned by the
degree to which flow conditions exceed some critical value in
dimensionless shear stress,>° % representing either the initia-
tion of motion of sediment particles,>***° or some “reference”
transport rate.>*®*°” For gravel-bed rivers, the bulk of sediment
transport occurs close to these thresholds.”°®?°®?° In the
context of soft matter, fluvial transport processes near the
stream bottom can be viewed as the dynamical evolution of a
granular system near criticality.

Recent advances. It is known that there is a strong link
between the width of a river when filled to the top of its banks
(bankfull), and the entrainment threshold of bed and bank
sediments above which transport begins. Near-threshold chan-
nel theory (NTC)*% is a model for this process which has been
validated for several different types of rivers.>*'" While most
bedload transport models use a constant dimensionless shear
stress, o (or critical Shields stress), as the threshold parameter,
it is now understood®'? that such a universal threshold should
be applied with caution. For example, field measurements
show that longer inter-flood duration may lead to increases in
¢ and reduced sediment transport rates.”"?

Laboratory experiments confirm that the magnitude and
duration of inter-event flows affect ¢ evolution and show that
with little to no active sediment transport, grain-scale changes
in interlocking, and subtle surface reorganization increase
particle resistance to motion.>'**'> These observations suggest
that the increase in particle resistance under inter-event flows
is akin to granular creep and compaction of granular materials
under low to moderate shear rates. In response to higher
magnitude flows (e.g., floods) surface reorganization of the
bed leads to a decrease in particle entrainment thresholds via
an increase in surface roughness, akin to dilation of granular
materials under high shear rates.

A high-resolution, multi-year time series of entrainment
critical stress, o7, from the Erlenbach torrent, a mountain
stream in Switzerland,?"® revealed that the magnitude of ante-
cedent flows was the dominant control on the evolution of o7,
with a secondary, short-lived duration effect.>’” Consistent
with laboratory experiments,”'®>'? these direct measurements
showed increases in ¢ with increasing inter-event flow magni-
tude. In higher-magnitude, sediment-transporting flows,
strengthening effects were also observed following low to
intermediate-magnitude bedload-transporting floods; however,
following high-magnitude flows, ¢ for motion decreased.*”

Open questions. A flow history-dependent empirical model in
which ¢ evolves through time as a function of bed shear stress can
be used to capture these variations in particle erosion thresholds.”*
A more fundamental, particle-scale-based approach could provide
more insight. One possible explanation for the observed history-
dependence®"” is that the transition from bed strengthening to bed
weakening is associated with a transition from sparse local rearran-
gement of particles to a more established sediment transport flow,
capable of significantly disrupting bed structure via particle collisions
or long-distance particle transport.**!

Another key challenge requiring a soft matter approach is to
better understand how deformable boundaries (such as river
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bed channels) respond to variations in bed shear stress ¢*, and
by extension, to variations in ¢}. Dilation occurs at shear
stresses well above those commonly observed to result in
channel widening,"”" suggesting that bed disruption or weak-
ening may be infrequent or buffered by channel width adjust-
ments. Thus, further exploration of the feedbacks between
adjustments in ¢; and channel widening onset should be
explored.

Further afield, definitive links between granular processes
observed in laboratory experiments and field observations in
gravel-bed rivers are precluded by various technical limits. The
difficulty to acquire accurate in situ measurements of complex
shapes of natural grains, fine-scale dynamical changes of grain-
scale topography,>** grain motion beyond the bed surfaces, and
small changes in ¢} values are some of them. Indirect geophy-
sical methods, including environmental seismology®**>*° and
distributed acoustic systems,**” which are currently explored in
fluvial contexts, could allow bypassing some of these limits and
connecting the dynamics over the different scales of the river-
channel granular system.

2.5 Why do persistently degassing volcanoes erupt? -
J. Suckale

Context. Volcanic eruptions are perhaps one of the most
dangerous examples of multiphase soft matter dynamics. Erup-
tions are driven by gas bubbles dissolved in magma, or the
interaction of magma with water and steam. During eruptions,
the surrounding porous rock can fragment and form a fast-
flowing granular material, and magma often contains crystal-
rich and crystal-poor regions, making it a heterogeneous and
complex fluid. Most volcanoes display intermittent dynamics, a
common feature of many soft materials driven by external
stress; yet not all volcanic eruptions are rare. According to the
Volcano Watch by the United States Geological Survey, dozens
of volcanoes erupt every day, sometimes repeatedly. These
volcanoes are commonly referred to as persistently active: due
to an open connection between the magma storage regions and
the surface vent a dynamic system arises. Their volcanic activity
spans a wide spectrum from continuous passive degassing to
intermittent explosive or effusive eruptions with more violent,
paroxysmal eruptions emerging with little or no clear precur-
sory activity.”*®*** The transitions between different eruptive
regimes are sudden and unpredictable, creating large uncer-
tainty in risk assessments.**° In fact, the National Academies
declared the development of multi-scale models that capture
critical processes and can be tested against field data as one of
the three grand challenges in modern volcanology.***

Recent advances. Near-criticality lies at the heart of under-
standing the eruptive regime transitions. Most of the time,
persistently active volcanoes are not erupting and still emitting
copious quantities of gas and thermal energy;**>>*” why not
always? Near-critical behavior of the magma can provide a
valuable framework for understanding why seemingly small
increases in gas flux, pressure or crystallinity could lead to a
sudden and dramatic change in behavior. For example, direct
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examination of ejected materials reveals that the uppermost
few hundred meters of the plumbing system at Stromboli
volcano, Italy, are composed of a highly crystalline mush with
a solid fraction of 45-60%.2**2° This ‘magmatic’ mush is
prone to tensile failure beneath the observed vent locations
driven by gas overpressure and the tectonic stress field, sug-
gesting that Strombolian eruptions could be related to a
transition from flow to failure.?*’ Yet, a transition from dis-
tributed flow to localized failure can also occur in flow config-
urations with low crystallinity. One process that could trigger
such a transition even in a largely fluid system is the hydro-
dynamic interaction between individual crystals.*** The hydro-
dynamic interactions between crystals are amplified by the high
viscosity of magmatic melts, roughly five to twelve orders of
magnitude higher than water, because it implies that indivi-
dual crystals interact hydrodynamically over spatial distances
many orders of magnitude larger than their size. These long-
scale hydrodynamic interactions between individual crystals
favor the development of correlations in the spatial distribution
of crystals which both depend on the ambient fluid flow field
and also modify it.>**7>**

Fig. 9 shows an example of a lava fountain during the 1959
eruption at Klauea Iki, Hawaii, and a close-up photo of the
crystal clusters later found in erupted samples.>** This crystal
cluster formed by two particles drifting together during flow
and intergrowing over time.>*> The puzzling aspect of such
crystal clusters is the abundance of relatively large misalign-
ment angles separating the two crystals.”*® A smaller angle
would be hydrodynamically more favorable, but is only
observed in a surprisingly small percentage of clusters. How-
ever, it is known that in linear shear flows, particles tumble
along in Jeffery orbits,>” but wavy flows align crystals**®>*°
towards a preferential angle that depends on both the flow
conditions and the particle geometry. As such, observations of
crystal geometry suggest that the high percentage of large
misalignment angles is indicative of a downward propagating
wave in a volcanic conduit with low crystallinity.>*° The inferred
crystallinity is consistent with the lower range of observed
crystallinities®" and with the possibility that a spatially hetero-
geneous arrangement of crystals inside the volcanic conduit
could trigger a transition from flow to localized sliding over a
thin interfacial layer within the magma mixture.**>

Fig. 9 Photo of a lava fountain during the 1959 Kilauea Iki eruption
(courtesy of USGS) in the background and a photo of a crystal cluster
later identified in erupted samples by Schwindinger and Anderson.?4®
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Open questions. Testing different models directly against
data will provide knowledge of the variety of physical processes
that can disrupt conduit flow, reflected in the diversity of
observed eruptive regimes. Some of the most precious clues
may emerge at the micrometer scale, from observing crystals or
bubbles, because this data may directly record at least some
pre-eruptive processes.”®® Lending a helping hand in preser-
ving this information is the glass transition, a unifying theme
in soft and disordered materials. Once the eruption starts, the
melt in the conduit quenches to a glass, freezing-in the crystals
and bubbles it contains.

Many questions and challenges regarding the eruptive beha-
vior of persistently active volcanoes remain, and require exper-
tise outside of classical volcanology: multi-phase flow, non-
linear dynamics, thermodynamics, and numerical analysis.
These challenges touch on several themes discussed in this
paper, particularly the challenge of modeling the grain scale (1)
and the challenge of bridging scales (3). Like many other
natural systems, volcanic systems span an enormous range of
physical conditions and scales from microns to hundreds of
kilometers.

3 The challenge of bridging scales

Earth surface processes occur over a vast range of scales, from
the near instantaneous transport of millimeter-sized sand
grains in a stream to the slow drift of entire continents over
millions of years. Further, Earth materials that are seemingly
solid on short timescales (e.g., soil, rock) can behave like soft
materials over long timescales (e.g, soil creep, convection of
Earth’s mantle). This results in unique challenges in our ability
to directly observe Earth surface dynamics in the field, high-
lighting the need for ways to use experiments and models at
shorter length and time scales to better understand dynamics
at larger, geologically relevant scales (Fig. 1). This section
highlights some recent studies that use a combination of
experiments, remote sensing, fieldwork, numerical modeling
and theory to understand how small-scale dynamics lead to
large-scale patterns and behavior, leveraging connections
between Earth and soft matter systems.

Section 3.1 highlights that mechanisms of viscous and
elastic deformations might differ in the temporal and spatial
domains, in the specific case of Antarctic ice dynamics. Section
3.2 tests if rainfall time signals, modulated in space via ground-
water flow, can be approximated by averaging over time. Such
results highlight the importance of fluctuations in Earth
science, which do not simply add noise but act as a funda-
mental feature on Earth’s surface and in other nonlinear
systems. Section 3.3 considers the complex fluid dynamics at
the bottom of glaciers as it relates to reactive porous media
flow, exploring how to reproduce the evolution of subglacial
channel systems, coupling models of sediment transport and
ice melting. Section 3.4 focuses on understanding how porous
media convection and physicochemical mechanisms in the
ground result in the striking formation of surficial salt patterns.
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Section 3.5 presents a scaling analysis and remote sensing
measurements of Arctic soil patterns and investigates their
similarity to fluid-flow instabilities. Finally, the dynamics of
dunes - fragile but perpetual forms in deserts - remains
challenging to predict; Section 3.6 uses laboratory-scale experi-
ments to show how dunes persist and set a length scale in
landscapes by interacting, attracting, and repelling each other.

3.1 Ice cracks in a warming climate - Y. Lai

252-260 261-265

Context. Interactions between fluids, elasticity
sediments,®®>°® granular flows,"** and porous flows>**"" are
ubiquitous in polar regions. Ice sheets and ice shelves are
viscous gravity currents spreading over bedrock and
oceans,*** respectively. Ice is a complex material that exhibits
scale-dependent characteristics of soft matter, flowing as a
viscous fluid (e.g., glaciers) at longer timescales, but breaking
as a solid at shorter timescales (e.g., iceberg calving®>*7%).
Because the mass loss of ice contributes to the rising sea-levels,
it is important to understand the fate of ice sheets and shelves
in a changing climate. Here, a few processes involving interac-
tions between fluids and solids with important implications for
ice dynamics are highlighted.

Recent advances. Atmospheric warming threatens to accel-
erate the retreat of the Antarctic ice sheet by increasing surface
melting and facilitating hydrofracturing,”’* where meltwater
flows into and enlarges fractures on ice shelves,>”>?”® poten-
tially triggering ice shelf collapse®”**””*’® and acceleration of
sea-level rise.””® Fig. 10a illustrates a theoretical prediction of
the stability of Antarctic fractures depending on the ice thick-
ness, ice toughness, and glaciological stresses on ice shelves.
To compare observations with theory, a deep convolutional
neural network was utilized to detect continent-wide fracture
features on ice shelves.® Most ice shelf locations that the deep
neural network detects as fractures, shown as points in Fig. 10a,
lie in the parameter regime where our theory predicts stable

a Ice-shelf fracture stability b Ice blister
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fractures (gray triangle), and are consistent with the fracture
theory. Due to the ubiquity of fractures on ice shelves, if climate
warms and causes the Antarctic ice surface to melt, large
portions of Antarctic ice shelves will likely collapse due to
hydrofracture.®

Besides theory and field observations, analogue experiments
can make a unique contribution to the understanding of ice
sheet processes. The benefit of analogue experiments is that
essential parameters can be well controlled. The findings in
analogue experiments can be connected with the large-scale
geophysical observations by matching the relevant nondimen-
sional parameters. For example, laboratory analogue experi-
ments have been developed*®***** to mimic the formation and
relaxation of a water-filled “blister”” (Fig. 10b) beneath an ice
sheet due to the injection of meltwater.>®* The analogue
experiment®®*>*#! (Fig. 10c) validated a mathematical model
describing meltwater leaking from a pressurized “blister” into
the surrounding water network (modeled as a porous substrate)
beneath the ice sheet (modeled as an elastic sheet). The
mathematical model has been used to constrain the hydrolo-
gical property of the water network beneath the ice sheets,
which is otherwise difficult to measure.**

Open questions. Many unanswered questions are to be
explored, such as the processes governing the catastrophic
collapse of ice shelves, including the mechanisms responsible
for the periodic undulations observed in satellite imagery
(Fig. 10d). The surface periodic undulations are highly corre-
lated with locations of basal crevasses or large fractures.*** %
While the undulation spacing is relevant to the size of icebergs,
the types of mechanical instabilities®®® that give rise to these

periodic patterns are still poorly understood (Fig. 10e). The
effects of complex rheologies of Earth materials (ice, sediment)
on the mechanical instabilities, the disintegration of ice
shelves, and the dynamics of ice sheets, remain scarcely
investigated.

d Periodic undulations on ice shelf

c Ice blister analogue experiment
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(a) Fracture stability diagram for Antarctic ice shelf fractures. Most ice shelf fractures identified by a neural network on Antarctic satellite imagery

(red dots) lie in the stable-fracture regime. Adapted from Lai et al.® (b) Formation of water-filled “blister” at the bottom of the ice sheet after a lake drains.

Adapted from Lai et al.28° (c) Analogue laboratory experiment mimicking a water-filled blister beneath an ice sheet relaxing on a porous water networ

k.281

(d) Satellite image showing undulation patterns on ice shelves due to fracture formations on the Thwaites Ice Shelf in 1996. (e) Same region as (d), in 2014
when the ice shelf was broken into icebergs ((d) and (e) are from Landsat image).
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3.2 Can the groundwater flow be time averaged? -
0. Devauchelle

Context. A central challenge in bridging small to large
temporal scales in non-linear systems, like the ground beneath
our feet, lies in finding a meaningful average from inherently
noisy or fluctuating data. A key example in Earth science is the
statistical analysis of stochastic rainfall rates and subsequent
groundwater flow. Rainwater infiltrates into the ground, until it
reaches the water table, where the porous matrix is saturated
with groundwater (Fig. 11). There, it begins the slow under-
ground travel that will eventually bring it back to the surface,
where it will join a stream, and run to the sea. How long does
the subsurface part of this travel take? The residence time of

. o |4 .
water in an aquifer is 7 =R where V is the groundwater

volume, A is the area of the catchment, and R is the rainfall
rate”®” (typically expressed in mm year™'). Residence time is
thus tantamount to storage. It is also a prime control on the
biological and chemical reactions that weather the porous
matrix, and a good estimate of the time it takes for groundwater
to recover from pollution.”®*®?® 1t is therefore crucial to the
management of water resources, and to the understanding of
the vadose zone and therefore of the global carbon cycle.>*%*%*

Recent advances. As a first approximation, one can average
rainfall over years, and treat its mean (R) as a steady forcing of
the groundwater flow. The resulting Darcy problem is then
stationary and amenable to classic fluid mechanics. For illus-
tration, Fig. 11 shows the stationary flow of groundwater
through deep, unconfined aquifers that discharges into neigh-
boring streams.*®” As the rainfall rate increases, the water table
rises. The domain over which the flow equations need to be
solved thus expands, and this makes the problem non-linear.
Even in steady-state, the residence time of water in an aquifer is
not just inversely proportional to the rainfall rate, because the
volume of groundwater needs to accommodate the flux it
carries - V is a function of R, and the determination of this
function is still an open problem.>®”*%3

Fig. 11 Analytical solutions of flow in unconfined aquifers, of different
volumes and water table heights (increasing from (a)-(c)) of hydraulic
conductivity K recharged by a constant rainfall R.2°? Rainwater infiltrates
into the ground (blue arrows), and joins the water table (solid blue line).
From there, it follows the groundwater flow lines (dashed blue lines) until it
reaches the outlet (orange line), where it seeps into a river. The river flows
towards the reader. The solid black lines are impervious (left: groundwater
divide, right: axis of symmetry). All lengths are made dimensionless with
the distance that separates the river from the divide. There remains only
one dimensionless parameter in this problem: R/K.
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In reality, of course, precipitation is intermittent, and so is
the rainfall it generates. Since the groundwater flow is non-
linear, one cannot expect that a time average will gracefully
propagate through the equations, as it would in a linear
system.>®* Therefore, there is no reason to believe that the
steady flow of Fig. 11 is the average of the actual groundwater
flow. To find the latter, one generally needs to solve the non-
stationary problem, and average the result over time - a
procedure far more costly than solving the steady-state pro-
blem. In short, finding the average groundwater flow is a
difficult problem, because it is not just the solution of the
average equations. There is a simple solution to this problem
when the groundwater flow is very shallow: the steady-state
solution gives the root mean square of the storage volume.?**
This solution, unfortunately, breaks down when the ground-
water flow extends deep into the ground.

Open questions. This problem, which might seem anecdo-
tal, is in fact ubiquitous. One simply needs to consider a non-
linear system driven by some fluctuating forcing. For example,
sediment transport in rivers depends on turbulent fluctuations
in the fluid flow and stochastic interactions between grains.>>
In cold climates, soil cycles through freezing and thawing due
to temperature fluctuations (Section 3.5), modulating its rheol-
ogy, and therefore its downward creep (Section 2.2)."”> Could
this parametric forcing explain why some soil patterns appear
only in the Arctic? (Section 3.5). Recent work has begun to
formally examine Earth surface processes in a probabilistic
way, treating stochasticity not simply as noise, but as a funda-
mental feature of these systems."”® In other words, fluctuations
do not always average out. In Earth sciences, this might be the
rule rather than the exception.

3.3 Subglacial drainage as a reactive multiphase
flow - 1. Hewitt

Context. Fluid-sediment interactions beneath thick ice
sheets and glaciers are key to our understanding of glacier
dynamics. Yet, like many Earth surface phenomena, their
dynamics span large spatial and temporal scales and are very
challenging to observe directly. Increased glacier and ice-sheet
melting is an obvious consequence of climate warming, with
significant impacts for sea-level rise and for water resources in
mountainous regions. Vast quantities of meltwater are trans-
ported beneath the ice, along the interface between ice and the
underlying bedrock or till (sediment deposited by the ice),
driven out towards the ocean by the overlying weight of the
ice. With little opportunity for direct observations, various
conceptual theories for how to envisage the subglacial drainage
system have been developed. There are similarities, and some
important differences, to surface water flow and stream for-
mation, as well as links to reactive porous media flow, in which
the porous medium (in this case ice) can deform and change its
internal structure through time.

Recent advances. An important aspect of these systems is
their temporal evolution - it is inferred from tracing experi-
ments that there is a massive expansion of the drainage system
during the summer melt season (due to dissipation-driven
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melting of the basal ice), but that this subsequently collapses
(due to the viscous “creep” flow of the ice) during the winter.>*®
The system is believed to transition between a relatively low
permeability system in which water through
porous sediments or “linked cavities”, and a more efficient
river-like network of channels.>®” The channels can be incised
both upwards into the ice®®®
sediments.”*’

One aspect of these channels is that they are believed to be
responsible for depositing eskers (Fig. 12). Eskers are long,
sinuous ridges of sand and gravel, found particularly in areas of
Canada and Scandinavia, which were deposited as the ice
sheets retreated at the end of the last glacial period. Suggested
formation mechanisms for an esker include continual deposi-
tion at the widening mouth of the channel as the ice sheet
margin retreats.*°® Sediments are deposited as the flow velocity
in a water-filled subglacial channel decreases near the retreat-
ing ice margin. The spatial distribution of the sediment size
dependence on the flow velocity might be used to test this
hypothesis. A better understanding of the formation mecha-
nism of eskers can inform more about the plumbing system
under present-day ice sheets.

Open questions. Open questions abound about the relevant
physics, and how it can be modeled. In particular, these include
the role of erosion, deposition, ice-melting, and ice creep in
enlarging and contracting the space available for water to flow
under and through the ice. There are potentially useful analo-
gies with other deformable or reactive porous media, and for an
increased role for analogue laboratory experiments.

moves

and downwards into the

3.4 Patterns in dry salt lakes - L. Goehring

Context. Dry salt lakes, playas, and salt pans represent some
of the most extreme environments on Earth. They form in dry
terminal basins where groundwater collects just beneath the
surface of the soil and where evaporation dominates over
precipitation.*** The otherworldly landscapes that result are
ones of beautifully ordered polygonal patterns that decorate a
surface salt crust, and are an inspiration to fantastic settings
like Star Wars’ planet Crait. Found worldwide, some note-
worthy dry salt lakes include Badwater Basin in Death Valley

Melting

Ice

‘%L -
Sediments < ?
——

Subglacial channel

Retreat

Fig. 12 Suggested formation mechanism for an esker. Eskers are long
ridges of sediment, which were deposited as the ice-sheets retreated at
the end of the last glacial period. Sediments are deposited as the flow
velocity in a water-filled subglacial channel decreases near the retreating
ice margin.
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(CA, USA, Fig. 13a), Salar de Uyuni (Bolivia), Dasht-e Kavir
(Iran), and Sua Pan (Botswana). The example of Qaidam Basin,
China, has also been studied as an analogue for strikingly
similar features found on Mars.*°*> Although fracture®**® and
buckling?**
features, until recently, no clear mechanism has been able to
accurately explain the emergent spatial and temporal scales of
the salt crust patterns. The main challenge to any such expla-
nation involves identifying a mechanism specific to salt lake
environments that can account for the consistent growth of 1-
3 m wide closed polygonal features in the crust,>*>?%°
timescales of a few months,*>*>*” and in a way that is insensi-
tive to the exact salt chemistry and soil composition of any
particular lake site.

Recent advances. In order to predict the formation and
dynamics of salt crust patterns, an intimate link between these
dynamics and the convection of salty water within the soil has
been proposed, where convection cells template the crust
pattern.>*®2% Convection in porous media is itself well-
studied, with a variety of approaches and applications summar-
ized in a recent, extensive review.*'° In the context of salt crusts,
the connection is made to the particular problem of convection
in the presence of a through-flow of fluid. This problem was
originally raised in the context of geysers,*'" but has since been
developed to explain the subsurface flows observed at playas or
dry salt lakes®'* and sabkhas, which are evaporate pans near
tidal flats.>™

Briefly, the resulting model considers the Darcy flow of
water in the porous sand or sediment of a dry lake, where the
water table remains close to the surface of the ground.?°%3%°
The water contains salt, which accumulates at the evaporating
surface. The salt moves advectively with the water, and diffu-
sively along any concentration gradients. It adds to the density
of the water, providing buoyancy forces that can drive addi-
tional flows. As boundary conditions, there is a continuous loss
of water at the surface, caused by evaporation, and the ground-
water is recharged from below by some distant reservoir. This
leads to the accumulation of salt-rich, denser water near the
surface, which can be unstable to convection. The convective
dynamics are captured by a single dimensionless group, the
Rayleigh number, which describes the ratio of convective to
diffusive effects. Essentially, this group describes the vigor of
any convection,’®® as it also characterizes the speed of the
convective flows, relative to the background flows caused by
the surface evaporation.

Building on a body of recent field observations,
model of a salt playa allows for the dynamic evolution of
convection cells, which then modulate the salt flux into the
surface crust.’® As confirmed by direct field data of crust
growth rates®®® and subsurface flow patterns,** it predicts that
surface salts will accumulate fastest above down-welling flows
that spontaneously arrange into a polygonal network (Fig. 13b
and c) when simulated in large, three-dimensional domains.>*°
When the model parameters are constrained by relevant field
data, it also accurately accounts for the observed growth rates of
the polygons, and their remarkably consistent size, which

of the surface crust are associated with these
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Fig. 13 A convective model of salt polygons in dry salt lakes. (a) The dry
lake surface at Badwater Basin, Death Valley (CA, USA), is covered by a
pattern of ridges in an approximately 10 cm thick crust lying over moist
sandy soil. Here, the polygonal features are typically about 1.5 meters
across. The model of buoyancy-driven flows used to simulate the emer-
gent length scales and time scales of pattern formation at such sites
predicts (b) salt flux into the salt lake's crust (and hence crust growth rates),
and (c) salinity vertical profiles underneath. Panels (b) and (c) courtesy of
and copyright Matthew Threadgold.

arises naturally from a balance between evaporation rates and
salt diffusivity.

Open questions. Further development of these ideas would
require considering more carefully the feedback between the
crust and the groundwater flows and accounting for how the
development of differences in crust thickness will, in turn,
influence local evaporation rates.*°®*'*'> This effort would not
only contribute to the understanding of these patterns but also
to environmental impact. For example, Owens Lake has been
the focus of a decades-long remediation effort to reduce dust
formation off of dry lake surfaces, which is linked to the
dynamics of the salt crusts.*™* However, even without further
elaboration, the convective model demonstrates how the self-
organization of flows beneath our feet can naturally explain the
emergent length scales and time scales of salt polygons in
nature.

3.5 Fluid-like patterns in slow-moving soils - R. Glade

Context. A key challenge in linking soft matter physics with
Earth science lies in dealing with the high degree of
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heterogeneity in natural landscapes.’”®*'® In cold landscapes,
icy soil composed of an ever-changing mixture of heteroge-
neous sediment grains, liquid water, and ice demonstrates the
complexity of Earth materials.” Soil in these settings moves
downhill at slow rates of millimeters to centimeters per year
due to freeze-thaw processes (e.g., ref. 317); over time, the soil
self-organizes into distinct finger-like patterns known as soli-
fluction lobes, with wavelengths of tens to hundreds of meters
(Fig. 14). Despite their ubiquity in cold regions, the necessary
and sufficient ingredients to form these slow-moving soil
patterns are unknown.

Recent advances. Inspired by contact line instabilities in
thin film fluids (e.g, paint dripping down a wall) that form due
to competition between viscous forces and surface tension (e.g.,
ref. 318), Glade et al*" develop a theoretical prediction for
solifluction lobe wavelength that aims to connect grain-scale
cohesion and fluid-like motion of the soil to large-scale pattern
development while acknowledging the importance of natural
heterogeneity. Similar to surface-tension dominated flows,
competition between body forces and resisting forces (here in
the form of enhanced soil cohesion at raised soil fronts) may
drive pattern formation. Allowing for a hydrostatic component
to account for large scale topographic roughness not present in
thin films, a new scaling relation was found that predicts the
cross-slope wavelength (4.) varies as a function of soil thickness
(h), topographic slope (sin ), and a length scale characterizing
spatial variations in cohesion (/.): A x /hf./sin 6.

Applied to remote sensing data of thousands of solifluction
lobes across Norway, the theoretical scaling relation is able to
predict average wavelengths.®'® Typical of field data, the soli-
fluction wavelengths contain a large amount of scatter. Data
show that average lobe heights and wavelengths also increase
with elevation and decrease with mean annual temperature,
pointing toward a broad climate control on solifluction pat-
terns and illustrating the possible importance of external
driving factors in addition to smaller-scale soil dynamics. This
work demonstrates that even granular material in the non-
inertial regime can exhibit instabilities fundamentally similar
to those found in small scale systems, at time and length scales
orders of magnitude larger than previously observed. The
presence of these patterns only in cold landscapes suggests
that the exceptionally large amount of heterogeneity found in
icy landscapes may allow for the development of sub-critical
instabilities in non-inertial flows.

Open questions. These findings point toward the need to
address key knowledge gaps that impact our ability to under-
stand landscape dynamics through a soft matter lens. First,
there is a lack of adequate rheological models that can account
for (i) the non-inertial regime,**°*>* (ii) heterogeneity in grain
size and material properties,*** (iii) cohesion between
grains,*** and (iv) the presence of liquid water and ice.*** While
a highly simplified treatment of soil creep as a viscous fluid
works surprisingly well to explain average pattern wavelengths,
without a more accurate representation of soil rheology, pre-
dictive capabilities are severely limited. Second, field observa-
tions of soil transport processes are difficult to obtain because
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Fig. 14 Background: Aerial image of solifluction lobes with wavelength /.
of tens of meters in Norway (image credit: The Norwegian Mapping
Authority). Top left inset: Fluid contact line instability in a laboratory
experiment with wavelength of centimeters>*® Bottom left inset: A.
plotted against lobe thickness divided by topographic slope, h/sind,
measured from a remote-sensing derived digital elevation model. Blue
color indicates the number of data points in each hexagonal bin. Black
dots represent average wavelengths binned by hsin 0. Red line is theore-
tical prediction from fluid-inspired scaling analysis, Ac o< \/hé./sin0.
Because there are no constraints on the cohesive length scale, /., here
it is assumed to be constant. Figure modified from Glade et al.>!°

they operate over long timescales, though recent advances show
promise for obtaining high-resolution surface deformation of
slow-moving solifluction lobes.*** This illustrates the necessity
for a collaborative, holistic approach that incorporates theory,
laboratory experiments, numerical modeling, and field obser-
vations to better bridge grain-scale dynamics with landscape-
scale processes and patterns.

3.6 Bedform dynamics: interaction, attraction and repulsion
of dunes - N. M. Vriend and K. A. Bacik

Context. In desert landscapes, one can observe individual
sand dunes of different sizes, with a characteristic length scale
of up to kilometers, which seamlessly interact with each other
and their environment.’****® As migrating sand dunes notor-
iously bury human-made infrastructure and lead to degrada-
tion of arable land, this interaction has important practical
implications.”*>° From a physical point of view, the evolution
of a sedimentary surface is a result of an intricate coupling
between the turbulent flow and the granular bed.***?*! Rele-
vant scales of motion in this system span several orders of
magnitude, from sediment transport, through dune migration,
to large-scale organization of a dune field.***

Recent advances. Here, the focus is on the system-level
dynamics, which in the field occur over decades and thus are
difficult to investigate in detail. However, in the lab, by using
appropriately scaled miniature subaqueous dunes, these key
physical processes can be investigated in a matter of hours.
Specifically, three research questions are introduced here,
which have been recently investigated within a new laboratory
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Fig. 15 Two equal-size miniature dunes are initially placed 45° apart in a
periodic annular channel. Due to drag imposed by the water current, they
start migrating and drift apart, and converge over long times to a sym-
metric antipodal configuration 180° apart 3%

experiment (Fig. 15) uniquely suited for probing long-term
dynamics due to its circular quasi-2D geometry.**’

First, pairwise interaction between two dunes is explored,
leading to either coalescence (merging), ejection (sediment
exchange),** or wake-induced repulsion of bedforms*** which
can be categorized in a phase-space diagram outlining the
possible interaction outcomes derived from experiments and
cellular automaton simulations.>*® Second, as a first step
towards understanding the system-level dynamics of a dune
field, the long-term behavior of a periodic two-dune system®*®
is investigated: is this system always attracted to a symmetric
state with two identical equi-spaced dunes, or are there condi-
tions where the symmetry is spontaneously broken? The key to
understanding the dynamics is turbulence: for flows with a
relatively low turbulence intensity, the dunes will display fast-
slow dynamics before settling at a stable equilibrium, but for
high levels of turbulence an asymmetric attractor appears. This
indicates that, at least in theory, the hydrodynamic coupling
between neighboring dunes can either promote or inhibit
regular organization of a dune field. Third, by placing idealized
objects in the path of the model dunes, the engineering
challenge of dune-obstacle interaction are addressed. Interest-
ingly, both object size and shape of the obstacle determine
whether the dune is blocked or able to overcome an obstacle
and reform on the other side,**” and once again, the impor-
tance of turbulent flow structures is established. Indeed, the
outcome of the dune-obstacle interaction can be predicted with
a simple data-driven tool based on the modal decomposition of
the flow field around the obstacle (without sediment or dunes
present).

Open questions. Surprising connections between rapid
small-scale processes (such as turbulent fluctuations interact-
ing with a granular interface) and the slow large-scale evolution
of sedimentary landscapes are revealed. Remarkably, by taking
advantage of scaling laws, these processes have been investi-
gated in a controlled laboratory experiment; validating these
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predictions with observational data using remote sensing
remains to be done.

4 The challenge(s) of life

Life has an impact on the dynamics and is impacted by the
physicochemical evolution of the ground. Over time, plants,
fungi, and burrowing animals alter the ground composition,
constitutive structure, and consequently, its mechanical prop-
erties (e.g., Fig. 1e). Sometimes the presence of life makes the
ground more cohesive and enhances its resistance to erosion,
sometimes its own dynamics pull apart or alter the ground such
that it is destabilized. Such puzzling observations illustrate why
it is crucial to isolate and study the biophysical processes
happening in the ground. We present here two examples of
such studies: in Section 4.1, recent results and outlooks on the
dynamics and impact of invertebrates (such as worms) in the
ground are presented, while Section 4.2 highlights a newly
recognized effect bacteria can have on fluid dynamics in porous
media. Finally, Section 4.3 presents recent results to support a
fundamentally different usage of the ground as a resource; it
reminds us that human beings, via the building of our infra-
structure, are also a major part of the life disturbance of the
Earth’s ground and atmosphere.

4.1 Intruder dynamics in granular sediments - A. Kudrolli

Context. The ground is constantly shaped by animal and
human activities that can further impact the movement of
fluids and erosion.**® Exopedonic and endopedonic activities
leading to creation of mounds, voids, and burrows in loose
sediments, besides anthropogenic activities leading to deserti-
fication, and trawling for resources on the ocean floor are
problems of great importance in ecosystem management. To
overcome the opacity of granular matter, where much of these
activities occur, X-ray imaging and index-matching techniques
have been employed to understand locomotion strategies from
undulatory to peristaltic motions in situ.>*>**° Besides water
jets and fluidization, various strategies have been discovered
for movements in subsurface materials, from plastic grain
rearrangements to sand fluidization and burrow extension by
fracture, which vary depending on depth, compaction, and
grain size.**' Considerable work is underway to understand
the observed locomotion speeds, and the link to the observed
gaits employed, based on the rheology of the medium, as well
as in developing models starting from resistive force theory and
slender-body theory, which are known in the context of vis-
cously dominated fluid dynamics.****** To understand
intruded dynamics in granular media representative of the
ground beneath our feet, further work is required to extend
rheological models developed under uniform flow and shear
conditions to time-dependent and unsteady flows encountered
in such dynamics.

Recent advances. These considerations have motivated stu-
dies of the drag encountered by spherical and cylindrical solid
intruders moving across a granular bed.***>*® These studies
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have found that the non-dimensional Inertial Number and
Viscous Number used to characterize the properties of granular
matter and granular suspensions introduced under uniform
shear rate conditions'®®**° can be extended to unsteady cases
by using an effective shear rate set by the length scale and
speed of the intruder. Visualizations of the flow of the granular
medium have revealed that flow is more narrowly confined
around the intruder with far greater slip at the solid-medium
interface compared with a viscous fluid.*****® Granular flow
around an intruder was found to result in far greater drag
anisotropy compared to viscous flow, which is important for
drag-assisted propulsion, with still greater anisotropy while
considering grains with negligible surface friction.**” The
experiments robustly support the increase of drag with over-
burden pressure in a granular bed and scaling of drag with
projected cross-sectional area in the case of simple intruder
shapes such as spheres and solids. However, wakes generated
by more complex or multi-component shapes were found to
lead to non-additive drag. In particular, two rods moving in
tandem®*® are observed to present a drag as a function of
separation distance that is different compared to that in
viscous fluids. While drag acting on the leading and trailing
rod in viscous fluids at low Reynolds numbers are essentially
the same, in a granular material the drag acting on the leading
rod exceeds that acting on the trailing rod even in the quasi-
static limit.>*® These studies point to the complexity and
nuanced nature of granular matter encountered while moving
or digging in them.

While the above has focused on the limit where the intruder
is strong enough to move the material, a complementary limit
is where the intruder cannot move the material, but is
restricted to moving within the pore spaces. Thigmotactic
behavior, as in motion along the edges of surfaces due to
sensory feedback and environmental cues, can play an impor-
tant role in determining transport.**® One example is the
dynamics of centimeter-scale oligochaeta Lumbriculus variega-
tus in model porous media, where its natural strokes are
hindered by the tight passages between idealized grains. A
persistent random walk model along boundaries was found
to capture the observed time-distributions to escape the dyna-
mical traps posed by the pore-throats.**" Active polymer models
where simple steric interactions are emphasized have a sig-
nificant role to play in determining general principles of
transport in this limit.>**>* The importance of body shape,
stroke, and topology is receiving attention in determining the
dynamics of bacteria as also discussed in the following
Section 4.2.

Open questions. With the insight obtained through recent
studies on the complexity of the granular flow produced by
a range of intruders, there is new information to include
in constitutive models potentially able to predict the
response of the ground also in presence of varying environ-
mental conditions. Tackling the coupling and feedback
between the intruder dynamics, including active and adaptive
processes, and the ground evolution is the key challenge for the
coming years.
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4.2 Bacteria-mediated processes in porous media —
H. A. Stone and J. Q. Yang

Context. The fate of carbon stored in soil has become an
important frontier research area: can soils act as a ‘“negative
emission” technology, serving as a reservoir for carbon released
from fossil fuel combustion, or will carbon, possibly long-
stored in soils, be released as the climate warms>>>? Of course,
there are many types of soils and environmental conditions.*>®
Models used to project future climate have wide variability for
the contributions of soil carbon to projections of atmospheric
CO,, even differing in the sign of the effect.

Recent advances. Motivated by these questions, two labora-
tory studies investigating bacteria-mediated processes in por-
ous media are introduced. One study addressed the soil carbon
storage question and the other identified a previously unrecog-
nized transport process for bacteria in partially saturated
porous media. These kinds of problems have natural links to
the topics discussed in challenge 1 on modeling fundamental
processes beginning at the particle scale, since several of these
themes probe dynamics and transport in porous systems (e.g.,
Sections 1.2, 1.3 and 1.4).

The first study revealed the protection of carbon by clay
through microfluidic experiments, which incorporated impor-
tant elements of the soil carbon problem, including clay
aggregates, different molecular weight carbon molecules, bac-
teria, and enzymes embedded in flows of water.>*” Confocal
microscopy was used to document the space and time depen-
dence of how molecules adsorb onto and diffuse into and out of
transparent clay aggregates (Fig. 16a). Smaller molecular weight
molecules displayed reversible transport while the larger mole-
cular weight molecules were quasi-irreversibly adsorbed, i.e.,
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Fig. 16 (a) Microfluidic experiments showing the sorption and desorption
of a fluorescently-labeled organic matter in clay. The propagation of the
green fluorescent dextran (sugar) into the clay (gray color) was visualized in
3-dimensional space over time.>*” (b) The quasi-irreversible sorption of a
large molecular weight (>3 kDa) dextran with a clay aggregate.®” (c) A
surfactant-producing bacterium, Pseudomonas aeruginosa (labeled with
green fluorescence), spreads into a synthetic soil placed on top of the
bacterial solution, while a surfactant-deficient mutant does not.>*® The
scale bars in (a) and (c) are 100 um and 2 mm, respectively.
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diffusion into the aggregates occurred rapidly (within minutes),
but most molecules remained adsorbed even after flushing for
tens of hours with water (Fig. 16b). Bacteria were too large to fit
into the nano-size pore space of the aggregates, so accumulated
on the outside of clay aggregates, whereas enzymes were shown
to effectively penetrate the small pores where they broke down
and released the trapped large-molecular-weight sugars. The
experimental results were used to suggest improvements to
models of soil carbon storage.

The second study documented a previously unreported
mechanism of transport of bacterial cells in unsaturated por-
ous media. In particular, experiments showed that surfactant-
producing bacteria cause changes in the wettability (to a
hydrophilic state) of an initial hydrophobic substrate, which,
through a capillary pressure change, causes millimeter-per-
hour fluid flow, comparable to other rapid bacterial swimming
speeds, along corners of a model chamber.**® Similar experi-
mental observations of bacterial transport were also demon-
strated in a porous medium of packed angular grains (Fig. 16c),
which served as a model soil. The dynamics were controlled by
quorum sensing, which regulates biosurfactant production.
This transport process can also lead to movement of non-
motile bacteria in the solution. The results suggest that this
kind of surfactant-driven transport through changes in wett-
ability, instead of the better-known Marangoni motion, may be
relevant to natural porous environments.

Open questions. Subsurface life and transport processes are
poorly understood, in part because they are difficult to visualize
and monitor in space and time. These are important problems
that can provide insight into soil and surface processes relevant
to agriculture, sustainability, water, energy, and Earth surface
dynamics. Understanding these phenomena will benefit from
designing new laboratory-scale experiments and approaches,
such as microfluidic tools.*>**¢°

4.3 Nanoscale forces in hydrated clays and the physics of
sustainable construction materials - E. Del Gado

Context. The ground beneath our feet is a unique, and
sustainable source of construction materials (Fig. 17a and b).
Clay soils and other Earth materials have been used for con-
struction over the centuries.’®"**> Examples of Earth-based
architecture, from the most modest to the most monumental
ones, are available on all continents and in all climates. Fifteen
percent of the architectural sites recognized as part of the
UNESCO world heritage are entirely or partially built with soils
and sediments, demonstrating the durability of these materials
and construction techniques. Even in this century, half of the
world population lives in buildings made of raw soils and
completely natural clays. Nevertheless, construction materials
alone make up a sizeable portion of the greenhouse gas
emissions of the entire construction sector since, indepen-
dently of building operations, they are currently responsible
for close to 11% of the world’s global CO, emissions.*** Most of
the carbon footprint is in cement production for concrete, with
the latter being the most used synthetic material on Earth, due
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to its centrality to construction technologies and the built
infrastructure.

Recent advances. Among immediately implementable stra-
tegies that would allow for substantial decarbonization of the
cement industry, greener cement mixtures based on reduced
cement content and partial substitution with clays and natural
soils are probably the most interesting and valuable
option.®*®3%” The soil, the world’s oldest construction material,
is also probably the most ecologically responsible and a poten-
tially novel source of more sustainable construction technolo-
gies. Clay sensitivity to salinity, pH, moisture, and stresses,
which are central to cohesive strength, stability of soil and
building foundations, originates from the nanoscale physical
chemistry and ionic composition of clay layers. From this
elemental scale, larger-scale structures with complex pore net-
works and load bearing properties grow.'*®3%® In hydrated
clays, nanoscale surface forces develop from the accumulation
and confinement of ions in solution between charged surfaces,
a phenomenon which also controls the cohesion of hydrated
cement and is well-known in soft matter, ranging from colloidal
materials to biological systems.**® However, the cohesive forces
that develop during hydration of cement and clays are strongly
ion-specific and dramatically depend on confinement and
humidity conditions. Hence, they cannot be properly captured
by existing mean-field theoretical descriptions used in other
cases for surface forces in ionic solutions, raising a number of
outstanding fundamental questions on the nanoscale physics
of confined ion and water.****”%*”" Increasing confinement
and surface charge densities promote ion-water structures,
distinct from bulk ion hydration shells, that become strongly
anisotropic, persistent, and self-organized into optimized
nearly solid-like assemblies. Under these conditions, the dra-
matically reduced dielectric screening of water and the highly
organized water-ion structures (Fig. 17c) lead to strongly
attractive interactions between charged surfaces.

Molecular simulations effectively fill the gap with the experi-
mental characterization of cohesive forces in hydrated clays
and cement, providing novel insight into the strong ionic
correlations that govern them, to be used in continuum the-
ories and larger scale studies.***?”°*”* The nanoscale forces, in
fact, together with the non-equilibrium environmental condi-
tions, eventually determine the growth of microscale grain
assemblies, layered meso-phases, and porous structures that
can be obtained via coarse-grained simulations (Fig. 17d).
These forces then also govern the rheology and mechanics of
clay-based soil and construction materials, providing the miss-
ing link from the nanoscale physical chemistry to the meso-
scale aggregation kinetics and morphological variability of soil
and clay-based binders.?*®*?7%373

Open questions. Understanding how mechanical and rheo-
logical behaviors emerge in porous clay matrices that gel and
solidify starting from nanoscale forces, which are chemically
specific and sensitive to non-equilibrium conditions and envir-
onmental reactivity, is an area rich with challenging scientific
questions, where soft matter scientists are poised to contribute
with key insights. Integrating novel understanding of how and
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10-50 nm

Fig. 17 Earth construction materials, examples, and scientific questions:
(a) raimmed earth constructions, (b) rural brick kiln, (c) water-ion structures
from semiatomistic simulations of Ca ions solutions confined between
charged surfaces,*®* and (d) mesoscale porous structures of cement
hydrate gels from coarse-grained simulations, where particle sizes are
on the order of 10-50 nm.>¢°

why cohesive forces emerge in soils into the questions on
complex flows, aggregate formation, force chains, and mechan-
ical instabilities at large scales, constitutes one of the chal-
lenges for novel research efforts. The opportunities provided by
imaging and access to microscopic strains in complex granular
assemblies open exciting new research paths.

Discussion

In each contribution associated with one of the four challenges
identified in the introduction, a unique research topic, combin-
ing soft matter and geosciences, was addressed. The outstand-
ing open questions raised by each author show commonalities
that relate to the multi-dimensional, multi-scale, multi-phase,
and multi-process character of the ground beneath our feet.
Some of the most crucial shared questions are briefly summar-
ized and discussed here.

The opaque and time-dependent nature of the ground
profoundly hinders our capacity to observe and understand it.
In the laboratory, advancements in microscopic visualization
and experimental techniques are, on the one hand, key to
remediating this difficulty (see Sections 1.3 and 4.2); yet illu-
minating all spatial dimensions, while allowing temporal
dependencies, is a technical frontier. On the other hand, at
the cost of simplifications, properties, stresses, and flow fields
in 2D-3D granular porous media can be visualized and quanti-
fied (see Sections 1.1, 1.2 and 2.1). In the field, the time-
dependent and temporally variable nature of surface and sub-
surface processes requires additional efforts for monitoring
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(see Sections 2.4, 3.3 and 3.5). Extension and advancements in
the use of geophysical techniques, such as seismology, hold
promise in enabling tracking of the temporal evolution of e.g.,
transport processes.>***”* Simultaneously, temporally resolved
remote sensing techniques are making details of large-scale
phenomena, like ice shelf dynamics, observable (see Sections
2.3 and 3.1).

Though the ground is becoming more observable, seemingly
basic questions of when grains start moving, where particles
jam, or where and when landslides rupture, are still wide open.
Especially in natural systems, identifying the essential condi-
tions (see Sections 1.4 and 1.5), material properties (see Sec-
tions 2.1, 2.5 and 4.3), and processes (see Sections 1.1, 2.3 and
2.4) to understand and model the bulk dynamics remains a
research frontier. Beyond the relevant components, modeling
approaches still struggle to represent key relations (e.g., how
microscale processes change the bulk observations, or how to
integrate over local conditions or time to obtain bulk mechan-
ical behavior), feedbacks (e.g., how macrostructures affect the
microscale conditions, or co-dependent processes and scales®**
), and temporal evolution. While computational advancements
enable the modeling of complex systems, coupled dynamics
require further efforts in developing the proper way to imple-
ment relationships governing elementary phenomena (see Sec-
tions 1.5, 3.2, 3.4 and 4.3), including life-related ones (see
Sections 1.3, 4.1 and 4.2).

Fundamental open questions, for many of the topics
addressed here, emerge from the complex interplay of several
phases. The dynamics of, for example, three-phase systems
where interfaces of liquid-air-grains evolve over time, are key
to a better understanding how natural rafts, such as ice
mélanges, behave (see Section 2.3), how debris flows start
and stop (see Section 2.2), and how groundwater evaporates
into salt crusts (see Section 3.4). Conceptually taming the
interactions and feedbacks to understand more than two-
phase systems challenges concepts, experiments, and observa-
tion throughout the Earth sciences (e.g., ref. 321 and 375-378).

Understanding and modeling contact lines, capillary stres-
ses, and resulting cohesion in particulate materials is a vast and
ongoing effort for the case of a single-phase liquid in contact
with another fluid and solid particles.’***”® While, more often
than not, flows in the ground are themselves suspensions of
minerals (see Sections 1.3 and 1.4), or biological (active)
particles (see Sections 4.2 and 4.1), the solid part of the ground
itself can be composed of vastly different materials in terms of
wettability properties (see Sections 1.4 and 4.2), density (see
Sections 1.5 and 2.5), and rigidity (see Section 2.1). Especially
where life is involved and shapes its surroundings (see Sections
1.3, 4.1 and 4.2), or where landforms and patterns of different
scales interact (see Sections 2.5, 3.4, 3.5 and 3.6), modeling the
ground accurately requires solving among the most difficult
questions of multi-phases systems.

Another recurrent question for many of the addressed topics
is how to model transience in materials state and behavior. The
ground is heterogeneous in composition and properties, there-
fore it presents diverse physicochemical behaviors and
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properties, such as rigidity (see Section 2.1), plasticity (see
Section 1.4), or viscosity (see Section 2.5). As the ground evolves
over time under external physicochemical forcings, it also
undergoes change in the material bulk dynamics. Such tran-
sients may result in instability growth and produce character-
istic patterns. In the field these transience dynamics are most
often observed indirectly, deduced from the resulting expres-
sions of these dynamics hidden in the ground, like ordered
patterns in salt lakes (see Section 3.4), arctic soils (see Section
3.5), ice shelves (see Sections 3.1 and 2.3), or glacial deposits
(see Section 3.3). Linking these dynamics to climatic changes,
geology, as well as anthropogenic and biogenic activities, poses
further outstanding open questions, including topics related to
subsurface storage and transport of gases and fluids (see
Sections 3.2 and 2.5), or the anticipation of ruptures that can
turn into devastating natural hazards (see Sections 1.1 and 2.2).

Conclusion

Most Earth surface materials can be categorized as soft materi-
als. Studying their dynamics necessitates a diversity of
approaches, thus understanding the ground is intrinsically a
highly interdisciplinary field (Fig. 1). We presented here a soft
matter perspective of the ‘“physics of the ground beneath our
feet”, though diverse, the field contains many commonalities.

As the field is still evolving, it is inhomogeneous and still
lacks some common vocabulary; the variations across our sub-
sections reflect that reality. While this perspective brought
together many disciplines, we are aware of the inherent limited
scope covered, and necessary further linkages to, e.g., the
biosphere, atmospheric processes, or transitions from conti-
nuum and solid to soft matter. Especially in times of climate
changes and resource limitations, gains of fundamental knowl-
edge of the soft matter of the ground will be valuable in our
understanding of anthropogenic, climatic, and geophysical
hazards.

We are confident that the seeds of ideas presented here will
mature as researchers engage with the subject, nucleate new
investigations, and help building a percolating framework that
supports the field as it grows. We hope for this collective effort
to provide a new broad perspective on the field and invite more
soft matter scientists to study the fascinating ground on which
we live and build our future.
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