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Control of liquid crystals combining surface
acoustic waves, nematic flows,
and microfluidic confinement†

Gustavo A. Vásquez-Montoya,‡a Tadej Emeršič, ‡a Noe Atzin,a

Antonio Tavera-Vázquez, a Ali Mozaffari, ab Rui Zhang,c Orlando Guzmán,d

Alexey Snezhko, e Paul F. Nealeyae and Juan J. de Pablo *ae

The optical properties of liquid crystals serve as the basis for display, diagnostic, and sensing tech-

nologies. Such properties are generally controlled by relying on electric fields. In this work, we

investigate the effects of microfluidic flows and acoustic fields on the molecular orientation and the

corresponding optical response of nematic liquid crystals. Several previously unknown structures are

identified, which are rationalized in terms of a state diagram as a function of the strengths of the flow

and the acoustic field. The new structures are interpreted by relying on calculations with a free energy

functional expressed in terms of the tensorial order parameter, using continuum theory simulations in

the Landau-de Gennes framework. Taken together, the findings presented here offer promise for the

development of new systems based on combinations of sound, flow, and confinement.

1 Introduction

Optofluidic devices, which combine the transport features of
liquids with the remote addressability offered by optical proper-
ties, offer considerable potential applications in sensing and
display technologies.1–4 In particular, liquid crystals (LCs),
which exhibit versatile and anisotropic optical properties asso-
ciated with their alignment, provide attractive platforms for
optofluidic applications.5–8 LCs are highly sensitive to external
stimuli, including electric and optical fields, and have been
widely used in displays and photonic systems.9–11 Recently,
advances in nanofabrication techniques have created new
opportunities for the combined application of multiple fields,
such as ultrasound and flow.

Acoustic fields are typically used in miniaturized devices
in the form of bulk acoustic waves or surface acoustic waves

(SAWs). Here we focus on SAWs, which exhibit enhanced
sensitivity compared to bulk wave devices.12 The frequency of
SAWs ranges from several hundred MHz to a few GHz; they
have been considered in applications that include radio-
electronic components and sensors.13,14 Recently, techniques
that rely on standing SAWs (SSAWs), formed by two opposite
and coaxial waves, have also been used for manipulation of
biological cells and microparticles, serving to highlight their
potential for manipulation of soft materials.15–20 Past studies of
the effects of SAWs on nematic LCs (NLCs) have considered
periodic pressure fields, acoustic streaming flows, and other
applied fields, mostly in LC cells.21–32 It has been shown that,
for perpendicular (homeotropically) anchored nematics, SAWs
lead to the formation of stripe patterns that gradually transition
into a dynamic scattering regime characterized by turbulent-
like flow behavior, where the nematic director orientation is
randomized. While a variety of demonstrations have focused
on tuning transparency and light scattering in cholesteric
LCs, polymer-dispersed LC screens, acoustic images visualized
on LCs, medical imaging, and LC tunable lenses,33–39 a funda-
mental understanding of the interaction between non-
equilibrium structures and SAWs in LCs is still missing. In this
work, we present a systematic theoretical and experimental
study of the structures of NLC induced by acoustic fields in a
microfluidic environment under both steady-state and pressure-
driven flow conditions.

Applied flows are known to have a strong effect on the
orientation and order of NLCs.40 Recent studies have revealed

a Pritzker School of Molecular Engineering, University of Chicago, Chicago,

IL 60637, USA. E-mail: depablo@uchicago.edu
b OpenEye Scientific, Cadence Molecular Sciences, Boston, Massachusetts 02114,

USA
c Department of Physics, Hong Kong University of Science and Technology,

Clear Water Bay, Kowloon, Hong Kong
d Departamento de Fı́sica, Universidad Autónoma Metropolitana Iztapalapa,

Av. San Rafael Atlixco 186, Ciudad de México 09340, Mexico
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the existence of different topological states in channel-confined
nematic flows, such as bowser, chiral, and dowser states.41 Our
understanding of their response to external fields remains
limited. For example, experiments with laser tweezers have
demonstrated local creation and control of these topological
states.42 However, the effect of an acoustic field on these states
in channel-confined nematic flows remains unexplored.

The optofluidic system considered in this work consists of a
NLC confined by a PDMS microfluidic channel that is coupled
to a SSAW generator. We show that different structures arise in
the LC depending on the acoustic and flow field intensities.
First, we characterize optical patterns driven only by the SSAWs.
We rely on polarized optical microscopy (POM) and fluores-
cence confocal polarizing microscopy (FCPM) to visualize the
reorientation of the LC mesogens. We also characterize the
temperature changes in the system in terms of acoustic
strength and determine the level of influence on the observed
optical transitions. After identifying the characteristics of the
LC under acoustic fields, we add microfluidic flows and examine
the response of the LC, thereby producing a state diagram of
optical texture in terms of relevant non-dimensional para-
meters such as the streaming Reynolds number and the Ericksen
number. The experimental results are interpreted using conti-
nuum simulations with a Landau-de Gennes (LdG) free energy
functional for the tensor order parameter. By combining simula-
tions and experiments, this work provides a detailed picture of the
transition between different structures and helps provide a foun-
dation for design of LC-based optofluidic devices controlled by
acoustic waves.

2 Experimental
2.1 Materials and experimental procedures

We use NLC 5CB (4-Cyano-40-pentylbiphenyl) (Sigma-Aldrich),
which exhibits a nematic phase between 22 and 35 1C. Experi-
ments were performed within microfluidic channels having
a rectangular cross section, with height h = 40 mm, width w =
400 mm, and length L = 12 mm. The channels were fabricated
out of polydimethylsiloxane (PDMS) (1 : 10 curing agent to
PDMS base; SYLGARD 184, Dow Corning) and bonded to the
piezoelectric substrate after components were exposed to air
plasma (Harrick Plasma, Plasma Cleaner Model PDC-001). The
channel walls were chemically treated with a 0.4 wt% aqueous
solution of N-dimethyl-n-octadecyl-3-aminopropyl-trimethoxysilyl
chloride (DMOAP, Sigma-Aldrich) to induce strong homeotropic
surface anchoring of 5CB molecules. Interdigitated transducers
(IDTs) were patterned into a 1281 Y-cut of LiNbO3 piezoelectric
substrate (Roditi) by using standard lithography techniques and
vapor deposition of 10 nm Pt adhesion layer followed by 80 nm
Au layer. The single electrode transducer pitch was set to 50 mm
to achieve a wavelength of 200 mm. The high voltage RF signal was
generated using a GHz generator (Hewlett Packard, Model
E4431B), and subsequently amplified using a power amplifier
(Minicircuits, Model ZHL-1-2W-N+). Before any measurement,
channels were filled with 5CB in the isotropic phase and then

slowly cooled down to room temperature. The temperature was
controlled using a Linkam PE120 temperature controller on a hot
stage under the microscope. The local temperature of various
states was measured using a tiny thermocouple inserted into the
microfluidic channel from the top, passing through the PDMS.
This allowed the thermocouple to directly measure the tempera-
ture of the liquid crystal.

2.2 Polarized optical microscopy, fluorescence confocal
polarizing microscopy, and pressure-driven flow

Acousto-optical characterization was performed with a polar-
ized optical microscope (POM) Olympus BX60 with 4�/10� air
objectives, in transmission mode, and a fluorescence confocal
polarizing microscope (FCPM) with Leica SP5 STED under
5�/10� air objectives. For FCPM imaging, 5CB was doped with
0.01 wt% of the fluorescent dye Nile Red (Sigma Aldrich) and
excited by a 561 nm laser beam. Transmitted light intensity was
measured by ImageJ. We precisely controlled and manipulated
the flow by using a pressure controller-driven system (OB1,
Elveflow). The flow rate was varied in the range from 0.01 to
10.80mL h�1, corresponding to flow velocities ranging from 0.05
to 85 mm s�1. The characteristic Reynolds number Re = rvl/v
ranged between 10�7 and 10�4, considering an effective
dynamic viscosity of v = 50 mPa s. The material density for
5CB is r = 1.024 kg m�3, and the hydraulic diameter of
the rectangular microfluidic channel is estimated to be l =
4wd/2(w + h) = 72.7 mm. The corresponding Ericksen number
Er = hvl/K, with a single elastic constant approximation
K = 5.5 pN, was varied between 0.03 and 55.

2.3 Numerical simulations

Continuum simulations are based on the LdG theory.43 The
details are described in ESI.†

3 Results and discussion
3.1 Identification of acoustically induced structures in steady
state of NLC

The first set of experiments presented here shows the emer-
gence of two previously unidentified states in NLCs under the
influence of acoustic fields: (I) nematic counterflows with
periodic ripples and (II) dynamic scattering with birefringent
bands. Previously described patterns also emerge in the LC when
subject to acoustic waves and confined within a microchannel.

All experiments are performed on 5CB confined in a linear
microfluidic channel. The channel has a rectangular cross
section, with height h = 40 mm and width w = 400 mm, and is
fabricated out of a PDMS (polydimethylsiloxane) relief bounded
to a piezoelectric lithium niobate (LiNbO3) substrate [Fig. 1(a)].
The NLC is loaded into the channel after treating it with
DMOAP to achieve homeotropic surface alignment [Fig. 1(b)].
As shown in Fig. 1(a), the channel is centrally positioned
between two parallel interdigitated transducers (IDTs) pat-
terned on the piezoelectric substrate. A radio frequency (RF)
signal from a signal generator is applied to the IDTs to convert
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the electric signal into SAWs that propagate on the substrate
surface in the y-direction. The superposition of two counter-
propagating SAWs results in a SSAW with wavelength around
200 mm [Fig. 1(b)], determined by the IDT pitch. The SSAW
transmitted through the channel filled with the NLC is a
standing pressure wave with 4 nodes, as illustrated in Fig. 1(b).

The acoustically induced structures of NLC in the micro-
fluidic channel are observed under POM [Fig. 1(c)–(l)]. Without
an acoustic field, the channel appears dark, corresponding to
a uniformly aligned director field along the z-axis [Fig. 1(c)].
Application of the acoustic field leads to the formation of
structures in the NLC. With an applied input power of the RF
signal of 15 mW, the SSAW induces the formation of stripe
patterns perpendicular to the sound propagation direction,
located at the SSAW pressure nodes [white stripes, Fig. 1(d)
and Movie S1, ESI†]. The pattern undergoes a transition when

the input power increases to 20 mW, characterized by the
appearance of colors in the stripes due to birefringence [color
stripes, Fig. 1(e) and Movie S2, ESI†]. Further increasing the
power induces a discontinuous transition of the patterns,
where the birefringent colors are replaced by broader stripes
with lower intensity of transmitted light [brown stripes, Fig. 1(f)
and Movie S3, ESI†]. This transition is similar to the homeotropic-
to-dowser transition typically observed in homeotropic nematic
samples.44 Additionally, a disruption of the texture is observed
near the channel walls, consistent with streaming-induced rolls.
Around an input power of 45 mW, the stripes transition into
previously unidentified dynamical behavior consisting of nematic
crossflows with spatially periodic patterns, as seen in Fig. 1(g)
(Movie S4, ESI†). The velocity of the crossflow and the periodicity
of the patterns vary as the acoustic intensity increases. Higher
acoustic intensity leads to a transition into a dynamic scattering
state characterized by a disorganized, turbulent-like flow of the
nematic [Fig. 1(h), (I) and Movie S5, S6, ESI†]. This state is
analogous to the dynamic scattering observed with an electric
field.45 As the acoustic intensity increases, a novel state emerges
characterized by the formation of birefringent stripes amidst the
dynamic scattering, located at the acoustic wave pressure anti-
nodes [Fig. 1(j), (k) and Movie S7, S8, ESI†]. Lastly, applying an
input power above 400 mW induces a transition into an isotropic
phase [Fig. 1(l) and Movie S9, ESI†]. Previous experimental results
conducted in LC cells reported the formation of stripe patterns
and dynamic scattering.21–23,27,29,30 In the experimental condi-
tions presented here, we report the influence of microfluidic
confinement on the dynamics of nematogens under acoustic
fields. Previously unobserved structures highlight the unique
pattern formation of NLCs when including first and second order
hydrodynamic effects from the oscillatory walls.

As can be seen in Fig. S1(a) (ESI†), the temperature within
the channel does not increase significantly at low acoustic
intensities when the stripe patterns appear. An increase in
the input power generating the SSAW results in a linear
increase in temperature, leading to the nematic–isotropic
phase transition. Experiments also indicate that the trans-
mitted light intensity through acoustically induced structures
increases once the system reaches the white stripe patterns,
achieving maximum intensity with the colored stripe pattern,
followed by a decrease in intensity in the brown stripes region
[Fig. S1(b), ESI†].

To characterize the time scales associated with acoustically
induced structures of NLCs, we first measure the time to reach
a stable optical appearance after turning on the acoustic; we
refer to this time as the response time. We also measure the
relaxation time, which is the time needed for the structures to
relax back to the initial homeotropic dark state after switching
off the acoustic field. Both the response and relaxation times
corresponding to all structures are of the order of seconds
(Fig. S2, ESI†). Furthermore, the response time gradually
increases when increasing the input power until it reaches a
maximum for the color stripes [Fig. S2(a), ESI†]; the peak
corresponds to the highest transmitted light intensity. After
that, the response time decreases, reaching a plateau after

Fig. 1 NLC in homeotropic microfluidic channel under SSAWs. (a) Sche-
matic representation of PDMS channel on a lithium niobate substrate
(LiNbO3) with two pairs of parallel IDTs that generate SSAWs. (b) Cross
section of the channel with dimensions 400 mm � 40 mm, showing the
nodes and anti-nodes of the standing pressure wave with a wavelength of
200 mm. (c)–(l) Experimental POM images showing a top view of the NLC
in a channel under SSAWs. Different values of the input power applied to
the IDTs result in different structures: (c) no patterns, (d) white stripe
patterns, (e) color stripe patterns, (f) brown stripe patterns, (g) dynamical
behavior of spatially periodic patterns, (h) and (i) dynamic scattering
characterized by turbulent-like flow behavior, (j) and (k) dynamic scattering
with stripes, and (l) isotropic phase transition. White crossed double arrows
indicate the orientation of the polarizers. Scale bars are 100 mm.
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brown stripes. In contrast, the relaxation time increases when
increasing the input power throughout the striped patterns,
reaching a plateau during the dynamic scattering regime [Fig.
S2(b), ESI†]. Once the system reaches dynamic scattering with
lines [Fig. 1(j) and (k)], the relaxation time increases again until
the isotropic phase is formed.

The spatial orientation of the NLC molecules in the acous-
tically induced structures can be resolved by performing FCPM.
The observations are made along the top view (xy plane) and
cross section (yz plane) of the channel, as shown in Fig. 2(a)–(d).
We focus on the region of stripe patterns that appear at low
acoustic field intensities. High fluorescence intensity indicates
that the director field is oriented parallel to the polarization of the
laser beam, while a low fluorescence signal indicates an orthogo-
nal orientation. Applying SSAWs to the NLCs induces an intense
fluorescent signal in the vicinity of the acoustic pressure nodes,
indicating a tilting of the director field. Increasing the input

power increases the FCPM signal, corresponding to an even
stronger tilting of the director towards the polarized laser beam.
As a reference, Fig. 2(a) and sketch Fig. 2(e), show the behavior of
the NLC in a relaxed homeotropic state. The reorientation gradu-
ally evolves from a relatively small tilting, which corresponds to
the formation of the white stripes [Fig. 2(b) and sketch Fig. 2(f)], to
a more pronounced tilted director, corresponding to the colored
stripes [Fig. 2(c) and sketch Fig. 2(g)]. At higher input power the
color stripes undergo a discontinuous transition into brown
stripes, whose formation results from a larger inclination of the
molecules [Fig. 2(d) and sketch Fig. 2(h)]. Stripe patterns collapse
once the system switches into the dynamic scattering regime. The
measured fluorescent signal intensities for all stripe patterns as a
function of the channel width are summarized in Fig. 2(i). All the
results of FCPM experiments indicate that reorientation of mole-
cules in the pressure nodes is responsible for the observed
structures.

Fig. 2 Formation of stripe patterns. (a)–(d) FCPM top view (xy plane) and cross section (yz plane) of a microfluidic channel, corresponding to NLC in (a)
the absence of patterns, and in (b) the presence of white, (c) color, and (d) brown stripe patterns, as described in Fig. 1. Scale bars are 100 mm (xy plane)
and 20 mm (yz plane). (e)–(h) Corresponding schematic representation of the director orientation across the channel cross section for stripe patterns in
(e) the absence of patterns, and in (f) the presence of white, (g) color, and (h) brown stripe patterns. The grey area in (f) indicates the pressure node regions
tilting the NLC molecules. Side walls are not included. (i) Fluorescent signal intensity as a function of channel width for all stripe patterns. (j) Cross
polarized image of stripe patterns with the corresponding director field orientation [due to a small angle difference see also Fig. S3, ESI†] and scalar order
parameter (see color bar) predicted by numerical simulations. Tilted molecules at the pressure nodes result in a periodic distribution of the order
parameter across the channel. (k) Numerically predicted angle y of the director field across the channel at 1/6 of the maximum channel height under the
acoustic field. Black arrows indicate regions of pressure nodes.
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To better understand the influence of the acoustic field on
the confined nematic, we turn to continuum simulations based
on the LdG theory.43 The total free energy of the system
is expressed as a function of a tensorial order parameter Q =
S(nn � I/3), where n is a unit vector representing the nematic
field, S is the scalar order parameter of the nematic, and I is the
identity tensor. Under this framework, the energy of the acous-
tic field is modeled as fA = I cos2(2px/lx)k�Q�k, where k is the
propagation vector, I is the acoustic intensity, and lx is a
wavelength of applied acoustic field.46 Combining the acoustic
field with the hydrodynamic evolution of the confined NLC, the
numerical simulations use a hybrid lattice Boltzmann method
to simultaneously solve the Beris–Edwards and the momentum
equations. The details of the model are summarized in the
ESI.† As shown in the predicted cross polarized image for low
acoustic intensity in Fig. 2(j), we find that the stripe patterns
arise because of the periodic distribution of the order para-
meter across the channel imposed by the periodicity of the
acoustic wave. The acoustic wave tilts the molecules in the
vicinity of the pressure nodes [see also Fig. 2(k)] corresponding
to the balance between the elastic forces of NLC and acoustic
forces. The simulations also indicate the onset of acoustic
streaming flows (Fig. S3, ESI†), which have been theorized as
an important phenomenon driving the alignment of molecules
under SSAWs.47 Based on these results, we hypothesize that the
stripe patterns become unstable and collapse into a turbulent-
like flow behavior once the acoustic forces and acoustic stream-
ing dominate over the elastic forces. While numerical predic-
tions support experimental observations in the case of low
acoustic intensity, high acoustic intensity dynamics are beyond
the limitations and assumptions of our model.

3.2 Acoustically induced structures in nematic flow

In this section we present results that combine the acoustic
field with pressure-driven flow in the microfluidic channel.
We use the Ericksen number, a relative measure of the viscous
and elastic forces, as a dimensionless quantity for the flow
velocity of the NLC. The Ericksen number is defined as Er =
(gul)/K, with g being the rotational viscosity, u being the average
measured flow velocity, l being the channel hydraulic diameter,
and K being the single elastic constant of the nematic 5CB.
Similarly, we use the streaming Reynolds number as a dimen-
sionless quantity for the acoustic wave intensity. The streaming
Reynolds number relates the oscillatory forces and the viscous
dissipation forces, being defined as Rs = U0

2/vz. Here, U0 is the
characteristic velocity of the wave, v is the kinematic viscosity,
and z is the frequency associated with the oscillatory flow.
As shown in the ESI,† Rs B V2, where V is the input voltage from
the RF signal generator.

We first perform experiments under pressure-driven flow for
5CB in a microfluidic channel without an acoustic field (Rs = 0)
[Fig. 3(a)]. Without flow (Er = 0), the channel is dark under POM
due to the homeotropic alignment of the NLC. Upon starting
the flow, birefringent colors start to appear, indicating a slightly
bowed uniform director field towards the flow direction—
known as the bowser state.41 The bowser state is stable only in

the weak flow regime (0 o Er o 21), where the orientational order
and flow are only weakly coupled and the structure is largely
dictated by the surface anchoring. An increase in the pressure to
reach the medium flow regime (21 r Er o 50) induces a
continuous transformation of the bowser state into a chiral
nematic state, with left- and right-handed domains separated by
a flexible soliton-like structure in the center of the channel.41 In
the chiral state, the coupling of orientational order and flow leads
to backflow effects. With higher flow rates (Er Z 50), the nematic
undergoes a discontinuous transition into a flow-aligned state
known as a dowser state.41 A flow-aligned dowser state is observed
only in the strong flow regime, in which LC molecules are
primarily oriented along the main axis of the channel. All these
nematic flow states have been observed and reported in previous
publications and are in agreement with our observations.40,41

Applying SSAWs to different topological states under flow in
an orthogonal direction generates a reorientation of the
director field [Fig. 3(a)]. Low SSAW input power within the
range 1.8 � 10�13 o Rs o 1.8 � 10�12 leads to the formation of
stripe patterns in the bowser state (0 o Er o 21) (Movies S10–
S15, ESI†). As the input power increases up to Rs B 4.4 �
10�12, the stripe patterns undergo a discontinuous transition to
brown stripes. Higher input powers (Rs 4 5.5 � 10�12) induce
a transition into a dynamic scattering phase (Movie S16, ESI†).
In contrast to the bowser state, chiral and dowser states
(Er Z 21) dominate the alignment of nematic molecules when
Rs o 1.8 � 10�12. At higher acoustic intensities, acoustically
induced reorientation competes with the flow realignment
until the system reaches the dynamic scattering phase. Regard-
less of the flow velocity, the system evolves into the isotropic
phase when a sufficient input power of SSAW is applied. The
small values of the streaming Reynolds number arise as a
consequence of a Reynolds number BO(10�8) and a Strouhal
number BO(105). The small Reynolds number is typical for
microfluidic systems because of their low characteristic length
values. Additionally, the magnitude of the Strouhal number is
dominated by the high values of the wave frequency. The
BO(10�12) of the streaming Reynolds number validates its
use to study the contributions of the vorticity using singular
perturbation theory.48,49

The acoustically induced structures observed under flow are
summarized in a state diagram in Fig. 3(b). The diagram shows
three distinct regions of interest. The first region (B, C, and D)
corresponds to the regimes where the molecular orientation of the
NLC is dominated by the nematic flow, representing the bowser,
chiral, and dowser states, respectively. The second region (T and
TT) corresponds to the dynamic scattering regime, with turbulent-
like flow behavior dominated by acoustic forces. The third region
(BAS, DAS, and CFS) includes the stripe regimes, where the
molecular orientation consists of superimposed stripe patterns
induced by acoustic forces, in addition to the nematic flow-
mediated molecular alignment of the bowser or chiral states.
The isotropic state (I) is located at the top of the diagram.

Numerical simulations support the experimental observa-
tions in the bowser state in the presence of the acoustic field
and a Poiseuille flow applied orthogonal to each other (Fig. 4).
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In the case of the bowser state with Er = 0.05, and in the
absence of an acoustic field, the uniform homeotropic director

is bowed slightly in the flow direction [Fig. 4(a)]. Applying a low
acoustic intensity on the same bowser state promotes the tilting

Fig. 3 Acoustically induced structures in nematic flow. (a) Optical responses are obtained by applying an acoustic field to the topological states of the
nematic flow. Without acoustic field (Rs = 0), characteristic bowser, chiral and dowser states arise for Er o 21, 21 r Er o 50, and Er Z 50, respectively.
In the bowser state, low acoustic intensities (Rs o 1.8 � 10�12) lead to stripe patterns. As the acoustic intensity is increased, the NLC transitions into a dynamic
scattering regime. Chiral and dowser states dominate orientation of the director field until the acoustic intensity is not high enough (Rs o 5.5 � 10�12). In the
range 5.5 � 10�12 o Rs o 1.7 � 10�11 the system exhibits a dynamic scattering regime due to the domination of acoustic forces. At Rs 4 1.7 � 10�11 the NLC
transitions into an isotropic phase, regardless of flow strength. White empty arrows indicate the direction of pressure-driven flow. Scale bars are 100 mm.
(b) State diagram of NLC 5CB under SSAWs and pressure-driven flow obtained from the experimental observations marked by symbols.
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of the molecules across the width of the channel (y-direction) in
the vicinity of the acoustic pressure nodes [Fig. 4(b)]. Changes
in the scalar order parameter can also be detected and visua-
lized as stripe patterns in the simulated cross polarizer images.
Without an acoustic field, an increment of the nematic flow to
Er = 0.65 increases the bowing of the director in the direction of
the flow, as shown in Fig. 4(c) by the change in the scalar order
parameter. If the same acoustic field in the low intensity regime
is now applied simultaneously (with Er = 0.65), the tilting of the
molecules across the width of the channel in the vicinity of the
acoustic pressure nodes becomes more visible than before. This
corresponds to the formation of sharper stripe patterns in the

cross polarizer images [Fig. 4(d)]. In Fig. 4(e) and (f) we quantify
the changes of the director orientation on the bowser state
across the width (angle y) and along the length (angle j) of
the channel (Fig. S4, ESI†) induced by the acoustic field. The
analysis corresponds to the pressure nodes at 1/6 of the total
height of the channel, where the bowing is most pronounced
according to numerical calculations spanning the entire height of
the channel (Fig. S5, ESI†). As seen in Fig. 4(e), increments in the
acoustic intensity increase the tilting of the molecules across the
width of the channel as the acoustic forces overcome the elastic
forces, reaching a plateau around the Rayleigh angle yr = sin�1

(vLC/vs)B231.46 Here, vLC E 1500 m s�1 and vs E 3900 m s�1 are

Fig. 4 Simulations showing the predicted molecular orientation under weak nematic flows and acoustic fields. (a)–(d) Predicted cross polarizer images,
three-dimensional scalar order parameter, and orientation of director field in yz and xz planes of microchannel. White empty arrows indicate the
direction of flow. (a) Bowser state with Er = 0.05 and no acoustic field. (b) Low-intensity acoustic field in a bowser state with Er = 0.05. (c) Bowser state
with Er = 0.65 and no acoustic field. (d) Low acoustic field in a bowser state with Er = 0.65. (e) Angle y of tilted nematic molecules across the width of the
channel, measured at the acoustic pressure nodes located at 1/6 of the maximum height. Variations in y are observed for different flow velocities. Dotted
line indicates the Rayleigh angle of incidence. (f) Angle j of tilted nematic molecules along the channel, measured at the acoustic pressure nodes at 1/6
of the maximum height. Variations in j are observed for different flow velocities. Numerical analysis with Er between 0 and 0.65. Note that the length
scales in simulations are smaller than those in experiments.
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the speed of sound in 5CB and lithium niobate, respectively.50,51

Slight variations are noticeable when changing the Ericksen
number in the range 0.00 o Er o 0.65. Our simulations
suggest a decrease in the tilting of the molecules along the
length of the channel in the vicinity of the pressure nodes when
the intensity of the acoustic field is increased (Fig. 4). As
observed in Fig. 4(f), an increase in the flow velocity bows the
director along the channel increasing the value of j. In addition,
increments in the acoustic intensity reduce the values of j,
and compete with the reorientation of the director field in the
direction of the flow. Similar behaviors regarding angles y and j
are observed on the pressure nodes placed at 1/2 of the maximum
channel height (Fig. S6, ESI†). However, the values of j remain
small, with no significant variations even at different velocities.

3.3 Optical manipulation of the acoustic optofluidic device

We next examine how changes to the SSAWs at a constant flow
rate modify the optical intensity. Fig. 5(a) shows only a nematic
flow with Er = 2.5 without SSAWs, resulting in a uniform
increase in optical intensity within the channel. For the same
flow, the application of an acoustic intensity with Rs = 2.5 �
10�13 generates peaks of transmitted light intensity located at
the pressure nodes [Fig. 5(a)]. In contrast, increasing the flow to
Er = 5.5 while maintaining the same acoustic intensity induces
a shift in the spatial location of the peaks of transmitted light
intensity. The peaks now appear at the pressure anti-nodes,
along with a reduction in the maximum intensity compared to
the base intensity when only flow is applied [Fig. 5(b)]. Further
increasing the flow velocity to Er = 11.5 at the same acoustic
intensity, shifts the location of the transmitted light intensity
peaks back to the pressure nodes [Fig. 5(c)]. In this case, the
intensity is significantly higher than the base value observed

with flow alone. Applying an alternative flow to acoustically
induced stripe patterns results in sub-millisecond response
times [Fig. S7, ESI†], indicating that the NLC responds much
faster to changes induced by flow than changes induced by
SSAWs (Fig. S2, ESI†).

4 Conclusions

The results of experiments and simulations presented in this
work indicate that combinations of SAWs and fluid flow enable
formation of previously unknown stable nematic morphologies/
states that do not exist at equilibrium. These structures, which are
the combined result of hydrodynamic forces, acoustic forces, and
elastic forces, exhibit sub-millisecond on/off states of brightness
that can cover the entire dimensions of a microfluidic channel,
or that can be localized to narrow stripes located in the
corresponding pressure nodes (or anti-nodes) of the acoustic
waves. Their formation can be controlled by the applied fields,
and could be used to affect the spatial distribution and rate of
reaction between molecules in specific regions of the material
(e.g. pressure nodes) by imposing density and elasticity constrains
in the NLC solvent using acoustic waves. In addition, this system
can be used to spatially patterns, aggregate or actuate particles
according to a range of characteristics, including density, com-
pressibility, and size.

By increasing the complexity of the IDTs, the strategy
introduced here offers the potential to control the shape,
location, and frequency of the SAWs and the corresponding
location of pressure nodes, paving the way for creation of
optical devices with fast response times. Such devices could
be further enhanced by the application of electric fields, which
would offer yet another level for control of these materials.

Fig. 5 POM images of stripe patterns in bowser state and analysis of the transmitted light intensity. (a) Applying an acoustic field with Rs = 2.5 � 10�13 in
the bowser state with Er = 2.5 leads to peaks of transmitted light intensity in the vicinity of the pressure nodes of SSAWs. (b) The same acoustic field
in a stronger nematic flow with Er = 5.5 shows peaks of transmitted light intensity at the SSAWs anti-nodes. (c) Further increasing the flow velocity to
Er = 11.5 switches the peaks of intensity back to the acoustic pressure nodes. In graphs, black lines represent the optical response without acoustic field
(Rs = 0), and red lines with acoustic field applied (Rs = 2.5 � 10�13). White empty arrows indicate the direction of the flow. Scale bars are 100 mm.
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We conclude with a word of caution regarding temperature
effects in acoustically driven LCs. Specifically, care must be
exercised to avoid overheating the system upon application of
SAWs, thereby limiting the geometries and strength of the
fields that can be used. Such temperature effects are discussed
in the ESI† [Fig. S1(a)].
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